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Abstract
Purpose  Both digital positron emission tomography (PET) detector technologies and artificial intelligence based image post-
reconstruction methods allow to reduce the PET acquisition time while maintaining diagnostic quality. The aim of this study was 
to acquire ultra-low-count fluorodeoxyglucose (FDG) ExtremePET images on a digital PET/computed tomography (CT) scanner 
at an acquisition time comparable to a CT scan and to generate synthetic full-dose PET images using an artificial neural network.
Methods  This is a prospective, single-arm, single-center phase I/II imaging study. A total of 587 patients were included. For each 
patient, a standard and an ultra-low-count FDG PET/CT scan (whole-body acquisition time about 30 s) were acquired. A modified 
pix2pixHD deep-learning network was trained employing 387 data sets as training and 200 as test cohort. Three models (PET-only 
and PET/CT with or without group convolution) were compared. Detectability and quantification were evaluated.
Results  The PET/CT input model with group convolution performed best regarding lesion signal recovery and was selected for detailed 
evaluation. Synthetic PET images were of high visual image quality; mean absolute lesion SUVmax (maximum standardized uptake 
value) difference was 1.5. Patient-based sensitivity and specificity for lesion detection were 79% and 100%, respectively. Not-detected 
lesions were of lower tracer uptake and lesion volume. In a matched-pair comparison, patient-based (lesion-based) detection rate was 
89% (78%) for PERCIST (PET response criteria in solid tumors)-measurable and 36% (22%) for non PERCIST-measurable lesions.
Conclusion  Lesion detectability and lesion quantification were promising in the context of extremely fast acquisition times. 
Possible application scenarios might include re-staging of late-stage cancer patients, in whom assessment of total tumor 
burden can be of higher relevance than detailed evaluation of small and low-uptake lesions.

Keywords  Digital PET · PET · CT · Artificial intelligence · Low-count PET · Image post-reconstruction

Introduction

Both the recently introduced “digital” positron emission 
tomography (PET) / computed tomography (CT) systems 
and deep-learning based PET image post-processing tools 

have the potential to decrease the scanning time duration 
while maintaining clinically relevant diagnostic information. 
If current standard scan protocols are applied, the typical 
time required for a whole-body fluorodeoxyglucose (FDG) 
PET scan lies in the range of 20–45 min [1]. For reasons 
of patient comfort, particularly for anguished, dyspneic, 
or pediatric patients and for reasons of cost effectiveness, 
shorter acquisition times are desirable [2]. Using a maximum 
table speed velocity of a modern digital PET/CT scanner, 
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acquisition times of 20 to 30 s per whole-body scan that 
match acquisition time of a CT scan are technically feasible. 
However, one of the major challenges remains the tradeoff 
between reducing the acquisition time and conserving clini-
cal information, as time reductions consistently result in a 
significant deterioration of image quality [1].

Digital PET/CT systems use silicon-photomultipliers 
(SiPM) that exhibit an increased detector sensitivity result-
ing in a higher spatial resolution and coincidence time reso-
lution when compared to previous-generation photomulti-
plier-tube-based systems [3–6]. A higher signal recovery 
increases the detectability of small and low-count lesions 
[5, 7–10]. In particular, low-count PET images reconstructed 
with time-of-flight (TOF) option benefit from the improved 
time resolution characteristics of SiPM-based PET [11]. 
Consequently, the acquisition time might be reduced without 
loss of clinically relevant information. Several phantom and 
clinical studies by our group and others demonstrated that, 
depending on the clinical question, a reduction in acquisition 
time up to a factor of 1∕3 can be feasible for different radio-
nuclides including 18F-FDG without image post-processing 
[1, 12–16].

Over the last several years, deep-learning networks have 
become increasingly valuable and potent tools within the 
field of medical imaging for various tasks [17]. Deep-learn-
ing models are actively employed in the analysis of CT, com-
puted radiography (CR), and magnetic resonance imaging 
(MRI) scans for purposes including, but not limited to, diag-
nostics, tumor segmentations, and image post-reconstruction 
under low dose or undersampling conditions [18–21]. One 
field within the medical imaging domain that has recently 
sparked interest is medical image-to-image (I2I) translations. 
In this process, source domain images are transformed into 
synthetic images in a way that they adopt characteristics of 
target domain images [17, 22].

In recent years, a particular deep learning regime has 
shown to produce appealing results in I2I tasks, namely the 
Generative Adversarial Network (GAN) [23]. GANs are 
used for a variety of medical imaging I2I applications, such 
as contrast enhancement within CT scans, motion correction 
in MRI scans, PET to CT translations, and the de-noising of 
PET scans [17, 24]. To the group of GANs which have been 
proven to yield reliable results belong conditional GANs 
(cGANs) and especially the pix2pix [25] and its successor 
the pix2pixHD [26].

Several recent studies used artificial intelligence-based 
methods to enhance PET images acquired at low count rates 
(i.e., low acquisition times or low administered activities) 
[27–35]. However, to our best knowledge, none of these stud-
ies used a combination of data acquisition on a digital PET/
CT system and GAN-based image post-processing for whole-
body PET data. Moreover, many approaches were restricted 

to brain PET images [31–34], and in studies using whole-
body data, the number of included patients was low [29, 35]. 
Additionally, acquisition times were longer than the maximum 
scan velocity of recent PET/CT scanners by a factor of at 
least 10 [27, 28]. Hence, the aim of this prospective phase I/
II imaging study was to investigate the feasibility of acquiring 
maximum-speed ultra-short FDG ExtremePET images (scan 
time durations of about 30 s, > 33-fold reduced scan duration 
compared to clinical routine) on a digital PET/CT scanner and 
implementing a pix2pixHD network to recreate whole-body 
PET images (AI-ExtremePET) which are comparable to full 
acquisition time PET (FullTime-PET) scans. Several metrics 
including quantitative comparisons of PET signal recovery 
and manual image reading are evaluated to compare the physi-
cal image quality and the conservation of clinical information 
and lesion detectability among AI-ExtemePET and ground 
truth FullTime-PET images. We hypothesize that most of the 
diagnostically relevant information can be recovered from 
ExtremePET scans, whereas the quantitative evaluation of 
small and low count lesions might be challenging.

Materials and methods

Dataset

Patient cohort/ethics statement

This is a prospective, single-arm, single-center phase I/II 
imaging study. All patients who were referred for a clinical 
FDG PET/CT scan to the Department of Nuclear Medicine 
at the University Hospital of Essen, Germany, and who were 
scheduled for examination with a silicon-photomultiplier 
based PET/CT system between January 2020 and June 2020 
were offered study participation in the order they appeared 
in clinical routine. Only patients < 18 years of age were 
excluded. A total of 587 patients were included in this pro-
spective study (260 female patients and 327 male patients, 
mean age of 60.9 ± 13.2 and mean weight of 79.0 ± 18.7). 
The study was performed in accordance with the Declara-
tion of Helsinki and approved by the local ethics committee 
(Ethics committee, University Duisburg-Essen, Faculty of 
Medicine, Ethics protocol number 20–9226-BO). Written 
informed consent was requested prior to enrollment.

FDG‑PET/CT imaging

PET/CT data were acquired using a Biograph Vision 600 
PET/CT System (Siemens Healthineers, Erlangen, Ger-
many). PET/CT scans started with a CT scan in full-dose 
or low-dose technique according to the clinical routine 
protocol. Subsequently, reduced acquisition time PET data 
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were first acquired in continuous bed motion mode using a 
table speed velocity of 50 mm/s (ExtremePET); the applied 
velocity was the fastest possible on the 26.3-cm field-of-
view Biograph Vision PET/CT system. Normal acquisition 
time data were then acquired using a table speed velocity 
of 1.5 mm/s with an emphasis of the abdominal region by a 
reduced table speed velocity of 0.8 mm/s (FullTime-PET); 
in lung cancer patients instead of the abdominal region the 
thoracic region was emphasized. The mean ± SD applied 
activity was 327.8 ± 76.7 MBq of 18F-FDG. The mean ± SD 
interval between tracer application and start of PET scan was 
74.6 ± 17.4 min. PET data were reconstructed using three-
dimensional Poisson ordered-subsets expectation maximi-
zation with time-of-flight option (4 iterations 5 subsets, 
matrix size 220, voxel size 3.3 × 3.3 × 3.0 mm3, Gaussian 
filter 4 mm). Image datasets comprised a median number of 
289 slices. Image examples are presented in Fig. 1.

Data preprocessing

Images extracted from two different methods, specifically 
PET and CT scans, were used as potential network inputs. 
Correspondingly, two different input settings were defined, 
namely PET and PET/CT.

For each method, 2.5-dimensional (2.5d) images were 
created using the axial slices. This is achieved by selecting 
a particular slice from the image volume, and then selecting 
the slices immediately prior and successive to the original 
slice. The first and last slices of each volume were ignored 
for the selection of central slices and only used to complete 

the 3-channel representation of the second and the penulti-
mate slice, as, due to technical reasons in PET image acqui-
sition, they contain mostly image noise and no clinically 
relevant information. Stacking results in a three-channel 
image; the generated 2.5d image output is a single image 
corresponding to the central slice that contains additional ​​
information of the adjacent slides.

For the PET input setting, only 2.5d PET images were 
used as input for the pix2pixHD. For the PET/CT input set-
ting, PET 2.5d and CT 2.5d images were combined on a 
channel axis to generate a six-channel image (Fig. 2). The 
six-channel image was then used as input. The intention 
behind the combined use of PET and CT scans is to investi-
gate the hypothesis that CT images support the reconstruc-
tion of synthetic AI-ExtremePET images by providing more 
detailed anatomical information than the short acquisition 
time ExtremePET images.

All PET scans were transformed from Bq/ml to SUV 
units using the SUV Body Weight and normalized to a range 
of (0, 1) using a constant SUV maximum value of 50 to 
represent typical clinical conditions. Of note, information 
for lesions with SUV values > 50 could be lost. However, 
typical lesion SUV values in FDG PET imaging are much 
lower than 50 [36]. All CT scans were first resampled using 
the corresponding PET scan in order to match the resolution 
and the dimensions of the PET scans. The CT scans were 
then normalized to a range of (0, 1) using (− 1000, 3000) as 
the Hounsfield unit minimum and maximum. The resulting 
input samples used a resolution of 220 × 220 pixels and were 
then padded to a resolution of 224 × 224 pixels. Finally, the 
normalized slices were transformed from (0, 1) to (− 1, 1).

Fig. 1   Collection of exemplary 
input pairs used within the 
training process. From left to 
right: A) CT, B) ExtremePET, 
and C) FullTime-PET
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Network architecture

General Adversarial Networks consist of two parts, a generator 
and a discriminator, in competition with each other. Within an 
image-to-image translation setting, the generator takes an input 
image from a source domain and generates a corresponding image 
with characteristics of the target domain. The discriminator then 
has to distinguish between real images and the images produced 
by the generator. The joint training process involves optimizing 
both the ability of the generator to produce images as similar as 
possible to the target domain as well as the ability of the discrimi-
nator to assign correct labels to sample images [25, 26].

For this study, we implemented a modified TensorFlow 
version of the pix2pixHD. The pix2pixHD is an extension of 
the pix2pix architecture, but, unlike the original pix2pix, uses 
two generators that operate with different resolutions in order 
to aggregate both local and global features of the image. 
This pair of generators constitutes a “coarse-to-fine” gen-
erator. The discriminator of the pix2pixHD is a multi-scale 

discriminator that itself employs three separate discrimina-
tors, each operating on a different image scale [25, 26].

The model was trained using a GAN and a feature-match-
ing loss function in combination, as proposed by Wang et al. 
[26]. Additionally, we implemented an average pooling opera-
tion within the first downsample layers. For the first convolu-
tion in the generators’ encoders, we also added the option of a 
group convolution. This allows us to train models that process 
PET and CT images separately in the first convolution layer 
using 2 groups with 3 channels each. All models use an initial 
convolution filter size of 7 × 7 and an average pooling opera-
tion in the encoders. A batch size of four images was used 
during training, and the output channel was set to grayscale. 
A learning rate of 0.002 was used, and all models were trained 
with 100 epochs, with a learning rate decay starting after 50 
epochs. A complete list of the used model settings is listed 
within the Supplemental Material (Table 3).

A total of three model configurations were used and 
trained: a model that uses only ExtremePET images (M1), 

Fig. 2   The used input slice pipeline for both input variations (PET-only and PET-CT). For each modality, a 3-channel image is generated includ-
ing the previous and next slice. With this approach, more anatomical information is introduced to the 2D network
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an ExtremePET/CT model that uses both ExtremePET and 
CT images without group convolution (M2), and an Extrem-
ePET/CT model that uses both ExtremePET and CT images 
with group convolution (M3). All model configurations were 
trained using a fivefold cross-validation (CV), and the final 
prediction for each model was aggregated using the mean 
overall CV model predictions.

All models used an image input size of 224 × 224. A total 
of 387 studies were used as training, and 200 studies were 
used as a test cohort.

Evaluation methods

For this study, the evaluation process was performed in mul-
tiple parts. Firstly, all trained models were evaluated on the 
200 test studies using the well-established I2I metrics Struc-
tural Similarity Index Measure (SSIM), Peak Signal to Noise 
Ratio (PSNR), and SUV-based Mean Absolute Error (MAE) 
[37–39]. For calculation of the scores, the voxel space out-
side the patient was excluded (masked with 0) using patient 
specific body masks. With this approach, we want to ensure 
that the score calculation is focused on the important region 
of interest, the body of the patient [40].

Secondly, 50 studies were randomly selected from the 
200 test studies and manually examined by an experienced 
nuclear medicine physician. First, the human reader seg-
mented all clinically relevant lesions visible within the 
FullTime-PETscan (excluding physiological tracer uptake). 
In addition, all detected lesions were separated into the fol-
lowing anatomical categories: bones, liver, lung, lymph 
nodes, and other. Determination of anatomical labels was 
performed with the assistance of a ​​software research proto-
type implementing a neural network (MICIIS, formerly MI 
Whole Body Analysis Suite, MIWBAS, Siemens Health-
ineers, Knoxville, TN, United States) [41]. The lesion seg-
mentations were then used to evaluate and compare the SUV 
metrics SUVmean, SUVmax, and SUVpeak for all models.

The synthetic AI-ExtremePET images of the best per-
forming model (with respect to lesion SUV recovery) were 
then evaluated by the human reader to identify and segment 
all clinically relevant lesions (excluding physiological tracer 
uptake). All evaluations of synthetic AI-ExtremePET images 
were performed on a separate occasion from the evaluations 
of the original FullTime-PET scans to avoid bias due to prior 
knowledge. This leads to a total set of 50 Fulltime-PET seg-
mentation masks and corresponding 50 AI-ExtremePET 
segmentation masks.

Lastly, the prepared segmentations were used to evalu-
ate the lesion reconstruction quality of the best perform-
ing model. First, on the patient level, the detection of any 
lesion (dichotomous variable for each study) was compared 
among AI-ExtremePET and FullTimePET images. Next, 

to evaluate detection at the correct anatomical position, 
the given segmentation masks of the original and synthetic 
PETs were compared based on the Intersection over Union 
(IoU). In this analysis, a lesion is considered detected if 
the IoU is > 0. The IoU threshold is set to the proposed 
level because the compared masks are based on different 
PET images (original and synthetic). With this setting, we 
want to ensure that the evaluation is focused on the model’s 
ability to reconstruct lesions at the correct position with-
out demanding perfect voxel matching. If more than one 
synthetic lesion candidate exists for an original lesion, the 
candidate with the highest IoU is selected. Detection at 
the correct anatomical position was evaluated on a patient, 
organ, and lesion level. Patient-based detection rate was 
defined as described above. On the organ level, the detec-
tion of any lesion in the specific organ (dichotomous vari-
able for each organ and each study) was compared among 
AI-ExtremePET and FullTimePET images. Lesion-based 
detection rate includes all detected lesions in the Full-
TimePET images. For these evaluations, additionally, all 
lesions were separated into two groups: PERCIST-measur-
able and non PERCIST-measurable. The PERCIST group 
contains all lesions which satisfy the PERCIST criteria 
(SUVpeak > 1.5 × mean(SUVliver) + 2 × std(SUVliver)) [42, 
43]. Detection rates at the correct anatomical position were 
then separately calculated for PERCIST-measurable and 
non PERCIST-measurable lesions.

Statistics

For statistical analysis, we used the two-sided nonparametric 
Mann–Whitney U [44] test using the python package scipy 
[45].

Results

Synthetic PET images for all three models were of high 
visual image quality and showed significant improvements 
in SSIM, PSNR, and MAE compared to the ultra-short Exte-
mePET images (using the FullTime PET as ground truth, 
details in Supplemental Material, Fig. 6). To select a model 
for detailed evaluation, first, a comparison of the lesion SUV 
reconstruction quality was performed. For this approach, the 
lesion masks (containing all lesions that were detected by 
a human reader in the FullTime-PET) are used to compare 
SUVmean, SUVmax, and SUVpeak differences (between Full-
Time-PET and AI-ExtremePET images) for each model. Of 
50 manually evaluated cases, 33 contained lesions (66%). 
Within those 33 cases, 298 lesions were detected by the 
human reader. The organ-based SUV level comparison is 
presented in Table 1.
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The results show that model M3 performs best for lesion 
evaluation. We therefore used the M3 AI-ExtremePET 
images for further evaluation. Figure 3 depicts reconstructed 
slices from model M3, including a difference map (Full-
Time-PET versus AI-ExtemePET) for multiple cases.

Patient-based sensitivity and specificity for lesion detec-
tion were 79% and 100%, respectively. An exemplary patient 

image showing a correctly detected and a missed lesion in 
the AI-ExtremePET images is presented in Fig. 4.

Next, we separately calculated patient-, organ-, and 
lesion-based detection rates in a matched pair approach. The 
patient-based detection rate was 79% for all lesions. Lesions 
that were not detected in the AI-ExtremePET images were 
of smaller volume (median volume: 1.0 ml versus 2.7 ml, 

Table 1   Differences of the SUVmean, SUVmax, and SUVpeak values 
between the FullTime-PET and the AI-ExtremePET images for each 
model based on the original lesion segmentation mask. The SUVmean 
is calculated based on the mean SUV values present within the lesion 

mask. The SUVmax is calculated using the maximum SUV value for 
each lesion mask. The SUVpeak is calculated using a 1-cm3 sphere 
around the maximum voxel within a lesion mask

Body part M1 M2 M3

SUVmean SUVmax SUVpeak SUVmean SUVmax SUVpeak SUVmean SUVmax SUVpeak

All 1.01 ± 1.43 1.87 ± 2.28 0.76 ± 1.60 2.11 ± 1.65 3.45 ± 2.60 1.94 ± 1.66 0.91 ± 1.54 1.50 ± 2.46 0.57 ± 1.74
Bones 1.02 ± 0.79 2.15 ± 1.86 0.72 ± 0.96 2.84 ± 1.19 4.84 ± 2.21 2.57 ± 1.39 1.05 ± 1.05 1.90 ± 2.13 0.63 ± 1.26
Liver 1.26 ± 0.50 2.62 ± 1.54 1.41 ± 0.76 2.09 ± 0.87 3.43 ± 1.95 2.31 ± 1.19 1.07 ± 0.62 2.09 ± 1.98 1.01 ± 0.98
Lung 1.16 ± 1.04 1.89 ± 1.63 0.82 ± 0.88 2.08 ± 1.01 3.05 ± 1.67 1.81 ± 1.09 0.87 ± 0.99 1.04 ± 1.94 0.39 ± 1.19
Lymph nodes 1.21 ± 0.86 1.93 ± 1.53 0.81 ± 0.87 2.01 ± 1.14 3.11 ± 1.69 1.83 ± 1.11 1.03 ± 1.00 1.38 ± 1.73 0.54 ± 0.89
Other 2.51 ± 3.73 3.78 ± 5.15 2.33 ± 4.48 3.06 ± 3.05 4.63 ± 3.80 2.94 ± 3.09 2.34 ± 3.84 3.45 ± 5.36 2.09 ± 4.69

A) B) C) D)

Fig. 3   Collage of exemplary reconstructions from model M3 within 
the following order (left to right): Input (A), target (B), prediction 
(C), and difference map (D). The difference map is based on the sub-
traction of the original FullTime-PET with the AI-ExtremePET. Red 

spots indicate that the reconstructed intensity was lower than in the 
FullTime-PET, and blue spots indicate that the reconstructed intensity 
was higher than in the AI-ExtremePET
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p = 0.06) and tracer uptake in the ExtremePET than correctly 
detected lesions (median SUVpeak: 3.1 versus 4.9, p = 0.05; 
median SUVmean: 2.7 versus 4.6, p < 0.001). We, therefore, 
split the data according to the clinically established PER-
CIST [43] criteria. From 298 detected lesions, 229 were 
PERCIST-measurable. The patient-based detection rate 
was 89% regarding only PERCIST-measurable lesions, and 
36% regarding only non PERCIST-measurable lesions. The 
lesion-based detection rate was 65% for all lesions, 78% for 
PERCIST-measurable lesions, and 22% for non PERCIST-
measurable lesions. Detailed organ-based detection statistics 
(indicating detection rates, mean SUV levels, and lesion vol-
umes) are presented in Table 2.

Moreover, lesion volume differences between AI-
Extreme-PET and FullTime-PET images were lower for 
PERCIST-measurable in comparison to non PERCIST-
measurable lesions, whereas the IoU was higher (Supple-
mental Material, Table 4). This, additionally, indicates an 
improved reproduction of PERCIST-measurable lesions.

PERCIST-measurable lesions that were not detected in 
the AI-ExtremePET images were of significantly smaller 
volume (median volume: 1.0 ml versus 2.7 ml, p < 0.0001) 
and tracer uptake (median SUVpeak: 4.0 versus 5.1, 

p < 0.0001; median SUVmean: 3.8 versus 4.9, p < 0.0001) 
in the ExtremePET than correctly detected lesions (Fig. 5). 
For non PERCIST-measurable lesions, not detected lesions 
were of significantly smaller tracer uptake (median SUVpeak: 
2.4 versus 3.0, p = 0.05; median SUVmean: 2.2 versus 3.0, 
p < 0.001) but showed no significant difference in lesion 
volume (median volume: 1.1 ml versus 2.0 ml, p = 0.06).

Discussion

In this study, we demonstrated the use of a pix2pixHD net-
work to generate synthetic full acquisition time PET images 
from 33-fold reduced acquisition time ExtremePET images 
that were exclusively acquired on a “digital” silicon-pho-
tomultiplier based PET/CT scanner. Only few previous 
approaches have been described that use GANs for enhance-
ment of low-count whole-body PET images [27, 28, 46]. 
Some previously published approaches were restricted to 
brain PET imaging [17, 31–34, 47], which is an easier process 
due to the limited anatomical variance compared to whole-
body images [35]. In the following, we intend to evaluate the 
results of this study in the context of whole-body imaging.

ExtremePETFullTime-PET AI-ExtremePET

A) B) C)

Fig. 4   Exemplary representation of maximum-intensity-projections 
(anterior view) of the ground truth FullTime-PET (A), the Extrem-
ePET (B), and the M3 AI-ExtremePET (C). In the FullTime-PET, 
two lesions were detected (red and blue arrows), of which one (blue) 

was restored in the AI-ExtremePET. In the ExtremePET, no lesions 
were detected. At the bottom, magnified views of both lesions are 
presented (the colors of their borders correspond to the colors of the 
respective arrows in the original images)
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Table 2   Detailed lesion-based detection characteristics. SUV values were estimated in the ExtremePET images and based on the original lesion 
masks

Body part Lesion cohort Detected n Volume (ml) SUVmax SUVmean SUVpeak Detection rate

All PERCIST True 178 8.56 ± 21.13 12.87 ± 7.22 5.78 ± 2.98 6.62 ± 4.49 0.78
False 51 1.69 ± 2.64 9.75 ± 5.23 4.06 ± 1.35 4.15 ± 1.33

Other True 15 5.69 ± 9.72 7.62 ± 2.86 2.87 ± 0.98 2.90 ± 0.85 0.22
False 54 1.87 ± 2.55 5.82 ± 2.73 2.07 ± 0.65 2.35 ± 0.92

Bones PERCIST True 119 3.60 ± 3.27 12.03 ± 5.22 5.65 ± 2.33 6.07 ± 2.94 0.84
False 23 2.15 ± 3.37 8.07 ± 2.23 4.29 ± 1.11 3.79 ± 1.01

Other True 5 0.85 ± 0.65 5.89 ± 2.74 3.19 ± 1.35 2.46 ± 0.70 0.42
False 7 1.10 ± 1.36 5.36 ± 0.93 2.13 ± 0.35 2.67 ± 1.09

Liver PERCIST True 5 32.74 ± 33.29 12.93 ± 2.47 4.94 ± 0.74 6.20 ± 0.94 0.83
False 1 1.63 7.87 4.01 4.27

Other True - - - - - 0.0
False 3 1.61 ± 2.79 8.73 ± 2.52 2.74 ± 0.29 3.48 ± 0.44

Lung PERCIST True 21 5.84 ± 11.18 12.34 ± 8.41 5.25 ± 3.57 6.01 ± 5.33 0.88
False 3 1.47 ± 1.51 6.97 ± 2.18 3.51 ± 1.44 3.50 ± 0.94

Other True 3 2.35 ± 1.61 7.58 ± 3.33 2.21 ± 1.12 2.30 ± 0.87 0.23
False 10 1.16 ± 1.26 5.06 ± 3.79 1.70 ± 0.81 1.58 ± 0.67

Lymph nodes PERCIST True 27 11.81 ± 17.64 13.87 ± 7.36 5.96 ± 3.78 7.40 ± 4.88 0.63
False 16 1.54 ± 2.08 10.83 ± 6.20 4.10 ± 1.68 4.41 ± 1.72

Other True 6 12.19 ± 13.34 8.81 ± 2.71 2.79 ± 0.46 3.56 ± 0.62 0.18
False 27 2.68 ± 3.17 6.04 ± 2.42 2.20 ± 0.54 2.47 ± 0.77

Other PERCIST True 6 81.77 ± 69.68 26.97 ± 19.27 10.10 ± 6.02 16.54 ± 11.88 0.43
False 8 0.75 ± 1.50 13.70 ± 7.89 3.54 ± 1.35 4.91 ± 1.22

Other True 1 0.88 9.25 3.79 2.89 0.12
False 7 0.64 ± 0.98 5.28 ± 3.13 1.76 ± 0.86 2.17 ± 1.01

Fig. 5   Distribution of the 
ExtremePET SUVpeak, SUVmean, 
and lesion volume for non 
PERCIST (first row) and only 
PERCIST (second row) lesions 
with an additional statistical 
significance test (Mann–Whit-
ney U). The bar in each box 
represents the median
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Some approaches for whole-body low-count imaging 
enhancement do not implement GANs [28, 48, 49]. Com-
pared to the few previous works that use GANs on whole-
body PET images, in our study the acquisition time was 
shorter by about one magnitude, and the number of included 
patients was significantly larger. For example, Lei et al. use 
a CycleGAN for enhancement of 25 whole-body eightfold 
reduced PET data sets acquired on a conventional PET scan-
ner [46]. Sanaat et al. implemented a ResNET and a Cycle-
GAN and included 85 conventional sevenfold reduced PET 
data sets [27]. No previous study focused on the benefits 
of a digital PET scanner for low-count PET imaging, and 
no study that used a digital scanner implemented a GAN. 
Kaplan and Zhu used an estimator and an adversarial dis-
criminator network on tenfold reduced digital PET data but 
included only 2 patients [49]. Most recently, Chaudhari et al. 
applied a commercially available encoder-decoder U-Net 
based solution on 50 fourfold reduced PET data sets that 
were only in parts acquired on a digital scanner [28]. The 
improved detector sensitivity, time and spatial resolution, 
and noise characteristics [3, 5, 6, 11] of SiPM-based PET 
provide the basis for acquiring ultra-low-count PET data 
with a whole-body scan time comparable to a CT scan.

In this proof-of-concept approach, we used the maximum 
possible PET scan velocity of a latest-generation digital 
PET/CT scanner. A visual evaluation revealed the techni-
cal feasibility to generate PET images of high visual image 
quality from noisy ultra-short acquisition time data (example 
in Fig. 5). A preserved high visual image quality is the pre-
requisite for further evaluation in terms of quantification and 
detectability, and a first relevant finding since the acquisition 
time in this study was in the range of a standard CT scan and, 
thus, significantly shorter than in previously published stud-
ies. Next, we compared SSIM, PSNR, and MAE, commonly 
applied criteria for assessment of quantification performance 
[27], among three different models using PET data only, 
PET/CT data without group convolution, or PET/CT data 
with group convolution in comparison to the ground truth 
full acquisition time images. The results were excellent for 
all three models and significantly improved compared to the 
ExtremePET images without post-reconstruction (Fig. 3). 
Next, we analyzed SUV differences for all lesions that were 
detected and segmented by a human reader in the ground 
truth FullTime PET images. This analysis showed best per-
formance for the combined input model (M3) with group 
convolution (Table 1). We therefore selected this model for 
detailed evaluation. In most previous works, only PET data 
were used as input [27–29, 48, 49]. However, our results 
are in line with a PET/MRI study that describes benefits by 
simultaneous input of PET and MRI images for enhance-
ment of ultra-low-dose PET images in children [35].

The detailed lesion quantification analysis for all lesions 
that were detected in the ground truth images revealed a 

mean ± SD absolute SUVmax difference of 1.5 ± 2.5 and a 
mean ± SD absolute SUVmean difference of 0.9 ± 1.6. These 
are appealing results in the context of the extremely short 
acquisition time. For previous approaches, using longer 
acquisition times, lower SUV differences were described. 
Chaudhari et al. report a lesion mean SUV difference of 
approximately zero (95%-confidence limit of 1.8 for the 
SUVmax of the lesions) [28]. Sanaat et al. indicate a mean 
SUVmax difference of − 0.01 [27]. However, slight SUV 
differences, as in our study, do not influence patient man-
agement in most clinical circumstances, as clinical image 
reading in most cases does not depend on exact lesion quan-
tification but on detectability of lesions with increased tracer 
uptake. The reason for the reduced SUV reproduction in 
our account approach is most probably by a factor of ≥ 10 
reduced acquisition time in our approach and not a structural 
problem of the applied GAN. With regard to the ultra-low-
count PET data we used, deviations in quantification are 
expectable, and exact quantification was not an aim of this 
study.

More than lesion quantification, lesion detectability is 
decisive to assess the possible value of ultra-short acquisi-
tion time PET images in a clinical context, as missed lesions 
can be of big influence on patient management. The patient-
based analysis revealed a sensitivity of 79% and specific-
ity of 100%; no patients were classified as false-positive. 
This is a relevant finding, as misclassification of patients as 
false-positive could have consequences to further patient/
therapy management. Chaudari et al. reached a patient-level 
sensitivity of 94% and specificity of 98%, Sanaat et al. do not 
report a patient-based analysis but a lesion-based sensitiv-
ity of 97% [27]. The detailed analysis showed that missed 
lesions were of lower tracer uptake and lesion volume in the 
input ExtremePET images. To evaluate the clinical usabil-
ity, we, therefore, performed additional separate analyses 
for PERCIST-measurable and non PERCIST-measurable 
lesions in a matched-pair approach and calculated patient-
based, organ-based and lesion-based detection rates. These 
were largely increased for PERCIST-measurable lesions 
(for example, 89% versus 36% on the patient level and 
78% versus 22% on the lesion level, details in Table 2). For 
PERCIST-measurable lesions not detected lesions were of 
significantly smaller tracer uptake (SUVmean) and volume, 
whereas for non PERCIST-measurable lesions only the dif-
ference in tracer uptake was significant (Fig. 5).

As the reproduction of lesions with low tracer uptake 
and small lesion volume remains challenging, the clini-
cal applicability of AI-ExtremePET images is limited. 
As detectability was restricted for small lesions with low 
tracer uptake, primary staging and investigation of patients 
in the early phase of disease will probably be problematic. 
The analysis of PERCIST-measurable lesions showed an 
improved detectability for larger lesions of higher tracer 
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uptake. Moreover, for PERCIST-measurable lesions the 
volume reproduction was improved (Supplemental Mate-
rial, Table 4). Therefore, a possible setting for a clinical 
use might be follow-up of metastatic cancer patients in 
whom an evaluation of total tumor burden (with, poten-
tially, high tracer uptake) is of larger clinical relevance 
than detection of single lesions. In this context, typically 
pain-stricken patients with high tumor burden could ben-
efit from a short acquisition time. Reduced motion arti-
facts can be an additional advantage of short emission 
time PET scans [28].

To assess whether the AI-ExtremePET technique 
is suitable for follow-up staging, future studies could 
investigate reproducibility of quantitative measures and 
metabolic tumor volumes. Typically, test–retest SUV 
deviation in FDG PET scans is about ± 20% [50]. A detailed 
investigation would require two separate PET scans in 
short temporal distance and is, therefore, not possible 
using the data set of this study. Moreover, future studies 
could evaluate patients with a follow-up scan to investigate 
whether AI-ExtremePET images can be used for oncological 
response assessment.

For clinical applications in which a characterization of 
single lesions is decisive (e.g., initial staging or detection 
of primary tumor), accuracy of lesion quantification and 
detectability must be improved. Future studies might focus 
on probing different acquisition times to investigate the 
optimal tradeoff between scan duration and conservation 
of clinical information. Since previous studies, which 
show better results, use substantially lower reductions 
in acquisition time [27, 28], an investigation of the 
acquisition time range between their approach and ours 
could be promising. For example, an extension of the 
ExtremePET acquisition time by a factor of 2–5 could be 
investigated. However, an acquisition time optimization 
was beyond the protocol of this prospective study in which 
the fastest possible acquisition time of a current-generation 
digital PET/CT scanner was evaluated. Moreover, future 
approaches might use data acquired on total-body PET/
CT scanners that exhibit improved counting statistics and 
might allow for even shorter acquisition times than standard 
digital PET/CT scanners while maintaining acceptable 
image quality [50]. However, until now, total-body PET 
scanners are expensive and have not widespreadly been 
introduced. As reductions in acquisition time below the 
scan duration that was applied in this study might not 
be more beneficial in daily practice, deep-learning based 
image enhancement might in future be used for total-body 
PET data to reduce the administered activity. A reduced 
acquisition time can be used as a surrogate for a reduced 
administered tracer activity, as these values, in a first 
approach, correlate linearly [16, 51].

In our study, ExtremePET data were used that were 
acquired in a separate ultra-short scan, whereas most previ-
ous studies use simulated short acquisition time data that 
are created by undersampling of original list-mode data sets 
[29, 35, 48, 49]. Sanaat et al. also use separately acquired 
low-dose PET data [27]. Chaudhari et al. describe a multi-
center study that uses undersampled data from one center 
and separately acquired data sets from two centers [28]. The 
usage of real data is beneficial, since larger image noise in 
short acquisition time data sets might not be fully repro-
duced by undersampling [27, 51]. On the other hand, the 
separate PET data acquisition contributes to a further main 
limitation of the study. Possible deviations in spatial pair-
ing between FullTime-PET and ExtremePET images due to 
patient motion might impair the reconstruction quality of the 
applied Pix2PixHD network. However, the ExtremePET scan 
was started directly after the FullTime-PET scan using the 
same scan area and patient position; this ensures a good co-
registration between both image data sets. Moreover, most 
clinically relevant lesions are located in the trunk for which 
motion is low. Therefore, the benefits of separate PET acqui-
sitions justify the limitations of spatial deviations.

Besides the Pix2PixHD that was used in this study, other 
neural network architectures could be used for I2I transla-
tions of PET images. For example, a cycleGAN setting could 
be used, which would tackle the problem of the spatial align-
ment of the different image types since the CycleGAN is 
used for unpaired image to image tasks [52]. Another future 
possibility might be the application of a transformer-based 
CycleGAN. These networks may be less susceptible to vari-
ations in spatial pairing and could therefore be promising for 
PET images, which are of lower resolution and higher image 
noise than CT or MRI images. A comparison of different 
networks could be the subject of future studies.

The study is affected by further limitations. Only PET/
CT data from a single center and a single PET/CT scan-
ner were included in the evaluation. For generalizability, 
a multicenter study using digital PET/CT scanners from 
different vendors should be performed. However, general-
izability was not an aim of this proof-of-concept study, as 
first further steps of improvement and validation are nec-
essary. In addition, the trained network only used stacked 
2D axial slices within a 2.5D approach which could be 
updated within further studies to a 3D approach. An atten-
tion-weighted loss function could be used to emphasize 
the most significant body parts [32, 33]. Furthermore, the 
study was only performed for 18F-FDG PET/CT imaging. 
Future studies could cover different PET tracers. Previous 
approaches were described for brain PET imaging using 
18F-Florbetaben [34], whereas for DOTATATE/DOTATOC 
and PSMA PET, to our best knowledge, no deep learning 
models to enhance low count images have been described.
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Conclusion

A combination of digital PET/CT and artificial intelli-
gence-based image post-reconstruction allows the gen-
eration of high quality images from PET data that were 
acquired as fast as CT scans. Detectability (79% on a 
patient level) and lesion quantification revealed promis-
ing results; lesion tracer uptake and volume were lower 
for not-detected lesions. In the current form, the number 
of missed lesions still prevents a broad clinical use, but the 
approach could be applied in late-stage cancer patients to 
monitor total tumor burden. Future studies investigating 
ultra-fast PET imaging are warranted.

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​1007/​s00259-​022-​05901-x.

Author contribution  DK, MS, RS, RH, SK, MSK, NF, MW, and 
CR acquired the data. RH, SK, DK, RS, and CR designed the study, 
analyzed the data, co-wrote the manuscript, and approved of its final 
content. FN, JK, LU, JH, MSK, NF, MW, and KH contributed to the 
study design, critically revised the manuscript, and approved of its 
final content.

Funding  Open Access funding enabled and organized by Projekt 
DEAL.

Data availability  The datasets generated during and/or analyzed dur-
ing the current study are available from the corresponding author on 
reasonable request.

Declarations 

Ethics approval  This study was conducted in compliance with the 
guidelines of the Institutional Review Board of the University Hospi-
tal Essen (approval number 20–9226-BO). The data were completely 
anonymized before being included in the study.

Consent to participate  Informed consent was obtained from partici-
pants included in the study.

Consent for publication  Informed consent was obtained from partici-
pants included in the study.

Competing interests  Lale Umutlu is a Speaker/Advisory Board Mem-
ber for Bayer Healthcare and Siemens Healthcare and received research 
grants from Siemens Healthcare outside of the submitted work. Ken 
Herrmann reports personal fees from Bayer SIRTEX Adacap Curium 
Endocyte IPSEN Siemens Healthineers GE Healthcare Amgen 
Novartis and ymabs personal fees and other from Sofie Biosciences 
non-financial support from ABX grants and personal fees from BTG 
outside the submitted work. Christoph Rischpler reports a research 
grant from Pfizer, consultancy for Adacap and Pfizer, speaker hono-
raria from Adacap, Alnylam, BTG, Curium, GE Healthcare, Pfizer, and 
Siemens Healthineers. David Kersting is supported by the Clinician 
Scientist Program of the Universitätsmedizin Essen Clinician Scien-
tist Academy (UMEA)/German Research Foundation (DFG, Deutsche 
Forschungsgemeinschaft) and received research funding from Pfizer 
outside of the submitted work. Robert Seifert is supported by the 
Junior Clinician Scientist Program of the Universitätsmedizin Essen 

Clinician Scientist Academy (UMEA)/German Research Foundation 
(DFG, Deutsche Forschungsgemeinschaft). Manuel Weber reports fees 
from Boston Scientific, Terumo, Eli Lilly, and Advanced Accelerator 
Applications.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

	 1.	 Boellaard R, Delgado-Bolton R, Oyen WJG, Giammarile F, Tatsch 
K, Eschner W, et al. FDG PET/CT: EANM procedure guidelines 
for tumour imaging: version 2.0. Eur J Nucl Med Mol Imaging. 
2015;42:328–54.

	 2.	 Lasnon C, Coudrais N, Houdu B, Nganoa C, Salomon T, Enilorac 
B, et al. How fast can we scan patients with modern (digital) PET/
CT systems? Eur J Radiol. 2020;129:109144.

	 3.	 Van Sluis J, De Jong J, Schaar J, Noordzij W, Van Snick P, Dierckx 
R, et al. Performance characteristics of the digital biograph vision 
PET/CT system. J Nucl Med Off Publ Soc Nucl Med United 
States. 2019;60:1031–6.

	 4.	 Surti S, Viswanath V, Daube-Witherspoon ME, Conti M, Casey 
ME, Karp JS. Benefit of improved performance with state-of-the 
art digital PET/CT for lesion detection in oncology. J Nucl Med 
Off Publ Soc Nucl Med United States. 2020;61:1684–90.

	 5.	 Koopman D, van Dalen JA, Stevens H, Slump CH, Knollema 
S, Jager PL. Performance of digital PET compared with high-
resolution conventional PET in patients with cancer. J Nucl Med 
Off Publ Soc Nucl Med United States. 2020;61:1448–54.

	 6.	 van Sluis J, Boellaard R, Somasundaram A, van Snick PH, Borra 
RJH, Dierckx RAJO, et al. Image quality and semiquantitative 
measurements on the biograph vision PET/CT system: initial 
experiences and comparison with the biograph mCT. J Nucl Med 
Off Publ Soc Nucl Med United States. 2020;61:129–35.

	 7.	 Kersting D, Jentzen W, Sraieb M, Costa PF, Conti M, Umutlu L, 
et al. Comparing lesion detection efficacy and image quality across 
different PET system generations to optimize the iodine-124 PET 
protocol for recurrent thyroid cancer. EJNMMI Phys. 2021;8:14.

	 8.	 López-Mora DA, Flotats A, Fuentes-Ocampo F, Camacho V, 
Fernández A, Ruiz A, et al. Comparison of image quality and 
lesion detection between digital and analog PET/CT. Eur J Nucl 
Med Mol Imaging. 2019;46:1383–90.

	 9.	 Alberts I, Prenosil G, Sachpekidis C, Weitzel T, Shi K, Rominger 
A, et al. Digital versus analogue PET in [(68)Ga]Ga-PSMA-11 
PET/CT for recurrent prostate cancer: a matched-pair comparison. 
Eur J Nucl Med Mol Imaging Germany. 2020;47:614–23.

	10.	 Kersting D, Jentzen W, Fragoso Costa P, Sraieb M, Sandach 
P, Umutlu L, et  al. Silicon-photomultiplier-based PET/CT 
reduces the minimum detectable activity of iodine-124. Sci Rep. 
2021;11:17477.

	11.	 Conti M, Bendriem B. The new opportunities for high time resolu-
tion clinical TOF PET. Clin Transl Imaging. 2019;7:139–47.

4513European Journal of Nuclear Medicine and Molecular Imaging (2022) 49:4503–4515

https://doi.org/10.1007/s00259-022-05901-x
http://creativecommons.org/licenses/by/4.0/


1 3

	12.	 Hatami S, Frye S, McMunn A, Botkin C, Muzaffar R, Christo-
pher K, et al. Added value of digital over analog PET/CT: more 
significant as image field of view and body mass index increase. 
J Nucl Med Technol United States. 2020;48(354):360.

	13.	 Weber M, Jentzen W, Hofferber R, Herrmann K, Fendler WP, 
Rischpler C, et al. Evaluation of (18)F-FDG PET/CT images 
acquired with a reduced scan time duration in lymphoma 
patients using the digital biograph vision. BMC Cancer. 
2021;21:62.

	14.	 Fragoso Costa P, Jentzen W, Süßelbeck F, Fendler WP, Rischpler 
C, Herrmann K, et al. Reduction of emission time for [68Ga]
Ga-PSMA PET/CT using the digital biograph vision: a Phantom 
study. Q J Nucl Med Mol Imaging. 2021;26. https://​doi.​org/​10.​
23736/​S1824-​4785.​21.​03300-8.

	15.	 Weber M, Jentzen W, Hofferber R, Herrmann K, Fendler WP, 
Conti M, et  al. Evaluation of [(68)Ga]Ga-PSMA PET/CT 
images acquired with a reduced scan time duration in prostate 
cancer patients using the digital biograph vision. EJNMMI Res. 
2021;11:21.

	16.	 van Sluis J, Boellaard R, Dierckx RAJO, Stormezand GN, Glaude-
mans AWJM, Noordzij W. Image quality and activity optimization 
in oncologic (18)F-FDG PET using the digital biograph vision 
PET/CT system. J Nucl Med Off Publ Soc Nucl Med United 
States. 2020;61:764–71.

	17.	 Armanious K, Jiang C, Fischer M, Küstner T, Hepp T, Nikolaou 
K, et al. MedGAN: Medical image translation using GANs. Com-
put Med Imaging Graph. 2019;79:101684.

	18.	 Cao H, Wang Y, Chen J, Jiang D, Zhang X, Tian Q, et al. Swin-
Unet: Unet-like pure transformer for medical image segmentation. 
ArXiv210505537 Cs Eess [Internet]. 2021 [cited 2021 Jun 15]; 
Available from: http://​arxiv.​org/​abs/​2105.​05537

	19.	 Gong E, Pauly JM, Wintermark M, Zaharchuk G. Deep learn-
ing enables reduced gadolinium dose for contrast-enhanced brain 
MRI. J Magn Reson Imaging JMRI. 2018;48:330–40.

	20.	 Haubold J, Hosch R, Umutlu L, Wetter A, Haubold P, Radbruch 
A, et al. Contrast agent dose reduction in computed tomography 
with deep learning using a conditional generative adversarial net-
work. Eur Radiol. 2021;31:6087–95.

	21.	 Zhao J, Li D, Kassam Z, Howey J, Chong J, Chen B, et al. Tripar-
tite-GAN: Synthesizing liver contrast-enhanced MRI to improve 
tumor detection. Med Image Anal. 2020;63:101667.

	22.	 Kaji S, Kida S. Overview of image-to-image translation by use 
of deep neural networks: denoising, super-resolution, modality 
conversion, and reconstruction in medical imaging. Radiol Phys 
Technol. 2019;12:235–48.

	23.	 Goodfellow I, Pouget-Abadie J, Mirza M, Xu B, Warde-Farley 
D, Ozair S, et al. Generative adversarial nets. In: Ghahramani Z, 
Welling M, Cortes C, Lawrence N, Weinberger KQ, editors. Adv 
Neural Inf Process Syst [Internet]. Curran Associates, Inc.; 2014. 
Available from: https://​proce​edings.​neuri​ps.​cc/​paper/​2014/​file/​
5ca3e​9b122​f61f8​f0649​4c97b​1afcc​f3-​Paper.​pdf.

	24.	 Seibold C, Fink MA, Goos C, Kauczor H-U, Schlemmer H-P, Stie-
felhagen R, et al. Prediction of low-kev monochromatic images 
from polyenergetic CT scans for improved automatic detection of 
pulmonary embolism. 2021 IEEE 18th Int Symp Biomed Imaging 
ISBI. 2021. p. 1017–20.

	25.	 Isola P, Zhu J-Y, Zhou T, Efros AA. Image-to-image translation 
with conditional adversarial networks. IEEE Conf Comput Vis 
Pattern Recognit CVPR. 2017. p. 5967–76.

	26.	 Wang T-C, Liu M-Y, Zhu J-Y, Tao A, Kautz J, Catanzaro B. High-
resolution image synthesis and semantic manipulation with condi-
tional gans. Proc IEEE Conf Comput Vis Pattern Recognit. 2018. 
p. 8798–807.

	27.	 Sanaat A, Shiri I, Arabi H, Mainta I, Nkoulou R, Zaidi H. Deep 
learning-assisted ultra-fast/low-dose whole-body PET/CT imag-
ing. Eur J Nucl Med Mol Imaging. 2021;48:2405–15.

	28.	 Chaudhari AS, Mittra E, Davidzon GA, Gulaka P, Gandhi H, 
Brown A, et al. Low-count whole-body PET with deep learning 
in a multicenter and externally validated study. NPJ Digit Med 
England. 2021;4:127.

	29.	 Lu W, Onofrey JA, Lu Y, Shi L, Ma T, Liu Y, et al. An investiga-
tion of quantitative accuracy for deep learning based denoising in 
oncological PET. Phys Med Biol England. 2019;64:165019.

	30.	 Gong K, Guan J, Kim K, Zhang X, Yang J, Seo Y, et al. Iterative 
PET image reconstruction using convolutional neural network 
representation. IEEE Trans Med Imaging. 2019;38:675–85.

	31.	 Kang J, Gao Y, Shi F, Lalush DS, Lin W, Shen D. Prediction of 
standard-dose brain PET image by using MRI and low-dose brain 
[18F]FDG PET images. Med Phys. 2015;42:5301–9.

	32.	 Wang Y, Yu B, Wang L, Zu C, Lalush DS, Lin W, et al. 3D condi-
tional generative adversarial networks for high-quality PET image 
estimation at low dose. Neuroimage. 2018;174:550–62.

	33.	 Sanaat A, Arabi H, Mainta I, Garibotto V, Zaidi H. Projection 
space implementation of deep learning-guided low-dose brain 
PET imaging improves performance over implementation in image 
space. J Nucl Med Off Publ Soc Nucl Med. 2020;61:1388–96.

	34.	 Ouyang J, Chen KT, Gong E, Pauly J, Zaharchuk G. Ultra-low-
dose PET reconstruction using generative adversarial network 
with feature matching and task-specific perceptual loss. Med Phys. 
2019;46:3555–64.

	35.	 Wang Y-RJ, Baratto L, Hawk KE, Theruvath AJ, Pribnow A, Tha-
kor AS, et al. Artificial intelligence enables whole-body positron 
emission tomography scans with minimal radiation exposure. Eur 
J Nucl Med Mol Imaging. 2021;48:2771–81.

	36.	 Nguyen NC, Kaushik A, Wolverson MK, Osman MM. Is there 
a common SUV threshold in oncological FDG PET/CT, at least 
for some common indications? A retrospective study. Acta Oncol 
Taylor & Francis. 2011;50:670–7.

	37.	 Horé A, Ziou D. Image quality metrics: PSNR vs. SSIM. 2010 
20th Int Conf Pattern Recognit. 2010. 2366–9.

	38.	 Image quality assessment through FSIM, SSIM, MSE and 
PSNR—a comparative study [Internet]. 2021 [cited 2021 Jun 15]. 
Available from: https://​www.​scirp.​org/​journ​al/​paper​infor​mation.​
aspx?​paper​id=​90911

	39.	 Image quality assessing by combining PSNR with SSIM--《Jour-
nal of Image and Graphics》2006年12期 [Internet]. 2021 [cited 
2021 Jun 15]. Available from: https://​en.​cnki.​com.​cn/​Artic​le_​en/​
CJFDT​otal-​ZGTB2​00612​002.​htm

	40.	 Ma L, Jia X, Sun Q, Schiele B, Tuytelaars T, Van Gool L. Pose guided 
person image generation. Adv Neural Inf Process Syst. 2017;30.

	41.	 Sibille L, Seifert R, Avramovic N, Vehren T, Spottiswoode B, 
Zuehlsdorff S, et al. 18F-FDG PET/CT uptake classification in 
lymphoma and lung cancer by using deep convolutional neural 
networks. Radiology Radiological Society of North America. 
2020;294:445–52.

	42.	 Weber M, Kersting D, Umutlu L, Schäfers M, Rischpler C, Fend-
ler WP, et al. Just another “Clever Hans”? Neural networks and 
FDG PET-CT to predict the outcome of patients with breast can-
cer. Eur J Nucl Med Mol Imaging. 2021;48:3141–50.

	43.	 O JH, Lodge MA, Wahl RL. Practical PERCIST: a simplified 
guide to PET response criteria in solid tumors 1.0. Radiology. 
Radiological Society of North America; 2016;280:576–84.

	44.	 Neuhäuser M. Wilcoxon–Mann–Whitney test. In: Lovric M, edi-
tor. Int Encycl Stat Sci [Internet]. Berlin, Heidelberg: Springer 
Berlin Heidelberg; 2011. p. 1656–8. Available from: https://​doi.​
org/​10.​1007/​978-3-​642-​04898-2_​615

4514 European Journal of Nuclear Medicine and Molecular Imaging (2022) 49:4503–4515

https://doi.org/10.23736/S1824-4785.21.03300-8
https://doi.org/10.23736/S1824-4785.21.03300-8
http://arxiv.org/abs/2105.05537
https://proceedings.neurips.cc/paper/2014/file/5ca3e9b122f61f8f06494c97b1afccf3-Paper.pdf
https://proceedings.neurips.cc/paper/2014/file/5ca3e9b122f61f8f06494c97b1afccf3-Paper.pdf
https://www.scirp.org/journal/paperinformation.aspx?paperid=90911
https://www.scirp.org/journal/paperinformation.aspx?paperid=90911
https://en.cnki.com.cn/Article_en/CJFDTotal-ZGTB200612002.htm
https://en.cnki.com.cn/Article_en/CJFDTotal-ZGTB200612002.htm
https://doi.org/10.1007/978-3-642-04898-2_615
https://doi.org/10.1007/978-3-642-04898-2_615


1 3

	45.	 Virtanen P, Gommers R, Oliphant TE, Haberland M, Reddy T, 
Cournapeau D, et al. SciPy 1.0: fundamental algorithms for sci-
entific computing in Python. Nat Methods. 2020;17:261–72.

	46.	 Lei Y, Dong X, Wang T, Higgins K, Liu T, Curran WJ, et al. 
Whole-body PET estimation from low count statistics using 
cycle-consistent generative adversarial networks. Phys Med Biol. 
2019;64:215017.

	47.	 Wang Y, Zhou L, Yu B, Wang L, Zu C, Lalush DS, et al. 3D 
Auto-context-based locality adaptive multi-modality GANs for 
PET synthesis. IEEE Trans Med Imaging. 2019;38:1328–39.

	48.	 Wang X, Zhou L, Wang Y, Jiang H, Ye H. Improved low-dose 
positron emission tomography image reconstruction using deep 
learned prior. Phys Med Biol IOP Publishing. 2021;66:115001.

	49.	 Kaplan S, Zhu Y-M. Full-dose PET image estimation from low-
dose PET image using deep learning: a pilot study. J Digit Imag-
ing. 2019;32:773–8.

	50.	 de Langen AJ, Vincent A, Velasquez LM, van Tinteren H, Boe-
llaard R, Shankar LK, et al. Repeatability of 18F-FDG uptake 
measurements in tumors: a metaanalysis. J Nucl Med Off Publ 
Soc Nucl Med United States. 2012;53:701–8.

	51.	 Schaefferkoetter J, Nai Y-H, Reilhac A, Townsend DW, Eriksson 
L, Conti M. Low dose positron emission tomography emulation 
from decimated high statistics: a clinical validation study. Med 
Phys John & Sons Wiley Ltd. 2019;46:2638–45.

	52.	 Zhu J-Y, Park T, Isola P, Efros AA. Unpaired image-to-image 
translation using cycle-consistent adversarial networks. IEEE Int 
Conf Comput Vis ICCV. 2017. p. 2242–51.

Publisher's note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

4515European Journal of Nuclear Medicine and Molecular Imaging (2022) 49:4503–4515


	Artificial intelligence guided enhancement of digital PET: scans as fast as CT?
	Abstract
	Purpose 
	Methods 
	Results 
	Conclusion 

	Introduction
	Materials and methods
	Dataset
	Patient cohortethics statement
	FDG-PETCT imaging
	Data preprocessing

	Network architecture
	Evaluation methods
	Statistics

	Results
	Discussion
	Conclusion
	References


