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Abstract
We prove the existence of nonconstant harmonic maps of optimal regularity from an
arbitrary closed manifold (Mn,g) of dimension n > 2 to any closed, non-aspherical
manifold N containing no stable minimal two-spheres. In particular, this gives the
first general existence result for harmonic maps from higher-dimensional manifolds
to a large class of positively curved targets. In the special case of the round spheres
N = S

k , k � 3, we obtain a distinguished family of nonconstant harmonic maps
M → S

k of index at most k + 1, with singular set of codimension at least 7 for k

sufficiently large. Furthermore, if 3 � n � 5, we show that these smooth harmonic
maps stabilize as k becomes large, and correspond to the solutions of an eigenvalue
optimization problem on M , generalizing the conformal maximization of the first
Laplace eigenvalue on surfaces.

1 Introduction

1.1 Existence of harmonic maps

A map u : M → N between Riemannian manifolds (M,g) and (N,h) is said to be
harmonic if it is a critical point for the Dirichlet energy

E(u) = 1

2

∫
M

|du|2g,h dvg

on the space of maps from M to N . Generalizing classical questions about the exis-
tence of closed geodesics in a given Riemannian manifold, existence and regularity
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problems for harmonic maps between higher-dimensional manifolds have played an
important role in the development of geometric analysis over the past sixty years (see,
e.g. [56, Sect. 3]).

One natural strategy for producing harmonic maps is to minimize energy in a ho-
motopy class of maps from M to N . For targets N of nonpositive sectional curvature,
this was carried out successfully by Eells and Sampson in the landmark paper [5].
Indeed, combined with subsequent work of Hartman [18], the results of [5, Sect. 11]
give a complete picture of the space of harmonic maps from a general closed manifold
(Mn,g) to a closed target (Nk,h) of nonpositive sectional curvature: every homotopy
class contains a nonempty, connected set of smooth harmonic representatives, all of
which minimize energy in the class. Moreover, if N has strictly negative sectional
curvature, then the harmonic representative of each homotopy class is unique.

For general target manifolds N , the situation is quite different. For general higher-
dimensional domains Mn and targets Nk , there often exist nontrivial homotopy
classes of maps which admit no energy-minimizing representative even in a weak
sense, as distinct path components of C1(M,N) may merge in the weak or strong
topologies on the space W 1,2(M,N) of finite-energy maps between the manifolds.
On the other hand, as in the study of closed geodesics, in many cases one can produce
interesting non-energy-minimizing harmonic maps M → N via Morse-theoretic or
min-max methods. In the influential paper [48], Sacks and Uhlenbeck developed a
Morse-theoretic approach to the study of harmonic maps from the 2-sphere to gen-
eral targets, obtaining existence results that later saw elegant applications to other
classical problems in differential geometry, notably in the work of Siu–Yau [52] and
Micallef–Moore [41]. The essential analytic insight of [48] is that the failure of strong
compactness for harmonic maps and approximations thereof on surfaces M2 → N

can be accounted for by “bubbling” along harmonic maps from S2 → N , so that
variational methods for the energy functional do give rise to a finite collection of
harmonic maps M2 → N and S2 → N , which together inherit relevant bounds on
energy and Morse index.

While the work of Sacks-Uhlenbeck led to major improvements in the existence
and compactness theory for harmonic maps from surfaces, the space of harmonic
maps from manifolds of dimension n � 3 into general targets remains rather poorly
understood, due in part to the presence of singularities in harmonic maps arising from
variational methods on higher-dimensional domains (see, e.g., [49]), and–perhaps
more seriously–the more complicated higher-dimensional counterpart of bubbling
for families of harmonic maps and approximations thereof (see [35]); indeed, even
sequences of smooth harmonic maps can degenerate along (n − 2)-rectifiable sets,
and energy loss cannot be neatly accounted for by a finite collection of “bubbles”
as in dimension two. In particular, compactness for harmonic maps and Palais-Smale
sequences for the energy functional fails more dramatically in dimension � 3, making
it difficult to implement min-max constructions in any generality.

The first result of the present paper establishes existence of nontrivial harmonic
maps from arbitrary closed manifolds Mn of dimension n � 3 into a large class of
targets Nk , via min-max methods. In what follows, recall that a map u ∈ W 1,2(M,N)

is said to be a stationary harmonic map if it is a critical point for the energy functional
in the following strong sense: in addition to solving the weak Euler-Lagrange equa-
tions for E(u), u satisfies d

dt

∣∣
t=0 E(ut ) = 0 for inner variations ut = u ◦ �t , where
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t �→ �t is a smooth family of diffeormorphisms of the domain M , see Sect. 2 for de-
tails. Moreover, recall that the Morse index indE(u) of a harmonic map u : M → N

refers to the index of the second variation E′′(u)(v, v) as a quadratic form on com-
pactly supported sections v of the pullback bundle u∗T N , and u is said to be stable
if indE(u) = 0; some care is needed in these definitions when u is singular, again see
Sect. 2 for details.

Theorem 1.1 Let (Nk,h) be a closed Riemannian manifold containing no stable min-
imal two-spheres, and suppose π�(N) �= 0 for some � � 3. Then for any closed man-
ifold (Mn,g) of dimension n � 3, there exists a nonconstant stationary harmonic
map

u : (Mn,g) → (Nk,h)

of Morse index indE(u) � � + 1 as a critical point of E, smooth away from a set
� ⊂ Mn of dimension dim(�) � n − 3. Moreover, if for some m > 3, Nk admits no
nonconstant stable 0-homogeneous harmonic map v : Rm−1 → Nk , then the singular
set � = Sing(u) has dimension dim(�) � n − m.

Here, the condition that N admits no stable minimal two-spheres is meant in the
sense of branched minimal immersions; equivalently (cf. [6]), there exists no non-
constant stable harmonic map S

2 → N . In [35], Lin showed that stationary harmonic
maps into targets N carrying no minimal two-spheres satisfy strong compactness and
partial regularity properties (cf. [35, Theorems A and D]); however, it follows from
[48, Theorem 5.8] or [41, Theorem 2] that such targets must be aspherical, and there-
fore unlikely to support a wealth of variational constructions beyond minimization
with respect to a prescribed action π1(M) → π1(N) on fundamental groups. By con-
trast, the only obvious topological constraint following from the assumption that N

admits no stable minimal two-spheres is the vanishing of the second homotopy group
π2(N), since [48, Theorem 5.9] shows that π2(N) is generated by stable minimal
spheres up to the action of π1(N).

The significance of the condition that a target N admit no stable harmonic maps
from S

2 was first noticed by Hsu [22], who observed that stable stationary harmonic
maps to such targets enjoy strong compactness properties and, as a byproduct, opti-
mal partial regularity results analogous to those obtained by Schoen–Uhlenbeck for
energy-minimizing maps [49]. In the special case of maps to S

k with k � 3, similar
observations were made by Hong-Wang [21] and Lin-Wang [38]. Theorem 1.1 rests
largely on the observation that, under the same assumptions on the target manifold N ,
the same compactness and partial regularity results hold for the space of stationary
harmonic maps M → N satisfying a uniform Morse index bound, and similarly for
maps critical for suitable relaxations of the Dirichlet energy–namely, the Ginzburg–
Landau-type energies considered in [2] and [36]. With these analytic ingredients in
place, the harmonic maps of Theorem 1.1 are obtained from a min-max construction
generalizing those studied in [27, 45, 46, 53, 54].

For examples of targets satisfying the hypotheses of Theorem 1.1, note that the
results of [41] show that there are no stable minimal two-spheres in a manifold Nk of
dimension k � 4 with positive isotropic curvature. The same is true for 3-manifolds
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N3 of positive Ricci curvature: it is well-known that such manifolds admit no sta-
ble immersed minimal surfaces with trivial normal bundle [51], and consequently no
stable minimal immersions S

2 → N , since any such immersion can be lifted to one
S

2 → Ñ with trivial normal bundle on a double cover of N if N is nonorientable.
That the same holds for branched minimal immersions can be seen by a straight-
forward application of the log cutoff trick near branch points, cf. [40, Sect. 3] for
related observations. In particular, while the existence theory for harmonic maps into
negatively curved targets has been well understood since the 1960s [5], Theorem 1.1
and its proof show that the existence theory for harmonic maps into targets satisfying
certain curvature positivity conditions can be fruitfully explored via Morse-theoretic
methods.

Remark 1.2 The simplest example of a target failing to satisfy the hypotheses of
Theorem 1.1 is the standard 2-sphere N = S

2, for which any holomorphic or
anti-holomorphic self-map φ : S2 → S

2 is stable–indeed, homotopically energy-
minimizing, giving the case of equality in the universal lower bound E(φ) �
4π |deg(φ)|. In particular, we note that the methods of the present paper cannot be
used in a direct way to advance the min-max theory for harmonic maps S

3 → S
2

considered by Rivière in [45, 46]. More generally, the complex projective spaces
N = CP

m represent an interesting borderline case where the compactness results on
which Theorem 1.1 relies fail, though the space of stable minimal 2-spheres in N is
well-understood (see, e.g. [52]).

1.2 Harmonic maps to spheres

Of particular interest to us is the case of maps to the standard spheres N = S
k of di-

mension k � 3. In particular, taking N = S
k and � = k in Theorem 1.1 and appealing

to the regularity results of [38] for stable stationary harmonic maps to spheres, we
obtain the following result, giving existence of a canonical family of sphere-valued
harmonic maps from every closed Riemannian manifold.

Corollary 1.3 For any closed manifold (Mn,g) of dimension n � 3 and any k � 3,
there is a nonconstant stationary harmonic map

uk : Mn → S
k

of Morse index indE(uk) � k+1, smooth away from a closed set � ⊂ M of dimension

dim(�)� n − k − 1 if 3 � k � 5,

dim(�)� n − 6 if 6 � k � 9,

or

dim(�)� n − 7 if k � 10.

In particular, if 3 � n � 5, then uk : Mn → S
k is smooth for all k � n.
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A natural question to ask is how these maps uk depend on the dimension k of the
target sphere. The following proposition provides a partial answer, which plays an
important role in applications.

Proposition 1.4 For any closed manifold (Mn,g) of dimension 3 � n � 5, there exists
k0(M,g) ∈ N such that for any k � k0 and any harmonic map u : M → S

k with

indE(u) � k + 1,

there exists a totally geodesic subsphere S
k0 ⊂ S

k of dimension k0 such that u(M) ⊂
S

k0 .

1.3 Applications to eigenvalue optimization

1.3.1 Motivation and overview

Let (�,g) be a closed Riemannian surface and denote by

0 = λ0(�,g) < λ1(�,g) < · · ·
its (positive) Laplacian eigenvalues. Fixing a conformal class [g] = {e2ωg, ω ∈
C∞(�)}, consider the normalized eigenvalue functionals

λ̄m(�,g) := λm(�,g)Area(�,g).

According to the foundational results of Nadirashvili [42] and El Soufi-Ilias [9], met-
rics critical for λ̄m(�,g) within the conformal class [g] correspond to harmonic maps
from (�, [g]) to spheres. In recent decades, this observation has proved to be a crucial
tool in the study of the suprema

	m(�, [g]) = sup
h∈[g]

λ̄m(�,h),

see e.g. [24, 27, 29, 30, 43, 44]. In particular, 2-dimensional counterparts of Corol-
lary 1.3 and Proposition 1.4 were used in [27] to establish existence and regularity of
metrics achieving 	1(�, [g]). These results have since found application to the study
of the Steklov maximization problem on surfaces with boundary [27, 28], and stabil-
ity phenomena for the λ̄1-maximization problem [31]. It is then natural to ask whether
Corollary 1.3 and Proposition 1.4 themselves can be used to study some eigenvalue
optimization problem on higher-dimensional manifolds. Below we describe such a
problem.

A natural way to generalize 	m(�, [g]) to higher-dimensional manifolds (Mn,g)

is to once again maximize appropriately normalized eigenvalues in a fixed conformal
class, studying the suprema

	m(Mn, [g]) := sup
h∈[g]

λ̄m(Mn,h) := sup
h∈[g]

λm(Mn,g)Vol(Mn,g)
2
n .

However, as is shown in [26], critical metrics for this problem correspond to n-
harmonic maps, the conformally invariant analog of classical harmonic maps, which
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suggests that applications of classical harmonic maps lie elsewhere. The key lies in
reformulating the conformal maximization problem on surfaces. Given a smooth pos-
itive function β > 0 consider the eigenvalues

0 = λ0(�,g,β) < λ1(�,g,β) < · · ·

associated to the problem

�gf = λβf,

i.e., the eigenvalues of the weighted Laplacian β−1�g . Conformal covariance of the
Laplacian on surfaces implies that if h = e2ωg ∈ [g] and f is a �h-eigenfunction,
then

�gf = e2ω�hf = λe2ωf,

so that λm(�,h) = λm(�,g, e2ω) for all m. Therefore, one has that for any surface
�,

	m(�, [g]) = sup
0<β∈C∞(�)

{
λm(�,g,β)

∫
�

β dvg

}
. (1.1)

Moreover, it follows from [14, Proposition 5.1] that one can relax the condition in the
r.h.s to 0 � β , β �≡ 0.

On manifolds Mn of dimension n � 3, the Laplacian is no longer conformally
covariant and equality (1.1) fails. Thus, we introduce the quantities

Vm(Mn,g) = sup
0�β∈C∞(Mn)

{
λm(Mn,g,β)

∫
Mn

β dvg

}
, (1.2)

which generally differ from 	m(Mn, [g]).
Our first observation is that the quantities Vm(Mn,g) in many ways behave sim-

ilarly to 	m(�, [g]). For example, by a well-known result of Korevaar [33] one has
	m(�, [g]) � Cm on a surface �. The same method of proof gives Vm(Mn,g) �
Cm

2
n , see [15, Theorem 5.4]. Another example is the classical Hersch’s inequal-

ity [19] stating that the round metric gS2 achieves 	1(S
2, [gS2 ]). We show below that

essentially the same proof can be used to show that V1(S
n, gSn) is achieved by a con-

stant density function. Furthermore, the Laplacian with density appears naturally as
a homogenization limit of the Steklov problem, see [13]. This feature is independent
of dimension and has been used in [13, 14, 28] to relate optimization problems for
Steklov and Laplace eigenvalues on surfaces. Below we outline generalizations of
these results to Vm(Mn,g). Finally, and most importantly to us, we prove in Proposi-
tion 4.13 that densities critical for λm(β)‖β‖L1 are precisely the energy densities of
classical sphere-valued harmonic maps (M,g) → S

k . This observation provides the
bridge between the results of Sect. 1.2 and the study of the quantities Vm(Mn,g).



Harmonic maps in higher dimensions 719

1.3.2 Existence and regularity of maximizers for V1(M,g)

On a closed surface (�,g), it is shown in [27] that, for the harmonic maps
uk : (�,g) → S

k given by the two-dimensional analog of Corollary 1.3, the corre-
sponding conformal metrics gk = 1

2 |duk|2gg maximize λ̄1(�,g) in [g] provided k

is sufficiently large, i.e. 	1(�, [g]) = λ̄1(�,gk). The following theorem is a direct
generalization of these results to higher dimensions � 5.

Theorem 1.5 On any closed Riemannian manifold (Mn,g) of dimension 3 � n � 5,
for k � k(M,g) sufficiently large, the energy densities e(uk) = |duk|2g of the smooth
harmonic maps uk constructed in Corollary 1.3 realize V1(M,g). Namely, the com-
ponents of uk are λ1(M

n,g, e(uk))-eigenfunctions, λ1(M
n,g, e(uk)) = 1 and

V1(M,g) = 2E(uk).

In addition to establishing the existence of smooth densities realizing V1(M), our
methods also imply that the maximization problem is unchanged if one considers
non-negative densities β ∈ L

n
2 (M), or even certain “admissible” measures μ for

which the map W 1,2(M,g) → L2(M,μ) is compact. Furthermore, we are able to
generalize the regularity result of [27] by showing that any maximal admissible mea-
sure has to be smooth, see Theorem 4.6 for details.

1.3.3 Examples and relation to �1(M
n, [g])

The following theorem provides a basic tool for computing V1(M
n,g) for some spe-

cial manifolds (Mn,g).

Theorem 1.6 Let (Mn,g) be a closed Riemannian manifold, n � 3. Assume that there
exists a minimal immersion u : Mn → S

k such that the induced metric gu = u∗gSk ∈
[g]. Then for any density 0 � β ∈ C∞(Mn) one has

λ1(M
n,g,β)

∫
Mn

β dvg � n (Vol(M,gu))
2
n Vol(M,g)

n−2
n .

If (Mn, [g]) �= (Sk, [gSk ]) or if u is not a conformal automorphism of Sk , then equality
occurs iff the components of u are λ1(M

n,gu)-eigenfunctions, g = agu for some
constant a ∈ (0,∞), and β ≡ b ∈ (0,∞) is constant. If (Mn, [g]) = (Sk, [gSk ]) and
u is a conformal automorphism, then equality holds iff g = agu′ for some a ∈ (0,∞)

and a (possibly different) conformal automorphism u′ of Sk , and β ≡ b ∈ (0,∞).

Since the identity map Id : Sn → S
n is a minimal immersion by first eigenfunc-

tions, Theorem 1.6 implies that

V1(S
n, gSn) = nVol(Sn, gSn),

and the supremum in the left hand side is achieved only for a constant density func-
tion. This is a direct generalization of Hersch’s inequality for the 2-sphere [19].
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Furthermore, the same assumption that gu ∈ [g] for some minimal immersion
u : Mn → S

k by the first eigenfunctions was used in [8] to study 	1(M
n, [g]), where

it is shown that

	1(M, [g]) = n (Vol(M,gu))
2
n ,

generalizing results of [34] from the two-dimensional setting. Combining this with
Theorem 1.6 we obtain that for each g ∈ [gu]

V1(M,g) � 	1(M, [gu])Vol(M,g)
n−2
n . (1.3)

Finally, we remark that in addition to the identity map on the sphere there are many
other examples of minimal immersions by first eigenfunctions, see [3]. Inequal-
ity (1.3) gives the value V1(M,gu) for the corresponding metrics.

1.3.4 The Steklov problem

One fascinating feature of Laplace eigenvalue optimization on surfaces is its interac-
tion with the optimization of Steklov eigenvalues, see e.g. [13, 14, 27, 28]. Below we
present some analogous results on higher-dimensional manifolds.

Let (�n,g) be a compact Riemannian manifold with boundary and 0 � ρ ∈
C∞(∂�n). Consider the weighted Steklov eigenvalues

0 = σ0(�
n,g,ρ) < σ1(�

n,g,ρ) < · · ·
corresponding to the weighted Dirichlet-to-Neumann problem

{
�gu = 0 in �;
∂nu = σρu on ∂�.

Similarly to (1.2) we define

V∂
m(�n,g) = sup

0�ρ∈C∞(∂�n)

{
σm(�n,g,ρ)

∫
∂�n

ρ dsg

}
.

If n = 2, the problem of finding V∂
m(�n,g) is equivalent to the classical confor-

mal maximization problem on surfaces, see [26]. For n � 3 this is no longer the
case, but many well-known properties of the 2-dimensional problem continue to hold
for V∂

m(�n,g). For example, in Proposition 4.19 we show that densities critical for
σm(ρ)‖ρ‖L1 naturally correspond to free boundary harmonic maps. This is a direct
generalization of the 2-dimensional result due to Fraser-Schoen [11], see also [26].
Furthermore, it follows from [14, Theorem 1.12 and Theorem 5.2] that

Vm(Mn,g) = sup
�n⊂Mn

V∂
m(�n,g)

and it follows from our Theorem 4.6 that if �n ⊂ Mn and 3 � n � 5 then

V∂
1 (�n,g) < V1(M

n,g),
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which are higher-dimensional counterparts of [14, Corollary 1.5] and [27, Theorem
1.5] respectively.

1.3.5 Negative eigenvalues of Schrödinger operators

The quantities Vm(M,g) can be equivalently defined using the following family of
estimates introduced by Grigor’yan-Netrusov-Yau [15] and refined by Grigor’yan-
Nadirashvili-Sire [16]. On a closed Riemannian manifold (Mn,g) of dimension n �
3, consider the class of Schrödinger operators LV of the form

LV = �g − V = d∗d − V,

where V ∈ L∞(M). In [15], it was shown that for nonnegative potentials V � 0, the
number of negative eigenvalues N (V ) is bounded from below by the L1-norm of the
potential, raised to a suitable power; in [16], this was extended to arbitrary potentials,
showing that

N (V )
2
n � C(M,g)

∫
M

V dvg (1.4)

for any V ∈ L∞(M).
In particular, it follows that there is a uniform upper bound on the integral∫

M
V dvg of the potential for all Schrödinger operators LV on (M,g) with a given

upper bound on the index N (V ). We show in Proposition 4.1 that

Vm(M,g) := sup

{∫
M

V dvg

∣∣∣∣N (V )� m

}
.

This formulation has some advantages over (1.2), mainly related to the fact that there
is no restriction on the sign of the potential V , see Sect. 4. Thus, all the results de-
scribed above can be equivalently reformulated on the language of Schrödinger op-
erators, see e.g. Theorem 4.6.

1.4 Ideas of the proofs

The harmonic maps of Theorem 1.1 arise from a min-max construction generalizing
those considered in [27, 45, 46], roughly along the lines suggested in the last para-
graph of [53, Sect. 7.1]. More precisely, fixing an isometric embedding N ⊂ R

L of
the target manifold into some Euclidean space R

L, we consider a Ginzburg–Landau
type perturbation Eε : W 1,2(M,RL) → R of the harmonic map problem as in [2] and
[36], and show that there exist nonconstant critical maps uε ∈ C∞(M,RL) of Morse
index indEε (uε)� � + 1 for Eε , realizing a min-max energy

Eε(M,g) := inf
(uy)∈�

max
y∈B�+1

Eε(uy).

Here, � denotes the collection of strongly continuous families of maps B�+1  y �→
uy ∈ W 1,2(M,RL) parametrized by the closed (� + 1)-ball B�+1, such that the re-
striction to the boundary sphere S

� = ∂B�+1 has the form

S
�  y �→ uy ≡ f (y) ∈ N,



722 M. Karpukhin, D. Stern

for some homotopically nontrivial map f : S� → N . Building on the analysis of [36],
we establish lower-semicontinuity properties of the Morse index for critical points
of Eε in the limit ε → 0, and argue that if N has no stable minimal two-spheres,
then no energy is lost in the limit, and the min-max critical points uε of the perturbed
functionals converge strongly in W 1,2 as ε → 0 to stationary harmonic maps u ∈
W 1,2(M,RL) of Morse index indE(u) � � + 1. Observing that these harmonic maps
u must be locally stable near each point, we then appeal to the results of [22] to obtain
the refined partial regularity statement for these maps.

The proof of Theorem 1.5 shares many features with the proof of the analogous
result for surfaces in [27]. As in the 2-dimensional setting [27], the bound V1(M,g) �
2E(uk) follows in a fairly straightforward way from the min-max characterization
of the maps uk in Corollary 1.3, so to establish the equality V1(M,g) = 2E(uk),
the main challenge lies in showing that the Schrödinger operator � − |duk|2g has
only one negative eigenvalue for k sufficiently large. And as in [27], to prove that
N (|duk|2g) = 1, we first argue that the maps stabilize as k becomes large, in the sense
of Proposition 1.4.

The key difference in the higher-dimensional setting is in the formulation and
proof of Proposition 1.4. While the two-dimensional stabilization result relies only
on the uniform energy bound supk E(uk) < ∞ as k → ∞, the stabilization on higher
dimensional domains follows from the Morse index bound indE(uk) � k + 1. In par-
ticular, by combining and refining arguments of [7, 50], and [38], we show under the
assumptions of Proposition 1.4 that the harmonic maps uk : Mn → S

k satisfy L6 gra-
dient bounds ‖duk‖L6 � C independent of k, giving rise to compactness properties
on the space of associated Schrödinger operators, from which the desired stabilization
follows.

1.5 Discussion

In view of the connection to harmonic maps, it would be interesting to understand
the existence theory for densities achieving Vm(M,g) with higher index m � 2. For
m = 2, one can approach the question by extending the min-max construction of [27,
Sect. 4] to higher-dimensional manifolds; indeed, for n � 3, it is not difficult to show
that this construction gives rise to harmonic maps uk : Mn → S

k with 2E(uk) �
V2(M,g) and index indE(uk) � 2k + 2 (in contrast to dimension n = 2, where a
priori the min-max construction gives rise to a bubble tree for each k). However, the
stabilization arguments from the proof of Theorem 1.5 rely heavily on the asymptotic
behavior lim supk→∞

indE(uk)
2k

< 1 of the Morse index, and therefore do not carry
over in a straightforward way to the case m = 2. Indeed, it is quite possible that in
general there is no density realizing Vm(M,g) for m � 2, generalizing non-existence
phenomena for conformal maximizers of higher Laplace eigenvalues λ̄m on surfaces.

More generally, with the basic analytic ingredients from the proofs of Theorems
1.1 and 1.3 in place, one can begin to ask more sophisticated questions about the
space of harmonic maps from an arbitrary closed manifold into higher-dimensional
spheres and other targets containing no stable minimal two-spheres. For instance,
how many geometrically distinct harmonic maps can one find between a given closed
manifold and the standard sphere S

k of dimension k � 3? Under what conditions on
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the domain M and target N can the a priori partial regularity of the maps in Theo-
rem 1.1 be improved? And to what extent can one relate the existence of harmonic
maps with low Morse index from higher-dimensional manifolds into certain targets
N to other interesting geometric or topological features of N , as has been done for
harmonic maps from the 2-sphere [41, 52]?

2 Existence and partial regularity of min-max harmonic maps

Let (Mn,g) be a closed Riemannian manifold of dimension n � 3 and let (Nk,h)

be another closed manifold of dimension k � 3. Appealing to Nash’s embedding
theorem, we fix an isometric embedding

N ⊂ R
L,

identifying N henceforth with a submanifold of some high-dimensional Euclidean
space R

L. Denote by IIN the (vector-valued) second fundamental form for N ⊂ R
L,

defined by the convention

IIN(X,Y ) = (DXY)⊥,

where D is the usual Levi-Civita connection on R
L and X, Y are tangent fields X,Y ∈

�(T N).
A smooth map u : M → N is said to be harmonic if it is a critical point of the

energy functional

E(u) := 1

2

∫
M

|du|2g dvg

within the space of maps C∞(M,N). Equivalently, u ∈ C∞(M,N) is harmonic if
and only if it satisfies the equation

�gu + 〈II(u), du∗du〉 = 0, (2.1)

where we write

du∗du :=
L∑

i=1

dui ⊗ dui,

and denote by �g the positive Laplacian � = d∗d . An important consequence of
(2.1) for u ∈ C∞(M,N) is the fact that the stress-energy tensor

Tu := 1

2
|du|2gg − du∗du

is divergence-free, or equivalently
∫

M

1

2
|du|2gdiv(X) − 〈du∗du,DX〉dvg = 0 (2.2)
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for every tangent vector field X ∈ �(T M). Variationally, the condition (2.2) derives
from the criticality of u for E with respect to variations of the form ut = u ◦ �t ,
where �t ∈ Diff(M) is a family of diffeomorphisms with �0 = Id.

The second variation of energy E′′(u) at a harmonic map u : M → N defines a
quadratic form on the space

�(u∗T N) = {v ∈ C∞(M,RL) | v(x) ∈ Tu(x)N}
of sections of the pullback bundle of T N . There are several ways to write E′′(u) in
terms of the extrinsic or intrinsic geometry of N ⊂ R

L; for our analytic purposes in
this section, we simply note that

E′′(u)(v, v) =
∫

M

|dv|2 − 〈〈IIN(u), du∗du〉, IIN(u)(v, v)〉dvg. (2.3)

In general, harmonic maps arising from variational constructions may be non-
smooth, so it is necessary to extend these notions to maps which a priori lie only in
the Sobolev space

W 1,2(M,N) := {u ∈ W 1,2(M,RL) | u(x) ∈ N for a.e. x ∈ M}.
A map u ∈ W 1,2(M,N) satisfying (2.1) weakly is said to be weakly harmonic. Im-
portantly, the maps we construct in this section will also satisfy the inner variation
equation (2.2); a map u ∈ W 1,2(M,N) satisfying both (2.1) and (2.2) in the weak
sense is known as a stationary harmonic map to N .

For a weakly harmonic map u ∈ W 1,2(M,N), the second variation (2.3) remains
a well-defined quadratic form on the vector space

V(u) := {v ∈ [W 1,2 ∩ L∞](M,RL) | v(x) ∈ Tu(x)N a.e. x ∈ M},
which we can view as a closed subspace of [W 1,2 ∩ L∞](M,RL). We define the
Morse index indE(u) of a weakly harmonic map u : M → N to be the index of E′′(u)

as a quadratic form on V(u); i.e.,

indE(u) := max{dimV | V ⊂ V(u), E′′(u) negative definite on V }.
It is sometimes convenient to refer to the index indE(u;�) of u on a given domain
� ⊂ M ; by this we simply mean the index of E′′(u) restricted to variations supported
in �–i.e.,

indE(u;�) := max{dimV | V ⊂ V(u) ∩ W
1,2
0 (�,RL), E′′(u)|V < 0}.

A harmonic map u : M → N is said to be stable if indE(u) = 0, and we say that u is
stable in a given domain � ⊂ M if indE(u;�) = 0. We will say that u : M → N is
locally stable if every point p ∈ M has a neighborhood U  p on which u is stable.
For smooth harmonic maps, note that we can replace V(u) with the space of smooth
sections �(u∗T N) in all these definitions, since in that case any v ∈ V(u) can be
approximated in W 1,2 by smooth maps vj ∈ C∞(M,RL), to which we can apply the
projection PTu(x)N · vj (x) to obtain smooth approximations ṽj ∈ �(u∗T N) for which
E′′(u)(ṽj , ṽj ) → E′′(u)(v, v) as j → ∞.
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2.1 The regularized min-max construction

The proof of Theorem 1.1 is based on a min-max construction generalizing those
studied in [27, 45, 46, 53]. As in those cases, rather than attempting to apply
variational methods directly to the Dirichlet energy on the highly nonlinear space
W 1,2(M,N), we consider a regularized construction based on the Ginzburg-Landau
type functionals studied in [2, 36], whose definition we recall below.

We continue to view our target (Nk,h) as an isometrically embedded submanifold
N ⊂ R

L in some large-dimensional Euclidean space. Fix a positive number δ0(N) >

0 such that the squared distance to N

d2
N : Bδ0(N) → R

is smooth on the δ0-neighborhood Bδ0(N) ⊂ R
L, and the nearest point projection

� : Bδ0(N) → N

is smooth and well-defined. Let R0 > δ0 be a large radius such that N ⊂ BR0(0).
Now, fix a smooth potential function W :RL → [0,∞) such that

W(a) = d2
N(a) for a ∈ Bδ0/2(N),

W(a) = |a|2 for a ∈R
L \ BR0(0),

and

δ2
0

4
� W(a)� R2

0 on BR0(0) \ Bδ0/2(N).

Note that we then have

c1 �
W(a)

dN(a)2 � C1 for some constants 0 < c1 < C1 < ∞. (2.4)

Following [2], we then define a family of energy functionals

Eε : W 1,2(M,RL) →R

by

Eε(u) :=
∫

M

1

2
|du|2g + W(u)

ε2
dvg, (2.5)

whose critical points satisfy the Euler-Lagrange system

�u + DW(u)

ε2 = 0. (2.6)

For potentials W(u) of the form given above, it is easy to check that weak solutions
u ∈ W 1,2(M,RL) of (2.6) are always smooth.
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Now, given a homotopically nontrivial map f : S� → N , we define a collec-
tion �f ⊂ C0(B�+1,W 1,2(M,RL)) of continuous families of maps in W 1,2(M,RL)

parametrized by the closed unit (� + 1)-ball by

�f := {B�+1  y �→ uy ∈ W 1,2(M,RL) | uy ≡ f (y) for y ∈ S
�}.

Then define the associated min-max energy

Ef,ε := inf
(uy)∈�f

max
y∈B�+1

Eε(uy).

It is straightforward to check that Ef,ε = Ef ′,ε if f � f ′, so that the construction de-
pends on f only through its homotopy class–and, it should be noted, maps of distinct
homotopy types can also give rise to the same min-max construction. In what follows,
it is convenient to fix f ∈ C∞(S�,N) to be a smooth representative of its homotopy
class (which can always be obtained, e.g., by perturbing a given C0 representative to
a smooth R

L-valued map and composing with nearest-point projection to N ).
Observing that Ef,ε is a decreasing function of ε, we define

Ef (M,g) := lim
ε→0

Ef,ε(M,g) = sup
ε>0

Ef,ε(M,g).

As a first step to ensure that Ef (M,g) could be realized as the energy of some non-
constant harmonic map, we need to check that 0 < Ef (M,g) < ∞.

Lemma 2.1 The limiting energy Ef = limε→0 Ef,ε satisfies the lower bound

Ef (M,g) � 1

2
δ0(N)2 Vol(M)λ1(M,g) > 0. (2.7)

.

Proof Given a family B
�+1  y �→ uy ∈ W 1,2(M,RL) in �f , observe that the map

α : B�+1 → R
L

given by taking averages

α(y) := 1

Vol(M)

∫
M

uy dvg

cannot have image contained in the tubular neighborhood Bδ0(N). Indeed, if we did
have α(B�+1) ⊂ Bδ0(N), then by postcomposing with the nearest-point projection
�N : Bδ0(N) → N , we would obtain a map

�N ◦ α : B�+1 → N

continuously extending the map f = α|S� : S� → N to the ball B�+1, violating the
assumption that f is homotopically nontrivial.
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Thus, for any family (uy) ∈ �f , there must be some y ∈ B
�+1 for which

α(y) = 1

Vol(M)

∫
M

uy dvg /∈ Bδ0(N).

For this y, the triangle inequality gives the pointwise inequality

δ0 � dN(α(y)) � dN(uy) + |uy − α(y)|,
and integrating over M gives

δ0(N)Vol(M) �
∫

M

dN(uy) dvg +
∫

M

|uy − α(y)|dvg

� Vol(M)1/2
(∫

dN(uy)
2 dvg

)1/2

+ Vol(M)1/2‖uy − α(y)‖L2

� Vol(M)1/2
(∫

C1W(uy)dvg

)1/2

+ Vol(M)1/2λ1(M,g)−1/2‖du‖L2,

where in the final line we’ve used (2.4) and the Poincaré inequality

λ1(M,g)‖uy − α(y)‖2
L2 � ‖du‖2

L2 .

Recalling the definition of Eε , we then see that

δ0(N)Vol(M)1/2 � C
1/2
1 εEε(uy)

1/2 + λ1(M,g)−1/2 (
2Eε(uy)

)1/2
,

and since the family (uy) ∈ �f was arbitrary, it follows that

δ0(N)Vol(M)1/2 �
(
C

1/2
1 ε + √

2/λ1(M,g)
)
E1/2

f,ε .

Squaring both sides and taking the liminf as ε → 0 then gives

δ0(N)2 Vol(M) � 2

λ1(M,g)
Ef ,

as desired. �

Lemma 2.2 There exists C > 0 independent of ε > 0 such that

Ef,ε(M,g) � C

for all ε ∈ (0,1). In particular, Ef (M,g) < ∞.

Proof To prove the desired upper bounds, it suffices to produce a single family (uy) ∈
�f for which the energy Eε is uniformly bounded independent of ε, i.e., a continuous
assignment B�+1 → W 1,2(M,N) satisfying uy ≡ f (y) for y ∈ ∂B�+1. Note that the
existence of such a family requires n � 3 and � � 2, and such a continuous family
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cannot exist in the C0 topology on C0(M,N), since evaluating at a point p ∈ M

would then give an extension B
�+1  y �→ uy(p) ∈ N of f to B

�+1, contradicting
[f ] �= 0. There should be many ways to construct such a family; here we follow a
construction similar to that of [54, Sect. 3], beginning with the following claim.

Claim 2.3 Let F : Mn →R
�+1 be a Lipschitz map such that

V ol(F−1(Bδ(y
′))) � Cδ3 (2.8)

for all δ ∈ (0,1) and y′ ∈ R
�+1. Then, defining ρy : R�+1 → S

� by ρy(z) :=
z+(1−|y|)−1y

|z+(1−|y|)−1y| for |y| < 1 and ρy(z) ≡ y when |y| = 1, the assignment B�+1  y �→
vy = ρy ◦ F defines a continuous family in C0(B�+1,W 1,2(M,S�)).

Proof First, since F : Mn → R
�+1 is a fixed Lipschitz map and ρy defines a smooth

map on R
�+1 \ {y′}, where y′ := −(1 −|y|)−1y, the composition vy = ρy ◦F defines

a locally Lipschitz map on M \ F−1{y′}, and the chain rule

dvy = dρy(F ) · dF

holds on M \ F−1{y′} both in the weak sense and pointwise almost everywhere. In
particular, on M \ F−1{y′}, it follows that

|dvy |� Lip(F )|dρy(F )| � Lip(F ) · |F − y′|−1,

while (2.8) and an application of the layercake formula gives
∫

M\F−1{y′}
|F − y′|−p =

∫ ∞

0
pt−p−1V ol({|F − y′| < t})dt

�
∫ 1

0
Cpt3−p−1dt +

∫ ∞

1
pt−p−1V ol(M)dt

� Cp

for all p ∈ [1,3), so that
∫

M\F−1{y}
|dvy |p � CpLip(F )p.

By another application of (2.8), one can observe that dvy ∈ Lp(M) globally–that is,
the distribution dvy has no singular component supported in F−1{y′}. To see this,
note that for any Lipschitz R

�+1-valued vector field X on M , we can decompose

X = X1 + X2 := ψ(|F − y′|)X + (1 − ψ(|F − y′|))X
where ψ(t) = 1 for t � δ/2, ψ = 0 for t > δ, and |ψ ′| � C/δ. Since X2 is supported
in M \ F−1{y′} with ‖X2‖Lq(M) � ‖X‖Lq(M), it follows from the preceding obser-
vations that ∫

M

〈vy, div(X2)〉� ‖dvy‖Lp(M\F−1{y})‖X‖
Lp′

(M)
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where p′ is Hölder conjugate to p; meanwhile, since X1 is supported in F−1(Bδ(y
′)),

we can use (2.8) to see that

∫
M

〈vy, div(X1)〉 �
∫

F−1(Bδ(y′))
|vy |(|ψ ′(|F − y′|)Lip(F )||X| + |div(X)|)

� C‖X‖W 1,∞V ol(F−1(Bδ(y
′))) · (δ−1 + 1)

� C′‖X‖W 1,∞δ2,

so summing the preceding estimates gives

∫
M

〈vy, div(X)〉 � ‖dvy‖Lp(M\F−1{y})‖X‖
Lp′

(M)
+ C′‖X‖W 1,∞δ2,

and taking δ → 0 gives the desired global estimate

‖dvy‖Lp(M) � CpLip(F ) (2.9)

for every p ∈ [1,3).
Now, fix y0 ∈ B

�+1 \ S
�, and consider a sequence yj → y0; fixing a small δ >

0, on the complement of F−1(Bδ(y
′
0)), it’s easy to see that vyj

→ vy0 in C0 and
dρyj

◦ F → dρy0 ◦ F in C0, so that dvyj
→ dvy0 in an L∞ sense. Combining this

observation with (2.8), (2.9), and the fact that |vy | ≡ 1, this gives us the estimate

lim sup
j→∞

∫
M

|vyj
− vy0 |2 + |dvyj

− dvy0 |2 =

lim sup
∫

F−1(Bδ(y
′
0))

|vyj
− vy0 |2 + lim sup

∫
F−1(Bδ(y

′
0))

|dvyj
− dvy0 |2 �

4V ol(F−1(Bδ(y
′
0))) + ‖dvyj

− dvy0‖2
L5/2 · V ol(F−1(Bδ(y

′
0)))

1/5 �

C1δ
3 + C2δ

3/5,

and taking δ → 0, we conclude that vyj
→ vy0 in W 1,2(M,S�), giving the desired

W 1,2-continuity of the family y �→ vy in the interior of B�+1.
In the case where yj → y0 with |y0| = 1, simply observe that ρyj

→ y0 in
C1

loc(R
�+1), and since F(M) ⊂ R

�+1 is a compact set, it follows immediately that
ρyj

◦ F → ρy0 ◦ F ≡ y0 in Lip(M,S�), and therefore in W 1,2(M,S�) as well, com-
pleting the proof of the claim. �

Now, fixing f ∈ C∞(S�,N) a smooth representative of the nontrivial homotopy
class in question, given a map F ∈ Lip(M,R�+1) satisfying the hypotheses of Claim
2.3, it follows that the family

B
�+1  y �→ uy = f ◦ ρy ◦ F ∈ W 1,2(M,N)
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defines a W 1,2-continuous family such that uy ≡ f (y) for y ∈ S
�. In other words,

(uy) ∈ �f , with W(uy) ≡ 0, so that

Ef,ε(M,g) � max
y∈B�+1

Eε(uy) = max
y∈B�+1

∫
M

|duy |2 < ∞,

and taking ε → 0 gives Ef (M,g) < ∞.
It remains to show the existence of a Lipschitz map F : M → R

�+1 satisfying
the hypotheses of Claim 2.3, namely the volume bounds (2.8). By classical results
on triangulations (see, e.g., [55]), there exists a finite simplicial complex K in some
Euclidean space R

m (take m � � + 1, without loss of generality) and a bi-Lipschitz
map

� : M → |K|
from M to the underlying space |K| of K. Note that for a given n-dimensional sub-
space V ⊂ R

m and a generic (� + 1)-dimensional subspace � ⊂ R
m, the projection

P : V → � has full rank dim(P (V )) = min{n, �+1}. In particular, for the finite sim-
plicial complex K, by projecting onto a generic (�+ 1)-dimensional subspace of Rm,
we can find a linear map

P : Rm →R
�+1

such that the restriction of P� := P |� to each n-simplex � ∈ K has maximal rank
min{n, � + 1}. For n � � + 1, this means P� has the form of an injective linear map,
from which we easily deduce that

Hn(P −1(Bδ(y
′)) ∩ �) � C(�)δn � C(�)δ3,

since n � 3. For n > � + 1, that P� has rank � + 1 implies that each fiber P −1
� {y′} is

given by the intersection of � with a (n− �− 1)-dimensional subspace, and a simple
application of the (linear) coarea formula gives

Hn(P −1(Bδ(y
′)) ∩ �) � C(�)δ�+1 � C(�)δ3,

since � � 2. In either case, summing over the finite collection of n-simplices in K,
we deduce that

Hn(P −1(Bδ(y
′)) ∩ |K|) � Cδ3,

and letting

F := P ◦ � : M → R
�+1

be the composition of P : |K| → R
�+1 with the bi-Lipschitz identifiation � : M →

|K|, it follows that F satisfies the hypotheses of Claim 2.3, completing the proof of
the lemma. �

Next, to ensure that the energies Ef,ε(M,g) are actually achieved by critical points
of Eε , we observe that the energies Eε are sufficiently regular functionals satisfying
a Palais-Smale condition.
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Proposition 2.4 The functionals Eε : W 1,2(M,RL) → R are C2, with first and sec-
ond derivatives

〈E′
ε(u), v〉 =

∫
M

〈du,dv〉 + ε−2〈DW(u), v〉dvg

and

E′′
ε (u)(v, v) =

∫
M

|dv|2 + ε−2〈D2W(u), v ⊗ v〉dvg,

where D2W denotes the Hessian of W . The operator associated to E′′
ε (u) is Fredholm

at any solution u of (2.6). Moreoever, Eε satisfies the Palais-Smale compactness
condition: for any sequence uj ∈ W 1,2(M,RL) such that

sup
j

Eε(uj ) < ∞ and lim
j→∞‖E′

ε(uj )‖(W 1,2)∗ = 0,

there exists a subsequence converging strongly in W 1,2(M,RL).

Proof Most of the statements can be checked by direct computation; the proof of the
Palais–Smale condition, though standard, is less trivial, so we include it for the con-
venience of the reader. To verify the Palais–Smale condition, let uj ∈ W 1,2(M,RL)

be a sequence satisfying Eε(uj ) � C and
∣∣∣∣
∫

M

〈duj , dv〉 + ε−2〈DW(uj ), v〉dvg

∣∣∣∣� δj‖v‖W 1,2 (2.10)

for some sequence δj → 0. Since the potential function W(a) agrees with |a|2 outside
of a compact subset of R

L, it is easy to see that boundedness of Eε(uj ) implies
boundedness of ‖uj‖W 1,2 , and therefore we can find a subsequence (unrelabelled)
and a map u ∈ W 1,2(M,RL) for which

uj → u weakly in W 1,2(M,RL) and strongly in L2(M,RL).

Since energy is lower semi-continuous under weak convergence, we have

lim
j→∞

∫
|d(u − uj )|2 = lim

j→∞

∫
|du|2 + |duj |2 − 2〈du,duj 〉

� lim
j→∞ 2

∫
(|duj |2 − 〈du,duj 〉),

so to show that uj → u strongly in W 1,2(M,RL), it suffices to show that

lim
j→∞

∫
M

|duj |2 − 〈duj , du〉dvg = 0. (2.11)

To this end, note that uj −u is bounded in W 1,2, so taking v = uj −u in (2.10) gives

lim
j→∞

∫
M

|duj |2 − 〈duj , du〉 + ε−2〈DW(uj ), uj − u〉dvg = 0.
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Moreover, we know that DW(uj ) is bounded in L2 and uj − u → 0 in L2, so

lim
j→∞

∫
M

ε−2〈DW(uj ), uj − u〉dvg = 0

as well, and (2.11) follows. �

With the preceding ingredients in place, standard results in critical point theory
(see, e.g., [12, Chap. 10]) imply that the min-max energies Ef,ε are indeed achieved
by critical points with Morse index bounded above by the number of parameters in
the construction.

Proposition 2.5 For each ε > 0, there exists a critical point uε : M → R
L for Eε of

Morse index indEε (uε) � � + 1 and

Eε(uε) = Ef,ε(M,g).

Note that nowhere in the preceding subsection have we invoked any assumptions
on the geometry of the target N , beyond the topological condition that π�(N) �=
0. The assumption that N admits no stable minimal two-spheres enters in the next
section, where it plays a crucial role in ensuring strong compactness as ε → 0 for
families of critical points uε of Eε like those given by Proposition 2.5.

2.2 Convergence to stationary harmonic maps

The goal of this subsection is to prove the following compactness result, showing
that families of critical points uε of Eε like those given by Proposition 2.5 converge
strongly to stationary harmonic maps as ε → 0, provided N satisfies the crucial hy-
pothesis that every stable harmonic map φ : S2 → N is constant.

Theorem 2.6 Let (Mn,g) be a closed Riemannian manifold of dimension n � 3 and
Nk ⊂ R

L a closed manifold of dimension k such that every stable harmonic map
φ : S2 → N is constant. Let uε : M → R

L be a family of critical points for Eε with
Eε(uε) � C < ∞ and indEε (uε) � I0 < ∞ as ε → 0. Then uε converges strongly in
W 1,2 to a stationary harmonic map u : M → N of Morse index indE(u) � I0.

Under the stronger condition that N admits no nonconstant harmonic maps S2 →
N , we could appeal directly to [36, Theorem A, Corollary B] to deduce the strong
convergence of the critical points uε to a stationary harmonic map. In this case, how-
ever, π�(N) = 0 for every � � 3, so one cannot produce nontrivial families of critical
points via the methods of the previous section. To prove Theorem 2.6, we revisit the
analysis of [36] of possible energy concentration for the maps uε , observing that the
added assumption of bounded Morse index allows us to rule out energy concentration
more generally in the absence of stable harmonic maps S2 → N .

As in [36], the first ingredients needed to begin the blow-up analysis are the mono-
tonicity formula and a small-energy regularity theorem for solutions of (2.6), which
we recall below; here, eε(u) = 1

2 |du|2 + W(u)

ε2 denotes the integrand in the definition
of Eε(u).
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Lemma 2.7 Let u : M →R
L be a critical point for Eε . Then on geodesic balls Br(p)

of radius r < inj(M), we have

d

dr

(
eCr2

r2−n

∫
Br (p)

eε(u)

)
� eCr2

r2−n

(∫
∂Br (p)

∣∣∣∣ ∂u

∂νp

∣∣∣∣
2

+ 2

r

∫
Br(p)

W(u)

ε2

)
,

where νp denotes the gradient of the distance function dp to p, and C = C(n, k) is a
constant depending on the geometry of (M,g) only through the dimension n = dimM

and a sectional curvature bound k � |sec(M,g)|.

Lemma 2.8 There exist constants C(N,n, k) < ∞, η0(N,n, k) > 0 depending only
on the target manifold N ⊂ R

L, the dimension n = dimM , and a sectional curvature
bound |sec(M,g)| � k, such that if u : Br(p) → N solves (2.6) on a ball B2r (p) ⊂ M

with 2r < min{inj(M,g),1}, and

r2−nEε(u;B2r (p)) < η0,

then r2eε(u) � 1 on Br/2(p).

Though both the monotonicity and small-energy regularity results are well-known
to experts–perhaps in a slightly different form–we include proofs in the appendix for
the convenience of the reader.

Next, we recall the main result of [36], which shows that families of critical points
uε of Eε with bounded energy exhibit limiting behavior as ε → 0 similar to that of
stationary harmonic maps, as described in [35]. Technically speaking, their results
don’t apply directly to the functionals Eε as defined in the previous subsection, since
in [36] the potential W(a) is taken to be constant outside a tubular neighborhood of
N , while we choose to set W(a) = |a|2 outside of a compact set (simply for conve-
nience in formulating the Palais-Smale property); however, it is easy to check that
this has no effect on the analysis, since the potentials W(a) agree on a tubular neigh-
borhood of N .

Theorem 2.9 (Lin, Wang [36, 37]) If uε : M → R
L is a family of critical points for

Eε with Eε(uε) � C, then there exists a weakly harmonic map u ∈ W 1,2(M,N) and
a closed, (n − 2)-rectifiable set � ⊂ M such that, after passing to a subsequence,
uε → u in C∞

loc(M \ �) and uε → u weakly in W 1,2(M,RL), and the discrepancy
measure

ν := lim
ε→0

eε(uε)dvg − 1

2
|du|2dvg

has the form

ν = θ(x)Hn−2��.

Remark 2.10 More precisely, after passing to a subsequence εj → 0 for which we
have the weak convergence uε ⇀ u in W 1,2 and eε(uε)dvg ⇀∗ 1

2 |du|2dvg + ν in



734 M. Karpukhin, D. Stern

(C0)∗, � is defined as the set of points x ∈ M for which

lim inf
r→0

lim inf
ε→0

r2−nEε(u;Br(x)) � 1

2
η0,

where η0 > 0 is the constant from Lemma 2.8.
The analysis of [36, pp. 406–408] shows that if ν �= 0, then one can find x0 ∈

spt (ν) ⊂ �, a sequence of scales sε → 0 (corresponding to ri · δi in the notation of
[36]), and a sequence of points xε → x0 (corresponding to x0 + ri · (yi,pi) in [36])
such that (after passing to a subsequence) the rescaled maps

ũε : Rn →R
L

given by

ũε(y) = uε(expxε
(y/sε))

converge in C∞
loc(R

n) to a map ũ : Rn → N of the form (up to rotations)

u(x1, . . . , xn) = φ(x1, x2),

where φ : R2 → R
L is a smooth map satisfying one of the following: if ε

sε
→ 0,

then φ : R2 → N is a nonconstant finite-energy harmonic map; if ε
sε

→ ε0 > 0, then

φ : R2 → R
L is a nonconstant finite-energy critical point for Eε0 ; and if ε

sε
→ ∞,

then φ : R2 → R
L is a nonconstant L-tuple of finite energy harmonic functions. The

third case is obviously impossible by the classical Liouville theorem for harmonic
functions, and the second case is also easy to rule out by an application of Lemma
5.2 (cf. [36, p. 403]).

Thus, in this situation we must have ε
sε

→ 0, and φ : R2 → N is a nonconstant
finite-energy harmonic map, which by the classic removable singularities theorem
[48, Theorem 3.6] can be identified with a smooth harmonic map φ : S2 → N up to
stereographic projection.

In addition to the analysis of [36], another key ingredient required to prove The-
orem 2.6 is the following lemma, establishing lower semi-continuity of Morse index
for a family of critical points uε of Eε satisfying the hypotheses of Theorem 2.6.
Note that the two-dimensional analog of this result in the case N = Sk [27, Lemma
3.6] plays an important role in the min-max characterization of extremal eigenval-
ues on surfaces, while the analog for Sacks-Uhlenbeck perturbations of the harmonic
mapping problem features crucially in Micallef–Moore’s proof of the sphere theo-
rem [41]. Recently, there has been also been progress on the problem of upper semi-
continuity of Morse index in the context of bubble-converging sequences of maps on
surfaces, see [4, 20].

Lemma 2.11 Let uε ∈ C∞(M,RL) be a family of critical points for Eε with Eε(uε) �
C and indEε (uε) � I0. Then the weakly harmonic map u ∈ W 1,2(M,N) in the con-
clusion of Theorem 2.9 has Morse index indE(u) � I0, in the sense that any vector



Harmonic maps in higher dimensions 735

subspace

V ⊂ {v ∈ [W 1,2 ∩ L∞](M,RL) | v(x) ∈ Tu(x)N for a.e. x ∈ M}
on which

E′′(u)(v, v) =
∫

M

|dv|2 − 〈IIN(u)(du(ei), du(ei)), IIN(u)(v, v)〉dvg

is negative definite must have dimension dim(V )� I0.

Proof Let u ∈ W 1,2(M,N) be the weakly harmonic map arising as the weak limit of
the critical points uε ∈ C∞(M,RL), and let

V ⊂ {v ∈ [W 1,2 ∩ L∞](M,RL) | v(x) ∈ Tu(x)N for a.e. x ∈ M}
be a finite-dimensional subspace on which E′′(u) is negative definite. Since V is
finite-dimensional, we can then find β > 0 such that

E′′(u)(v, v) � −β(‖v‖2
L∞ + ‖dv‖2

L2) for all v ∈ V. (2.12)

By Theorem 2.9, there exists a closed, (n − 2)-rectifiable set � ⊂ M such that
the convergence uε → u is C∞ on any compact subset of M \ �. We argue next
that without loss of generality the space V of energy-decreasing deformations can be
taken to have support in M \ �. To see this, first note that by a standard application
of the Vitali covering lemma, the r-neighborhood Br(�) of � can be covered by a
collection of balls B5r (x1), . . . ,B5r (x�) such that the balls {Br(xi)}�i=1 are disjoint;
by the characterization of � described in Remark 2.10, we have

∫
Br (xi )

eε(uε)�
η0

2
rn−2,

for ε sufficiently small, which together with the disjointness of the balls Br(xi) im-
plies that

� · η0

2
rn−2 �

�∑
i=1

∫
Br(xi )

eε(uε) � Eε(uε) � C.

Hence, �� 2C
η0

r2−n, and it follows that

Vol(Br(�)) �
�∑

j=1

Vol(B5r (xj )) � �Crn � C′r2. (2.13)

Using (2.13), for any δ ∈ (0,1), standard computations show that the logarithmic
cutoff function φδ supported in Bδ(�) given by

φδ ≡ 1 on Bδ2(�)
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and

φδ(x) = log(dist�(x)/δ)

log(δ)
on Bδ(�) \ Bδ2(�)

satisfies an estimate of the form

‖dφδ‖2
L2 �

C(�)

| log δ| . (2.14)

Writing ψδ = 1 − φδ , define

Vδ := {ψδv | v ∈ V },
so that supp(v) ⊂ M \ Bδ2(�) for every v ∈ Vδ . Since V is finite-dimensional and
ψδ → 1 as δ → 0, it is easy to see that dim(Vδ) = dim(V ) for δ sufficiently small.
Moreover, for every v ∈ V , we have

E′′(u)(ψδv,ψδv) − E′′(u)(v, v) �

�
∫

M

|v|2|dφδ|2 + 2|dv||v||dφδ|dvg + ‖IIN‖2
L∞(N)

∫
Bδ(�)

|du|2|v|2 dvg

� C

| log δ| ‖v‖2
L∞ + C√| log δ| ‖v‖L∞‖dv‖L2 + C‖v‖2

L∞

∫
Bδ(�)

|du|2 dvg.

Now, since u ∈ W 1,2, certainly limδ→0
∫
Bδ(�)

|du|2 = 0, and it follows from the pre-
ceding computation that

E′′(u)(ψδv,ψδv)� E′′(u)(v, v) + β

2
(‖v‖2

L∞ + ‖dv‖2
L2)

for all v ∈ V for δ > 0 sufficiently small. Together with (2.12), this gives

E′′(u)(v, v) � −β

2
(‖v‖2

L∞ + ‖dv‖2
L2) for all v ∈ Vδ (2.15)

for δ > 0 sufficiently small. For the remainder of the proof, let us fix some δ > 0 for
which (2.15) holds.

On the domain � = M \ Bδ2(�), we have smooth convergence of the maps uε ∈
C∞(�,RL) to the strongly harmonic map u ∈ C∞(�,N). For ε > 0 small enough, it
follows that, on �, uε takes values in a tubular neighborhood of N where the potential
W is given by dN(·)2, so that

DW(uε) = 2dN(uε)(DdN)(uε) (2.16)

and, by Lemma 5.1 in the appendix,

|D2W(uε) − 2P ⊥(uε) + 〈2dN(uε)(DdN)(uε),B(uε)〉| � CW(u). (2.17)

Here we use the notation of Sect. A.1, where P(uε) ∈ End(RL) denotes the projection
onto the tangent space T�N(uε)N ⊂ R

L of the nearest point �N(uε) to uε in N ,
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P ⊥(uε) = I − P(uε) denotes the projection onto the complement, and B(uε) is the
R

L-valued two-tensor given by

B(uε)(v,w) := IIN(�(uε))(P (uε)v,P (uε)w).

Define now a linear map Tε : Vδ → [W 1,2 ∩ L∞](M,RL) by setting

(Tεv)(x) = vε(x) := P(uε(x))v(x)

(and vε ≡ 0 on Bδ2(�)), where the purpose of applying the projection P(uε) is to
annihilate the P ⊥(uε) term in (2.17) when computing E′′

ε (u)(vε, vε). Since v(x) ∈
Tu(x)N for a.e. x ∈ M , it’s easy to see that

vε → v in [W 1,2 ∩ L∞](M,RL)

as ε → 0, and the space

Vδ,ε = Tε(Vδ)

has dimension

dim(Vδ,ε) = dim(Vδ) = dim(V )

for ε sufficiently small.
For every vε = Tεv in Vδ,ε , we clearly have P ⊥(uε)vε = 0, so by (2.16) and (2.17),

|D2W(uε)(vε, vε) + 〈DW(uε),B(uε)(vε, vε)〉| � CdN(u)2|vε |2.
In particular, it follows that

E′′
ε (uε)(vε, vε) =

∫
�

|dvε |2 + ε−2D2W(uε)(vε, vε) dvg

�
∫

�

(
|dvε |2 − 〈ε−2DW(uε),B(uε)(vε, vε)〉

)
dvg +

∫
�

C
dN(uε)

2

ε2
|vε |2 dvg

�
∫

�

(
|dvε |2 + 〈�uε,B(uε)(vε, vε)〉

)
dvg + C‖vε‖2

L∞

∫
�

dN(uε)
2

ε2
dvg,

where in the last inequality we have used the fact that uε solves

�uε + ε−2DW(uε) = 0.

By the smooth convergence uε → u on �, the W 1,2 ∩ L∞ convergence vε → v and
harmonicity of u, it follows that

lim
ε→0

E′′
ε (uε)(vε, vε) �

�
∫

�

(|dv|2 + 〈�u, IIN(u)(v, v)〉) dvg + C‖v‖2
L∞ lim

ε→0

∫
�

dN(uε)
2

ε2
dvg
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=
∫

�

(|dv|2 − 〈IIN(u)(du(ei), du(ei)), IIN(u)(v, v)〉) dvg

+ C‖v‖2
L∞ lim

ε→0

∫
�

dN(uε)
2

ε2 dvg

= E′′(u)(v, v) + C‖v‖2
L∞ lim

ε→0

∫
�

dN(uε)
2

ε2
dvg

�−β

2

(
‖v‖2

L∞ + ‖v‖2
W 1,2

)
+ C‖v‖2

L∞ lim
ε→0

∫
�

dN(uε)
2

ε2
dvg

Finally, observe that

2ε−2dN(uε) = |ε−2DW(uε)| = |�uε |
on �, and since uε → u in C∞(�), it follows that

lim
ε→0

∫
�

dN(uε)
2

ε2
= lim

ε→0

∫
�

1

2
dN(uε)|�uε | = 0.

Thus, for ε > 0 sufficiently small, we must have

E′′
ε (u)(vε, vε) � −β

4

(
‖vε‖2

L∞ + ‖vε‖2
W 1,2

)

for all v ∈ Vδ .
In other words, for ε sufficiently small, E′′

ε (uε) is negative definite on the space
Vδ,ε , and therefore

dimV = dimVδ = dimVδ,ε � indEε (uε),

from which the desired index bound

indE(u) � lim inf
ε→0

indEε (uε)

follows. �

Remark 2.12 Like the analysis of [36], Lemma 2.11 can easily be localized. In par-
ticular, let �n be a compact manifold with boundary, with a smoothly converging
family of metrics gε → g, and consider a family of critical points uε : (�,gε) → R

L

for Eε,gε with Eε,gε (uε) � C and indEε,gε
(uε) � I0 (where the index is defined with

respect to compactly supported variations in �). Then the maps uε converge weakly
in W 1,2 to a weakly harmonic map u ∈ W 1,2(�,N) of Morse index indE(u) � I0
with respect to compactly supported variations in �.

The final ingredient needed to prove Theorem 2.6 is the following observation,
showing that the harmonic maps S2 → N arising along the energy concentration set
as in Remark 2.10 must be stable if the maps uε have (locally) bounded index as
critical points of Eε . This should be compared with the main observation of [22],
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where a similar conclusion is reached in the setting of stable stationary harmonic
maps.

Lemma 2.13 Let φ : R2 → N be a finite-energy harmonic map such that, for some
n � 3, the harmonic map u : Rn → N given by u(x1, . . . , xn) = φ(x1, x2) has finite
Morse index. Then φ : R2 → N is stable, and in particular can be identified with a
stable harmonic map φ : S2 → N .

Proof Identifying R
2 with S

2 \ {p} via stereographic projection, suppose, to the con-
trary, that the harmonic map φ : S2 → N is unstable. Then there exists a smooth,
nonzero vector field v ∈ C∞(S2,RL) with v(x) ∈ Tφ(x)N for which E′′(φ)(v, v) < 0.
As in the proof of Lemma 2.11, we can use a logarithmic cutoff function (with p

playing the role of �) to perturb v to a new field ṽ ∈ C∞
c (S2 \ {p},RL) for which the

second variation E′′(φ)(ṽ, ṽ) remains negative.
In particular, it follows that φ : R2 → N is unstable with respect to compactly

supported perturbations, so in what follows we may select some v ∈ C∞
c (R2,RL)

with v(x) ∈ Tφ(x)N such that

E′′(φ)(v, v) < −β

∫
R2

|v|2 dx

for some β > 0.
Now, for n � 3, let u : Rn → N be the harmonic map given by

u(x1, . . . , xn) = φ(x1, x2).

For any ψ ∈ C∞
c (Rn−2), we obtain a field vψ ∈ C∞

c (Rn,RL) with vψ(x) ∈ Tu(x)N

by setting

vψ(x) = ψ(x3, . . . , xn)v(x1, x2).

Direct computation then gives

E′′(u)(vψ, vψ) =

=
∫
Rn

|d(ψv)|2 −
2∑

i=1

ψ2〈IIN(φ)(dφ(ei), dφ(ei)), IIN(φ)(v, v)〉dx

=
(∫

Rn−2
ψ2

)
E′′(φ)(v, v) +

(∫
R2

|v|2
)∫

Rn−2
|dψ |2 dx

< − β‖v‖2
L2(R2)

‖ψ‖2
L2(Rn−2)

+ ‖v‖2
L2(R2)

‖dψ‖2
L2(Rn−2)

.

Now, on R
n−2, one can easily find a nonzero compactly supported function ψ ∈

C∞
c (Rn−2) with

‖dψ‖2
L2

‖ψ‖2
L2

arbitrarily small, for instance by precomposing any given

function in C∞
c with a suitable dilation of Rn−2. In particular, we can find a function
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ψ0 ∈ C∞
c (Rn−2) with

‖dψ0‖2
L2 <

β

2
‖ψ0‖2

L2, (2.18)

so that the computation above gives

E′′(u)(vψ0 , vψ0) < −β

2
‖ψ0‖2

L2‖v‖2
L2 < 0.

Choosing R > 0 such that ψ0 ∈ C∞
c (BR(0)), and setting

C := Span({ψ0(x + 2Ra) | a ∈ Z
n−2}) ⊂ C∞

c (Rn−2),

we see that C gives an infinite dimensional space of test functions satisfying (2.18),
and consequently

{vψ | ψ ∈ C}
gives an infinite dimensional space of variation vector fields on which E′′(u) is neg-
ative definite. In particular, indE(u) = ∞. �

We now have all the ingredients we need to complete the proof of Theorem 2.6.

Proof of Theorem 2.6 Let uε : M → R
L be a family of critical points for Eε with

Eε(uε)� C and indEε (uε) � I0.

By Theorem 2.9, we can pass to a subsequence to obtain a weakly harmonic map
u ∈ W 1,2(M,N) such that

uε → u weakly in W 1,2,

and the failure of strong convergence is captured by the discrepancy measure

ν = lim
ε→0

eε(uε)dvg − 1

2
|du|2gdvg.

Once we’ve shown that ν = 0, strong convergence will follow, as will the station-
arity of the limit map u : M → N , since in that case it follows that

∫
1

2
|du|2div(X) − 〈du∗du,DX〉 = lim

ε→0

∫
eε(uε)div(X) − 〈du∗

εduε,DX〉
= 0

for any smooth vector field X ∈ �(T M)–using the fact that every critical point uε of
Eε is smooth and, thus, automatically satisfies

div(eε(u)g − du∗
εduε) = 0.
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The index bound indE(u) � I0 follows immediately from Lemma 2.11. Thus, to com-
plete the proof, all that remains is to show that ν ≡ 0.

Suppose, to obtain a contradiction, that ν �= 0. By Remark 2.10, it follows that
there exists a sequence of points xε → x and a sequence of scales rε > 0 with ε

rε
→ 0

such that the rescaled maps

ũε(y) = uε(expxε
(y/rε))

converge in C∞
loc(R

n) to a harmonic map u : Rn → N of the form (up to rotations)

ũ(x1, . . . , xn) = φ(x1, x2),

where φ : R2 → N is a smooth, nonconstant, finite-energy harmonic map.
For any fixed compact subset � ⊂ R

n and ε > 0 sufficiently small, we see that ũε

defines a critical point for E
r−1
ε ε,g̃ε

with respect to the metric g̃ε := �∗
εg obtained by

pulling back g via �ε(y) = expxε
(y/rε). Moreover, it is easy to check that for ε > 0

sufficiently small,

indE
r
−1
ε ε,g̃ε

(ũε;�)� indEε (uε)� I0,

so since g̃ε → gEuc in C∞
loc(R

n), it follows from Lemma 2.11 and Remark 2.12 that
the harmonic map ũ has

indE(ũ;�)� I0.

In particular, since this holds for any compact subset � ⊂ R
n, we have

indE(ũ) � I0

with respect to all compactly supported variations on R
n. But then Lemma 2.13 im-

plies that the harmonic map φ : R2 → N can be identified with a nonconstant stable
harmonic map φ : S2 → N , which cannot exist by the key hypothesis for N . Thus,
we arrive at a contradiction, and deduce that ν ≡ 0, as desired. �

2.3 Partial regularity for the min-max harmonic maps

For locally energy-minimizing harmonic maps u : M → N , the foundational re-
sults of Schoen and Uhlenbeck [49] show that the singular set has dimension
dim(Sing(u)) � n − 3, and this can be improved to dim(Sing(u)) � n − m in cases
where N admits no 0-homogeneous energy-minimizing maps R

m−1 → N for some
m � 4.

Without an energy-minimizing assumption, the results of [1] imply that a station-
ary harmonic map u : Mn → N is in general smooth away from a singular set Sing(u)

with vanishing (n − 2)-dimensional Hausdorff measure Hn−2(Sing(u)) = 0, but it
remains a challenging open problem to improve on this estimate (most optimisti-
cally, showing that dim(Sing(u)) � n − 3 in general). The key difficulty in extending
Schoen and Uhlenbeck’s regularity theory to general stationary harmonic maps is the
noncompactness of stationary harmonic maps in W 1,2; in particular, the sequence of
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harmonic maps obtained by rescaling a given harmonic map at a singular point may
not converge strongly to a homogeneous “tangent map”, making it impossible a priori
to carry out Schoen and Uhlenbeck’s dimension reduction argument.

Fortunately, the harmonic maps constructed in Theorem 2.6 have more structure
than general stationary harmonic maps. Namely, they are harmonic maps of finite
Morse index taking values in a target N admitting no stable harmonic 2-spheres.
Indeed, since N admits no stable harmonic 2-sphere, we can use ideas of Hsu [22],
showing that locally stable harmonic maps to N satisfy a partial regularity theory
comparable to that of energy-minimizers.

Theorem 2.14 (Hsu [22]) Let u : M → N be a locally stable stationary harmonic
map to a compact Riemannian manifold N for which every stable harmonic map
S

2 → N is constant. Then u is smooth away from a singular set Sing(u) of dimension
dim(Sing(u)) � n − 3. Moreover, dim(Sing(u)) � n − m if N admits no stable 0-
homogeneous harmonic map v :Rm−1 → N for some m � 4.

As stated, [22, Theorem 1.2] only asserts that dim(Sing(u)) � n − 3, but the
second assertion in Theorem 2.14 also follows readily from the proof (cf. [22, pp.
2810-2811]), which shows that Hs(Sing(u)) > 0 implies the existence of a stable 0-
homogeneous harmonic map R

�s� → N . The proof of Theorem 2.14 rests primarily
on the observation that the nonexistence of stable harmonic maps S2 → N rules out
energy concentration for sequences of stable harmonic maps to N [22, Lemma 2.2],
by the same mechanism exploited in the proof of Theorem 2.6 above. In particular, the
sequences of harmonic maps obtained by rescaling around a singular point converge
strongly in W

1,2
loc to a homogeneous tangent map, allowing one to apply the same di-

mension reduction techniques used by Schoen–Uhlenbeck in the energy-minimizing
case.

We observe next that harmonic maps of finite Morse index are locally stable near
every point, allowing us to apply Theorem 2.14 to deduce the regularity of these
maps.

Lemma 2.15 Let u ∈ W 1,2(M,N) be a weakly harmonic map of finite Morse index.
Then for every x ∈ M , there exists some rx > 0 such that u is stable in the ball Brx (x).

Proof We begin with a standard trick (cf. e.g. [17, Lemma 3.9]), showing that for
every point x ∈ M there exists a radius r(x) > 0 such that u is stable on any annulus
As,t (x) := Bt(x) \ Bs(x) with 0 < s < t � r(x). Indeed, if this were not the case,
then we could find an infinite sequence of radii t1 > s1 > t2 > s2 > · · · such that u is
unstable on the annuli Asi,ti (x); but since the annuli Asi,ti (x) are pairwise disjoint,
this would violate the assumption that indE(u) < ∞.

Now, with r = r(x) > 0 as above, we wish to show that u is stable on Br(x)–i.e.,
the second variation E′′(u) is nonnegative definite on the space

V(u;Br(x)) := {v ∈ [W 1,2
0 ∩ L∞](Br(x)) | v(y) ∈ Tu(y)N a.e. y ∈ Br(x)}.
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To this end, let v ∈ V(u;Br(x)), and for δ ∈ (0, r(x)), let ϕδ ∈ C∞(M) be a cutoff
function satisfying

ϕδ ≡ 1 on M \ B2δ(x), ϕ ≡ 0 on Bδ(x), and |dϕδ| � C

δ
,

so that

‖dϕδ‖2
L2 � Cδn−2.

Since ϕδv is supported on the annulus Aδ,r(x)(p), on which u is stable by our choice
of r(x), it follows that

E′′(u)(ϕδv,ϕδv) � 0.

On the other hand, note that

E′′(u)(v, v) − E′′(u)(ϕδv,ϕδv) =
∫

Br(x)

(|dv|2 − |d(ϕδv)|2) dvg

−
∫

Br (x)

(1 − ϕ2
δ )〈IIN(u)(du(ei), du(ei)), IIN(u)(v, v)〉dvg

=
∫

Br (x)

(1 − ϕ2
δ )|dv|2 − 2〈v ⊗ dϕδ,ϕδdv〉 − |v|2|dϕδ|2 dvg

−
∫

Br (x)

(1 − ϕ2
δ )〈IIN(u)(du(ei), du(ei)), IIN(u)(v, v)〉dvg

�− 2‖v‖L∞‖dv‖L2‖dϕδ‖L2 − ‖v‖2
L∞‖dϕδ‖2

L2

−‖IIN‖2
L∞(N)‖v‖2

L∞‖du‖2
L2(B2δ(p))

.

Since v ∈ W 1,2 ∩ L∞ and ‖dϕδ‖2
L2 � Cδn−2, it is easy see that the final lower bound

in the preceding string of inequalities vanishes as δ → 0, and since E′′(u)(ϕδv,ϕδv)�
0, it follows that

E′′(u)(v, v) � 0 for all v ∈ V(u;Br(x)),

as desired. �

Combining Lemma 2.15 with Theorem 2.14, we arrive immediately at the follow-
ing sharp partial regularity result for stationary harmonic maps to N of finite Morse
index.

Theorem 2.16 Let u : M → N be a stationary harmonic map of finite Morse index
to a compact Riemannian manifold N for which every stable harmonic map S

2 →
N is constant. Then u is smooth away from a singular set Sing(u) of dimension
dim(Sing(u)) � n − 3. Moreover, dim(Sing(u)) � n − k if N admits no stable 0-
homogeneous harmonic map v : Rk−1 → N for some k � 4.
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Remark 2.17 In [23], compactness and regularity results are given for harmonic maps
u : M → N with bounded Morse index indE(u) � I0 when the target N is assumed
to admit no nonconstant harmonic map φ : S2 → N with matching index bound
indE(φ) � I0. The simple observation that–by virtue of Lemma 2.13–the hypothe-
sis on N can be weakened to the absence of stable harmonic 2-spheres is critical for
applications to variational constructions like the one considered here, allowing us to
obtain compactness and regularity results for harmonic maps obtained from multi-
parameter min-max constructions.

Finally, by combining Proposition 2.5, Theorem 2.6, and Theorem 2.16, we arrive
at the following existence result, from which Theorem 1.1 clearly follows.

Theorem 2.18 In the setting of Sect. 2.1, if there exist no nonconstant stable harmonic
maps S

2 → N , then there exists a stationary harmonic map u : Mn → N of Morse
index indE(u) � � + 1, with

E(u) = Ef (M,g) > 0.

Moreover, u is smooth away from a (possibly empty) singular set Sing(u) of dimen-
sion

dim(Sing(u)) � n − m� n − 3,

where m is the smallest dimension for which there exists a nonconstant stationary
0-homogeneous map φ : Rm → N stable under compactly supported deformations.

3 Improved regularity and stabilization in the sphere-valued case

For any k � 3, we can take N = S
k , � = k and f = Id : Sk → S

k in Theorem 2.18 to
deduce the existence of a nonconstant stationary sphere-valued harmonic map

uk : Mn → S
k

of Morse index indE(uk) � k + 1, from any compact manifold (Mn,g) of dimen-
sion n � 3. Note that [7, Theorem 2.4] shows that any non-constant harmonic map
u : Mn → Sk must have indE(u) � k − 2, so these maps have the lowest possible
index to leading order as k → ∞. For energy-minimizing maps to spheres Sk of di-
mension k � 3, Schoen and Uhlenbeck obtained a refined partial regularity theory
[50], showing in particular that such maps have singular set Sing(u) of Hausdorff
dimension dim(Sing(u)) � n − 7 for k sufficiently large. Their results were later ex-
tended to the case of stable harmonic maps by Hong-Wang [21] and further refined
by Lin and Wang [38], yielding the following partial regularity result.

Theorem 3.1 (Lin, Wang [38]) Let u : Mn → S
k be a locally stable stationary har-

monic map. Then u is smooth away from a singular set Sing(u) of Hausdorff dimen-
sion

dim(Sing(u)) � n − k − 1 for 3 � k � 5,
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dim(Sing(u)) � n − 6 for 6 � k � 9,

and

dim(Sing(u)) � n − 7 for k � 10.

Since Lemma 2.15 shows that stationary harmonic maps of finite Morse index
are locally stable near each point, it follows that the same regularity result holds in
the finite Morse index case. In particular, combining this with the existence result
obtained by applying Theorem 2.18 with � = k and N = S

k , we obtain the following.

Theorem 3.2 On any compact Riemannian manifold (Mn,g) of dimension n � 3,
and for any k � 3, there exists a nonconstant stationary harmonic map uk : M →
S

k of Morse index indE(uk) � k + 1, smooth away from a singular set Sing(u) of
dimension

dim(Sing(uk)) � n − k − 1 for 3 � k � 5,

dim(Sing(uk)) � n − 6 for 6 � k � 9,

and

dim(Sing(uk)) � n − 7 for k � 10.

Note that in the low-dimensional cases n = dim(M) = 3,4,5, it follows in partic-
ular that these min-max harmonic maps

uk : Mn → Sk

are smooth as soon as k � n. In the remainder of this section, we upgrade this qualita-
tive regularity statement to a priori gradient estimates independent of k, which allow
us to show that the maps uk stabilize as k becomes large–in the sense that the image
uk(M) lies inside some equatorial subsphere S

k0 ⊂ S
k of dimension k0(M,g) fixed

independent of k. As in [27], this stabilization result is the key analytic ingredient
that allows us to relate these min-max harmonic maps to eigenvalue optimization
problems, as described in the next section.

3.1 A priori gradient estimates for low-index harmonic maps to spheres

Let u : Mn → S
k be a smooth harmonic map, and let � ⊂ M be a domain. As in

[21, 38, 50], our estimates begin with the observation that, when the index indE(u;�)

is small, testing the second variation of energy E′′(u) against variations of the form

va := ψ · (a − 〈u,a〉u) ∈ �(u∗(T S
k))

for a ∈ S
k gives rise to useful estimates in terms of scalar test functions ψ ∈ C∞

c (�).
Note that the linear map R

k+1  a �→ va is injective unless u ≡ a for some a ∈ S
k
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on the support of ψ–in which case all the estimates presented below hold trivially–
so we may henceforth assume that the collection {va | a ∈ R

k+1} gives a (k + 1)-
dimensional space of variation fields to test against the second variation of energy.

In particular, recalling that

E′′(u)(v, v) =
∫

M

|dv|2 − |du|2|v|2 dvg,

and computing

|dva|2 = ψ2(u2
a|du|2 + |dua|2) + (1 − u2

a)|dψ |2 − 2ψ〈dψ,uadua〉

and

|va|2 = ψ2(1 − u2
a),

where we’ve set ua := 〈u,a〉, it follows that

E′′(u)(va, va) =
∫

M

ψ2(u2
a |du|2 + |dua|2) + (1 − u2

a)|dψ |2 − 2ψ〈dψ,uadua〉

−
∫

M

|du|2(1 − u2
a)ψ

2

=
∫

M

ψ2([2u2
a − 1]|du|2 + |dua|2) + (1 − u2

a)|dψ |2 − 2ψ〈dψ,uadua〉dvg

=
∫

M

ψ2(3u2
a − 1)|du|2 + (1 − u2

a)|dψ |2 − 4ψ〈dψ,uadua〉dvg,

where the third inequality follows from the harmonic map equation �ua = |du|2ua

via the identity

ψ2|dua|2 = div(ψ2uadua) − 2〈ψdψ,uadua〉 + ψ2ua�ua.

Now, fixing an arbitrary ψ ∈ C∞
c (�), let a1, . . . , ak+1 ∈ S

k be an orthonormal
basis for Rk+1 diagonalizing the quadratic form

a �→ E′′(u)(va, va),

and write vj = vaj
. Summing the preceding identity for E′′(u)(vj , vj ) over j =

1, . . . , k + 1, we see that

k+1∑
j=1

E′′(u)(vj , vj ) =
∫

M

ψ2(2 − k)|du|2 + k|dψ |2 dvg. (3.1)
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On the other hand, if indE(u;�) � m < k − 2, then we must have E′′(u)(vi, vi) � 0
for i > m, and so–writing uj = uaj

–we see that

k+1∑
j=1

E′′(u)(vj , vj ) �
m∑

j=1

E′′(u)(vj , vj )

=
m∑

j=1

∫
M

ψ2(3u2
j − 1)|du|2 + (1 − u2

j )|dψ |2 − 4ψ〈dψ,ujduj 〉dvg

=
m∑

j=1

∫
M

ψ2(3u2
j − 1)|du|2 + (1 − u2

j )|dψ |2 − 〈d(ψ2), d(u2
j )〉dvg

=
m∑

j=1

∫
M

ψ2(3u2
j − 1)|du|2 + (1 − u2

j )|dψ |2 + 2ψ2(|duj |2 − u2
j |du|2) dvg

�− m

∫
M

|du|2ψ2 dvg + (m − 1)

∫
M

|dψ |2 dvg.

Combining this with (3.1), it then follows that

(k − 2 − m)

∫
M

|du|2ψ2 dvg � (k − m + 1)

∫
M

|dψ |2 dvg.

In other words, we’ve established the following.

Lemma 3.3 Let u : Mn → S
k be a smooth harmonic map, and let � ⊂ M be a domain

in M . If

indE(u;�) = k − 2 − p < k − 2,

then

p

p + 3

∫
M

|du|2ψ2 dvg �
∫

M

|dψ |2 dvg (3.2)

for every ψ ∈ W
1,2
0 (�).

Next, we argue along the lines of [50] and [38], combining Lemma 3.3 with the
Bochner identity for Sk-valued harmonic maps, testing (3.2) against certain powers
ψ = |du|α of the energy density. For a harmonic map u : M → S

k , recall that the
Bochner identity gives

−1

2
�|du|2 = |Hess(u)|2 + 〈RicM,du∗du〉 − |du|4

= |Hess(u)T |2 +
n∑

i,j=1

〈du(ei), du(ej )〉2 + 〈RicM,du∗du〉 − |du|4,
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where in the second inequality we decomposed the R
k+1-valued Hessian

Hess(u) = Hess(u)T − u ⊗ du∗du

into components tangential and normal to T S
k . It is easy to check that

n∑
i,j=1

〈du(ei), du(ej )〉2 � 1

n
|du|4,

and [38, Proposition 2.3] (originally stated for M = S
n, but the domain geometry

plays no role in the proof) gives us the refined Kato inequality

|Hess(u)T |2 � n

n − 1
|d|du||2.

Similar to [38], we then combine these estimates with the Bochner identity to deduce
that

−1

2
�|du|2 � n

n − 1
|d|du||2 − ‖RicM‖L∞|du|2 − n − 1

n
|du|4 (3.3)

for any smooth harmonic map u : Mn → S
k . And as a consequence, for any α � 2,

we have

− 1

α
�|du|α �

�
(

n

n − 1
+ α − 2

)
|du|α−2|d|du||2 − ‖RicM‖L∞|du|α − n − 1

n
|du|2+α

= 4

α2

(
n

n − 1
+ α − 2

)
|d|du|α/2|2 − ‖RicM‖L∞|du|α − n − 1

n
|du|2+α.

Setting

Q(n,α)−1 := 4

α2

(
n

n − 1
+ α − 2

)
,

for any test function ϕ ∈ C∞
c (�), it then follows that

∫
M

|d(ϕ|du|α/2)|2 dvg =
∫

M

|du|α|dϕ|2 + 1

2
〈d(ϕ2), d|du|α〉 + ϕ2|d|du|α/2|2 dvg

�
∫

M

|du|α|dϕ|2 + 1

2
〈d(ϕ2), d|du|α〉dvg+

+ Q(n,α)

∫
M

ϕ2
(

n − 1

n
|du|2+α + ‖RicM‖L∞|du|α − 1

α
�|du|α

)
dvg

=
∫

M

|du|α
(
|dϕ|2 + C(M,n,α)ϕ2 + C(n,α)�(ϕ2)

)
dvg+

+ Q(n,α)
n − 1

n

∫
M

ϕ2|du|2+α dvg.
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Combining these computations with Lemma 3.3, taking ψ = ϕ|du| α
2 as the test func-

tion, we arrive at the following key lemma.

Lemma 3.4 Let u : Mn → S
k be a smooth harmonic map, such that u has Morse

index

indE(u;�)� k − 2 − p < k − 2

on some domain � ⊂ M . Then for α ∈ [2,∞) and any ϕ ∈ C∞
c (�), we have

(
p

p + 3
− P(n,α)

)∫
�

ϕ2|du|2+α dvg � Cα‖|dϕ|2 + |ϕ||�ϕ|‖L∞
∫

�

|du|α dvg,

where Cα is a constant depending on α and the geometry of M , and

P(n,α) := Q(n,α)
n − 1

n
= (n − 1)2α2

4n[(n − 1)α + 2 − n] .

Of particular importance are the cases α = 2 and α = 4. It is straightforward to
check that

P(n,2) = (n − 1)2

n2
� 16

25
for n � 5

while

P(n,4) = 4(n − 1)2

n(3n − 2)
� 64

65
for n� 5.

With Lemma 3.4 in hand, we can now prove the following a priori L6 gradient esti-
mate for low-index harmonic maps u : Mn → S

k with n � 5 and k large.

Proposition 3.5 Let u : Mn → S
k be a smooth harmonic map where n � 5, and let

B2r (p) ⊂ M be a geodesic ball of radius 2r . If k > 202 and

indE(u;B2r (p)) � k − 2 − 200,

then

‖du‖6
L6(Br/2(p))

� C(M)r−4‖du‖2
L2(B2r (p))

.

Proof By assumption, the hypotheses of Lemma 3.4 hold with � = B2r (p) and p =
200, so that p

p+3 = 200
203 , and the lemma gives

(
200

203
− P(n,α)

)∫
B2r (p)

ϕ2|du|2+α � Cα‖|dϕ|2 + |ϕ||�ϕ|‖L∞
∫

B2r (p)

|du|α

for any ϕ ∈ C∞
c (B2r (p)). Taking α = 2 and noting that

200

203
− P(n,2) � 200

203
− 16

25
> 0,
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it follows that
∫

B2r (p)

ϕ2|du|4 dvg � C‖|dϕ|2 + |ϕ||�ϕ|‖L∞
∫

B2r (p)

|du|2 dvg.

Choosing ϕ ∈ C∞
c (B2r (p)) such that ϕ ≡ 1 on Br(p), |dϕ| � C

r
, and |�ϕ| � C

r2 , we
deduce in particular that

∫
Br(p)

|du|4 dvg � C(M)r−2
∫

B2r (p)

|du|2 dvg. (3.4)

Next, we apply Lemma 3.4 again, this time with � = Br(p), p = 200, and α = 4,
and since (for n � 5)

p

p + 3
− P(n,4) = 200

203
− P(n,4) � 200

203
− 64

65
= 8

(203) · 65
> 0,

the lemma yields an estimate of the form

∫
Br(p)

ϕ2|du|6 dvg � C‖|dϕ|2 + |ϕ||�ϕ|‖L∞
∫

Br (p)

|du|4 dvg

for any ϕ ∈ C∞
c (Br(p)). As before, we choose ϕ such that

ϕ ≡ 1 on Br/2(p), |dϕ|� C

r
, and |�ϕ| � C

r2 ,

obtaining the estimate

∫
Br/2(p)

|du|6 dvg �
C

r2

∫
Br(p)

|du|4 dvg.

Combining this with (3.4) then gives the desired estimate. �

3.2 Stabilization for Sk -valued harmonic maps of index � 2k

Armed with the local estimates of Proposition 3.5, we next establish global L6 esti-
mates for the min-max harmonic maps uk : Mn → S

k given by Theorem 3.2, when
n = 3,4,5. More generally, the following arguments apply to any family of smooth
harmonic maps uk : Mn → S

k with lim supk→∞
indE(uk)

k
< 2.

First, we observe that a smooth nonconstant harmonic map u : Mn → S
k , where

n � 3, must have index � k − 2 on the complement of any small ball.

Lemma 3.6 Let n � 3. There exists δ(M) > 0 such that for any nonconstant smooth
harmonic map u : Mn → S

k and any geodesic ball Bδ(p) ⊂ M of radius δ,

indE(u;M \ Bδ(p)) � k − 2.
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Proof Suppose, to the contrary, that indE(u;M \ Bδ(p)) � k − 3. Then by Lemma
3.3, it follows that

1

4

∫
M

|du|2ψ2 dvg �
∫

M

|dψ |2 dvg (3.5)

for any ψ ∈ W
1,2
0 (M \ Bδ(p)). Choosing ψ ∈ W

1,2
0 (M \ Bδ(p)) such that ψ ≡ 1 on

M \ B2δ(p) and |dψ |� C
δ

on B2δ(p) \ Bδ(p), we see that

∫
M

|dψ |2 dvg � Cδn−2,

which together with (3.5) gives
∫

M\B2δ(p)

|du|2 dvg � Cδn−2. (3.6)

On the other hand, by the well-known energy-monotonicity properties of station-
ary harmonic maps, we have an estimate of the form

∫
B2δ(p)

|du|2 dvg � C(M)δn−2
∫

M

|du|2 dvg.

Provided δ > 0 is small enough that δn−2C(M) < 1
2 , this estimate can be combined

with (3.6) to give
∫

M

|du|2 dvg � C′(M)δn−2. (3.7)

However, by Proposition 5.5 in the appendix, there is a universal lower bound
β(M) > 0 independent of k such that

E(u) = 1

2

∫
M

|du|2 � β

for any nonconstant harmonic map u : M → S
k . Thus, taking

δ(M) := (β/C′(M))
1

n−2 ,

we get a contradiction with (3.7), completing the proof. �

We can now combine Lemma 3.6 with Proposition 3.5 to arrive at global L6 gra-
dient estimates when indE(uk)� k + 1 and k is sufficiently large.

Lemma 3.7 Let 3 � n � 5 and k � 205, and let u : M → S
k be a smooth harmonic

map of index indE(u) � k + 1. Then there exists a constant C(M) < ∞ independent
of u and k such that

‖du‖L6(M) � C(M) (3.8)
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and

‖|du|2‖W 1,2(M) � C(M). (3.9)

Proof By Lemma 3.6, there exists δ(M) > 0 such that for every ball Bδ(p) ⊂ M of
radius δ, we have

indE(u;M \ Bδ(p)) � k − 2.

Since M \ Bδ(p) and Bδ(p) are disjoint, it follows in particular that

indE(u;Bδ(p)) + k − 2 � indE(u;Bδ(p)) + indE(u;M \ Bδ(p))

� indE(u;M) � k + 1,

so that

indE(u;Bδ(p)) � 3.

Now, since k � 205, it follows that on every ball Bδ(p) ⊂ M of radius δ, we have

indE(u;Bδ(p)) � 3 � k − 2 − 200,

so the hypotheses of Proposition 3.5 hold with r = δ/2, and we can apply the propo-
sition to deduce that

‖du‖6
L6(Bδ/4(p))

� C′(M)δ−4‖du‖2
L2(Bδ(p))

.

By a simple covering argument and Hölder’s inequality, it follows that

‖du‖6
L6(M)

� C(M)‖du‖2
L2(M)

� C′(M)‖du‖2
L6(M)

,

and dividing through by ‖du‖2
L6 gives the desired uniform L6 bound for |du|.

With the L6 bound in place, we can simply integrate (3.3) against |du|2 to see that
∫

M

|d|du|2|2 dvg � Cn

∫
(|du|4 + |du|6) dvg,

so the W 1,2 norm of |du|2 is controlled by the L6 norm, completing the proof. �

With the estimates of Lemma 3.7 in place, we can now argue by a contradic-
tion argument (similar in spirit to, but somewhat simpler than, that used in the two-
dimensional setting [27]) to arrive at the following stabilization result.

Proposition 3.8 For any Riemannian manifold (Mn,g) of dimension n ∈ {3,4,5},
there exists k0(M,g) ∈ N such that for every smooth harmonic map u : M → S

k with

indE(u) � k + 1,

there exists a totally geodesic subsphere S
k0 ⊂ S

k of dimension k0 such that u(M) ⊂
S

k0 .
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Proof To obtain a contradiction, suppose that the conclusion does not hold: then we
can find a sequence of harmonic maps

uk : M → S
k

with indE(uk) � k + 1 such that the space spanned by coordinate functions

Ck := {〈e,uk〉 | e ∈R
k+1}

has dimension

mk := dimCk → ∞ (3.10)

as k → ∞.
Denote Vk := |duk|2. Lemma 3.7 gives us–for k sufficiently large–an estimate of

the form ‖Vk‖W 1,2 � C independent of k. In particular, it follows from the Rellich-
Kondrachov theorem that Vk is precompact in Lp for any p < 10

3 � 2n
n−2 . Crucially,

we observe that since n � 5, we have n
2 < 2n

n−2 , and as a result, up to a choice of a

subsequence, we can assume that for some non-negative function 0 � V ∈ L
n
2 (M)

one has

Vk → V in L
n
2 (M). (3.11)

Note, moreover, that
∫

M

V dvg = lim
k→∞

∫
M

Vk dvg = lim
k→∞ 2E(uk)� 2β > 0,

by virtue of the energy bound E(uk) � β from Proposition 5.5 in the appendix. Thus,
V �≡ 0.

It follows from the defining equation

�uk = |duk|2uk

for sphere-valued harmonic maps that the coordinate functions of uk are eigenfunc-
tions of the problem

�f = λ(Vk)Vkf.

with eigenvalue λ(Vk) = 1. In particular, the multiplicity of that eigenvalue is at least
mk . It is shown in [14, Example 3.19] (see also Sect. 4.2 below) that for any 0 � W ∈
L

n
2 (M), W �≡ 0 the eigenvalues of the problem

�f = λ(W)Wf

form a discrete sequence {λm(W)}∞m=1 with a unique accumulation point at +∞.

Furthermore, by [14, Proposition 5.1] one has that if Wk → W in L
n
2 (M) for n � 3,
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then λm(Wk) → λm(W). In particular, λm(Vk) → λm(V ). At the same time, by (3.10)
one has

N1(Vk) := #{i, λi(Vk) � 1}�mk → ∞
Convergence of eigenvalues implies that

N1(V ) � lim
k→∞N1(Vk) = +∞.

Therefore, V has infinitely many eigenvalues not exceeding 1, which contradicts the
fact that the only accumulation point of eigenvalues is +∞. �

4 Connections to spectral shape optimization

4.1 Descriptions of the optimization problem

Below, unless otherwise specified, (M,g) is a closed Riemannian manifold of dimen-
sion n � 3, and all function spaces on M are defined with respect to the metric g.

Given a function V ∈ L∞(M), eigenfunctions of the Schrödinger operator � − V

satisfy

�gu − V u = νu. (4.1)

for some ν ∈R. The corresponding eigenvalues form a sequence

ν1(V ) < ν2(V ) � ν3(V ) � . . . ↗ ∞,

where each number is repeated according to its multiplicity. The eigenvalues νm(V )

can be equivalently defined variationally via

νm(V ) = inf
Fm

sup
u∈Fm\{0}

∫
M

|du|2g − V u2 dvg∫
M

u2 dvg

, (4.2)

where Fm ⊂ W 1,2(M) is a m-dimensional subspace.
In the present section we introduce the quantity

Vm(M,g) := sup
V,νm+1(V )�0

∫
V dvg, (4.3)

and consider the associated maximization problem for potentials V with νm+1(V ) �
0. To simplify notation, we let Pm ⊂ L∞(M,g) be the set of all V such that
νm+1(V ) � 0.

A version of this problem was studied in [16] in relation to the lower bound on the
number of negative eigenvalues of the operator �g −V . Let N (V ) = #{i, νi(V ) < 0}.
Then for any V ∈ L∞(M) with N (V ) = m one has V ∈ Pm, so that

Vm

m2/n
� 1

N (V )2/n

∫
V dvg.
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Thus, Copt = infm m2/n

Vm
is the optimal constant in the following inequality for V ∈

L∞(M)

N (V )2/n � Copt

∫
M

V dvg. (4.4)

An inequality of the form (4.4) for non-negative potentials V � 0 was proved in [15],
and was later shown to hold with the same constant for all L∞ potentials in [16].
In particular, it follows from [15, 16] that Copt > 0. In fact, we will see below that
potentials realizing Vm (when they exist) arise as energy densities of harmonic maps
to spheres and are therefore non-negative.

There is an equivalent definition of Vm in terms of Laplacian eigenvalues with den-
sities. Let 0 � β ∈ L∞(M) be a non-negative density β �≡ 0. Consider the weighted
problem

�gf = λβf. (4.5)

The eigenvalues form a sequence

0 = λ0(β) < λ1(β) � λ2(β) � . . . ↗ ∞,

where eigenvalues are written with multiplicity.
The eigenvalues λk(β) admit the variational characterization

λm−1(β) = inf
Fm

sup
u∈Fm\{0}

∫
M

|du|2g dvg∫
M

u2β dvg

, (4.6)

where Fm ⊂ W 1,2(M) is a m-dimensional subspace. Comparing variational charac-
terizations (4.2) and (4.6), it is easy to see that Vm,β = λm(β)β ∈ Pm. Furthermore,

∫
Vm,β dvg = λm(β)

∫
M

β dvg,

which suggests the relation between Vm and maximizing the r.h.s over β ∈ L∞. The
main difference between the two problems is the fact Vm,β is always non-negative,
so {Vm,β, β ∈ L∞} is a proper subset of Pm. Despite this, the following holds.

Proposition 4.1 One has

Vm(M,g) = sup
0�β∈L∞(M)

λm(β)

∫
M

β dvg

Proof In [16] it is shown that the maximizers of the auxiliary optimization problem

VN
m = sup

V ∈Pm,‖V ‖∞�N

∫
M

V dvg

exist and are non-negative for N sufficiently large. Since Vm = supN VN
m this is

enough to finish the proof. A detailed argument is carried out in [29, Sect. 2]. Note
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that the paper [29] is concerned with eigenvalues of surfaces, but the arguments in
Sect. 2 do not rely on the dimension of the manifold and thus can be repeated verba-
tim in our case. �

4.2 Admissible measures

In many situations it is convenient to relax the regularity conditions on the potential
V or density β . In dimension two, for example, this is an important ingredient in es-
tablishing the explicit link between optimization of Steklov and Laplace eigenvalues
on surfaces, see [13, 14, 27, 28].

Definition 4.2 (See [14]) A (positive) Radon measure μ ∈ C0(M)∗ is called ad-
missible if the identity map on C∞(M) can be extended to a compact operator
W 1,2(M,g) → L2(μ); i.e., every sequence ϕj ∈ C∞(M) with uniform W 1,2-bounds
is precompact in L2(μ).

One can then define variational eigenvalues λk(μ) by a formula similar to (4.6)

λm−1(μ) = inf
Fm

sup
u∈Fm\{0}

∫
M

|du|2g dvg∫
M

u2 dμ
,

where Fm ⊂ W 1,2(M) is a subspace with m-dimensional image in L2(μ). Eigenval-
ues form a discrete sequence accumulating to infinity and there exist corresponding
eigenfunctions satisfying �gf dvg = λf dμ in the weak sense, see [14].

Example 4.3 It is shown in [14, Example 3.19] that μ = β dvg is admissible pro-
vided 0 � β ∈ L

n
2 (M). The eigenvalues λm(μ) can be equivalently defined via equa-

tion (4.5). In particular, the eigenvalues λm(β) make sense for β ∈ L
n
2 (M).

Example 4.4 Assume that ∂M �= ∅. It is shown in [25, Lemma 3.3] that μ = ρ dsg
is admissible, where 0 � ρ ∈ Ln−1(∂M) and dsg is the volume measure of ∂M . The
quantities λm(μ) are the eigenvalues of the Steklov problem with density

{
�gu = 0 in M;
∂nu = λρu on ∂M.

Following the standard convention used for Steklov eigenvalues, we write σm(ρ) :=
λm(ρ dsg).

One can also define the appropriate relaxation of the eigenvalue equation (4.1).
Namely, a signed Radon measure ξ is called admissible if its total variation |ξ | is
admissible. One can then define eigenvalues of the Schrödinger operator �g − ξ

variationally as

νm(ξ) = inf
Fm

sup
u∈Fm\{0}

∫
M

|du|2g dvg − ∫
M

u2 dξ∫
M

u2 dvg

,

where Fm ⊂ W 1,2(M) is an m-dimensional subspace.



Harmonic maps in higher dimensions 757

Example 4.5 According to Example 4.4 the measure ξ = v dsg is admissible as soon
as v ∈ Ln−1(∂M). Quantities νm(ξ) are eigenvalues of the Robin problem

{
�gu = νu in M;
∂nu = vu on ∂M.

We say v ∈ V∂
m if νm+1(ξ) � 0.

In what follows, we denote by Ek(M,g) the energies E(uk) of the harmonic maps
uk : M → S

k in Theorem 3.2. By construction, these energies have the min-max char-
acterization

Ek := lim
ε→0

Ek,ε,

where

Ek,ε := inf
(uy)∈�k(M)

max
y∈Bk+1

Eε(uy),

�k(M) := {Bk+1  y �→ uy ∈ W 1,2(M,Rk+1) | uy ≡ y for y ∈ S
k},

and Eε : W 1,2(M,Rk+1) → R is a Ginzburg-Landau-type functional as described in
Sect. 2. With this notation in place, we can now state the main theorem of this section.

Theorem 4.6 Let (M,g) be a closed Riemannian manifold of dimension 3 � n � 5.
Then

(i) There exists k0 = k0(M,g) such that Ek = E for all k � k0. Furthermore,
V1(M,g) = 2E(M,g).

(ii) There exists a smooth potential V with ν2(V ) = 0 such that V1 = ∫
M

V dvg . In
particular, there exists a smooth density β � 0 such that V1 = λ1(β)

∫
M

β dvg .
(iii) For any admissible signed measure ξ with ν2(ξ) � 0 one has ν(M) � V1 with

equality iff ν2(ξ) = 0 and ξ = |du|2g dvg , where u : (M,g) → S
k is a smooth

harmonic map. In particular, for any admissible non-negative measure μ one
has λ1(μ)μ(M) � V1 with equality iff λ1(μ)μ = |du|2g dvg , where u : (M,g) →
S

k is a smooth harmonic map.

We conclude this section with the following proposition, which is one of the main
ingredients in proving Theorem 4.6.(iii)

Proposition 4.7 Let u : (M,g) → S
k be a weakly harmonic map such that μ =

|du|2g dvg is an admissible measure. Then u is smooth.

Proof The admissibility of the energy density measure μ = |du|2dvg is evidently
equivalent to the statement that, for any bounded sequence ϕj ∈ W 1,2(M,g) satisfy-
ing ϕj ⇀ 0 in W 1,2 as j → ∞, we have

lim
j→∞

∫
M

ϕ2
j |du|2dvg = 0.
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Now, for an arbitrary sequence of points pj ∈ M and a vanishing sequence of radii
rj → 0, consider a sequence ϕj ∈ C∞

c (B2rj (pj )) such that ϕj ≡ 1 on Brj (pj ) and

|dϕj |� C
rj

; then it is easy to see that

∫
M

ϕ2
j dvg � C(M)rn

j and
∫

M

|dϕj |2gdvg � C(M)rn−2
j .

In particular, setting ψj := r
2−n

2
j ϕj , we obtain a sequence ψj ∈ W 1,2(M) with

‖ψj‖2
L2 � C(M)r2

j and ‖dψj‖2
L2 � C(M),

so that ψj is bounded in W 1,2(M) and ψj ⇀ 0 as j → ∞. Hence, by the admissibil-
ity of |du|2gdvg , we have

lim
j→∞

∫
ψ2

j |du|2gdvg = 0.

In particular, since ψ2
j = r2−n

j ϕ2
j ≡ r2−n

j on Brj (pj ), it follows that

lim
j→∞ r2−n

j

∫
Brj

(pj )

|du|2gdvg = 0

for every sequence pj ∈ M and rj → 0. In other words, we have

lim
r→0

sup
p∈M

r2−n

∫
Br (p)

|du|2gdvg = 0. (4.7)

Finally, it follows from work of Rivière-Struwe [47, Theorem 1.1] that any weakly
harmonic map u : M → N satisfying (4.7) must indeed be smooth, giving the desired
result. �

4.3 Spectral index

Let u : (M,g) → S
k be a harmonic map. Consider the associated Schrödinger opera-

tor Lu = �g − |du|2g .

Definition 4.8 The spectral index indS(u) of u is the number of negative eigenvalues
of Lu. Similarly, the spectral nullity nulS(u) of u is the dimension of the kernel of
Lu.

The proof of the following proposition is analogous to the case dimM = 2 covered
in [24, Propositions 1.7 and 3.11].

Proposition 4.9 For any smooth harmonic map u : (M,g) → S
k one has

indS(u) � indE(u)

k + 1
.
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Furthermore, let ik,k′ : Sk ↪→ S
k′

be a totally geodesic embedding. Then ik,k′ ◦ u is
harmonic, indS(ik,k′ ◦ u) = indS(u) and

indE(ik,k′ ◦ u) = indE(u) + (k′ − k) indS(u). (4.8)

4.4 Proof of Theorem 4.6

The general strategy is the same the one employed in the proofs of [27, Theorems 1.3
and 1.4].

Proposition 4.10 For any k � 3 and any signed admissible measure ξ satisfying
ν2(ξ) � 0 there exists a map u ∈ W 1,2(M,Sk) such that Eg(u) � Ek and

∫
uϕ0 dvg = 0,

where ϕ0 is a ν1(ξ)-eigenfunction.
In particular,

ξ(M) � 2Eg(u) � 2Ek, (4.9)

with equality iff ν2(ξ) = 0, u is a smooth harmonic map of spectral index 1 and
ξ = |du|2g dvg .

Proof If
∫
M

ϕ0 dvg = 0, then one can take u to be a constant map. Otherwise we can
choose ϕ0 so that

∫
M

ϕ0 dvg = 1. For each ε > 0 let (Bk+1  y �→ uε
y) ∈ �k be a

family such that supy Eε(u
ε
y)� Ek,ε + ε. Define the map

I (y) :=
∫

M

uε
yϕ0 dvg.

Since uε
y ≡ y for y ∈ ∂Bk+1 = S

k , the restriction of I to ∂Bk+1 is the identity map. A

standard application of Brouwer fixed point theorem yields the existence of yε ∈ B
k+1

such that I (yε) = 0. Setting uε := uε
yε

∈ W 1,2(M,Rk+1), we then have

∫
M

uεϕ0 dvg = 0, E(uε) �Eε(uε) � Ek,ε + ε → Ek,

∫
M

dSk (uε)
2 dvg � ε2c−1

1 Eε(uε) → 0,

where c1 is the constant in (2.4). Furthermore,
∫

M

|uε|2 dvg �
∫

M

max(W(uε),R
2
0) dvg � ε2Eε(uε) + R2

0 Vol(M,g),

which implies that ‖uε‖L2(M,g) is bounded. Thus, there exists a subsequence uεi

which converges weakly in W 1,2(M,Rk+1) and strongly in L2(M,Rk+1) to u ∈
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W 1,2(M,Rk+1). Since ϕ0 ∈ W 1,2(M) one has
∫

M

uϕ0 dvg = 0. (4.10)

Since dSk (u)2 = |1 − |u||2 � 2(|1 − |uε||2 + |uε − u|2), one also has
∫

M

dSk (u)2 dvg = 0,

and, therefore, u ∈ W 1,2(M,Sk). Since the energy is lower-semicontinuous with re-
spect to weak convergence in W 1,2 one has

E(u) � lim
ε→0

E(uε) � Ek.

In particular, by (4.10) the components ui of u can be used as test-functions for
ν2(ξ),

∫
M

|dui |2g dvg −
∫

M

|ui |2 dξ � ν2(ξ)� 0.

Summing over i = 1, . . . , k + 1 yields

ξ(M) �
∫

|du|2g dvg = 2E(u). (4.11)

The equality occurs iff ν2(ξ) = 0 and ui are ν2(ξ)-eigenfunctions. It then follows that
for any v ∈ C∞(M) one has

∫
M

v dξ =
∫

M

v|u|2 dξ =
k+1∑
i=1

∫
M

〈dui, d(uiv)〉dvg =
∫

M

|du|2v + 〈dv,
1

2
d|u|2〉dvg =

∫
v|du|2g dvg,

i.e. ξ = |du|2g dvg , which implies that �gu = |du|2gu in the weak sense, i.e. u is a
weak harmonic map. Since ξ is admissible by assumption, Proposition 4.7 implies
that u is smooth. �

Note that Proposition 4.10 implies the bound V1 � 2Ek for all k � 3 and any n � 3,
taking ξ = V dvg for any V ∈ L∞(M). To prove the opposite inequality, assume
3 � n � 5 and let uk : (M,g) → S

k be a smooth harmonic map given by Theorem 3.2,
so that

E(uk) = Ek; indE(uk) � k + 1.

Clearly, the maps uk satisfy the conditions of Proposition 3.8. Let k0 be as in Propo-
sition 3.8 and let k > 2k0 + 1, then uk = ik0,k ◦ v for some harmonic v. By (4.8) one
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has

k + 1 � indE(uk)� (k − k0) indS(uk) >
1

2
(k + 1) indS(uk).

Since indS is a positive integer, this implies indS(uk) = 1. Thus, ν2(|duk|2g) = 0, and
one has

2Ek = 2Eg(uk) =
∫

|duk|2g dvg � V1 � 2Ek,

which implies that all inequalities are equalities. In particular, V1 = 2Ek for k > 2k0 +
1 and |duk|2g ∈ P1 is a smooth potential on which V1 is attained. This completes the
proofs of Theorem 4.6.(i) and (ii).

Let ξ be any admissible measure with ν2(ξ) � 0 and such that ξ(M) = V1. Let k

be large enough so that Ek = V1 and let u be the map given by Proposition 4.10. By
inequality (4.9) one has

V1 = ξ(M) � 2Eg(u) � Ek = V1.

Thus, all inequalities are equalities and Proposition 4.10 implies that ν2(ξ) = 0, u is a
smooth harmonic map with indS(u) = 1 and ξ = |du|2g dvg . This completes the proof
of Theorem 4.6.(iii).

4.5 Relation with conformal volume

Particular examples of families B
k+1  y �→ uy such that uy ≡ y for y ∈ S

k can be
obtained by post-composition of a given map with conformal automorphisms of Sk .

Namely, for any y ∈ int
(
B

k+1
)

the map Gy(x) = 1−|y|2
|x+y|2 (x + y) + y is a conformal

diffeomorphism S
k → S

k . If u = u0 : (M,g) → S
k is a conformal map, then it is

easy to check that uy := Gy ◦ u0 extends to a weakly continuous family satisfying
uy ≡ y for y ∈ S

k . This family is often referred to as the canonical family of u0. It
was used by Li and Yau [34] (see also [8]) to define the notion of conformal volume
as follows. One first defines conformal volume of the map u to be

Vc(k,u) = sup
y

Vol(M, (uy)
∗gSk ).

Taking the infimum over all conformal maps u gives the (k-)conformal volume of
(M, [g])

Vc(k,M, [g]) = inf
u

Vc(k,u).

The connection between conformal volume and minimal submanifolds is formulated
in the following theorem. It was proved by Li and Yau [34] for surfaces, by El Soufi
and Ilias [8] for higher dimensional manifolds.
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Theorem 4.11 (Li, Yau [34]; El Soifi-Ilias [8]) Let u : M → S
k be a minimal immersion.

Assume WLOG that u is linearly full, i.e. the image u(M) spans Rk+1. Then for any
y �= 0 one has

Vol(M, (uy)
∗gSk ) < Vol(M, (u)∗gSk )

unless M = S
k and u = Gy′ up to a rotation of Rk+1. In particular,

Vc(k,M, [u∗gSk ]) � Vol(M, (u)∗gSk ).

Observe that for any canonical family {uy} one has

2E(uy) =
∫

M

|duy |2g dvg � n

(
n− n

2

∫
M

|duy |ng dvg

) 2
n

Vol(M,g)
n−2
n =

= n
(
Vol(M, (uy)

∗gSk )
) 2

n Vol(M,g)
n−2
n ,

(4.12)

where we first used Hölder inequality and then conformality of uy . Taking the supre-
mum over y and then the infimum over all canonical families suggests the following
inequality

2Ek(M,g) � n (Vc(k,M, [g])) 2
n Vol(M,g)

n−2
n . (4.13)

However, note that the canonical family is only weakly continuous, so one can not
use it directly in the definition of Ek(M,g). Nevertheless, a mollification procedure
similar to that employed in the proof of Lemma 2.2 (see also [27, Proposition 3.3])
yields inequality (4.13). Combining Proposition 4.10 with (4.13) we obtain

V1(M,g) � 2Ek(M,g) � n (Vc(k,M, [g])) 2
n Vol(M,g)

n−2
n , (4.14)

which together with Theorem 4.11 gives the inequality in Theorem 1.6.
To study the equality case, assume that there is a minimal immersion u : M → S

k

such that u∗gSk ∈ [g], in particular,

Vc(k,M, [g]) � Vol(M,u∗gSk ).

Assume that there exists an admissible signed measure ξ with ν2(M,g, ξ) � 0 such
that there is an equality

ξ(M) = n
(
Vol(M,u∗g)

) 2
n Vol(M,g)

n−2
n = 2Ek(M,g).

Hersch’s trick implies that there exists uy in the canonical family of u such that
components of u are orthogonal to a ν1(M,g, ξ)-eigenfunction. Similarly to (4.11)
one obtains

ξ(M) � 2Eg(uy)
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with equality only if ν2(ξ) = 0. Combining with (4.12) one obtains

2Ek(M,g) = ξ(M)
1©
� 2Eg(uy)

2©
� n

(
Vol(M, (uy)

∗gSk )
) 2

n Vol(M,g)
n−2
n

3©
� n

(
Vol(M,u∗gSk )

) 2
n Vol(M,g)

n−2
n = 2Ek(M,g).

In particular, all inequalities are equalities. Equality in 1© implies that uy is a har-
monic map of spectral index 1 and ξ = |duy |2g dvg . Equality in 2© (or, equiva-

lently, (4.12)) implies that |duy |2g is constant and, in particular, ξ = b dvg for some
b ∈ R. Thus, uy is a conformal harmonic map with constant energy density, therefore,
a minimal immersion such that g = a(uy)

∗gSk . Since indS(uy) = 1, components of
uy are the first eigenfunctions. If (M, [g]) �= (Sk, [gSk ]) and u �= Gy′ for some con-
formal automorphism Gy′ , then equality in 3© implies y = 0. Otherwise, uy = Gy′′
for some y′′ and the equality statement in Theorem 1.6 follows.

4.6 Critical potentials

In this section we collect results on critical points of functionals associated with the
optimization problems studied above. The techniques of the proofs are standard and
go back to the papers [9, 11, 42]. We also make use of computations in [26] which
allow for a concise proof.

Definition 4.12 Let 0 < β ∈ C∞(M). We say that β is a critical density for the func-
tional

Fm(β) = λm(β)

∫
M

β dvg (4.15)

if for any smooth deformation β(t) > 0, β(0) = β , t ∈ (−ε, ε) one has

Fm(β(t)) � Fm(β) + o(t) or Fm(β(t)) � Fm(β) + o(t) (4.16)

as t → 0.

Proposition 4.13 Let 0 < β ∈ C∞(M) be a critical density for the functional (4.15).
Then there exists a smooth harmonic map u : (M,g) → S

k such that λm(β)β = |du|2g
and the components of u are λm(β)-eigenfunctions. In particular, indS(u) � m.

Conversely, let u : (M,g) → S
k be a smooth harmonic map. Then |du|2g is a criti-

cal density for the functional (4.15) with m = indS(u).

Proof The general strategy of the proof for such results is the same. For a smooth
deformation β(t) one first computes the derivative of (4.15) at a generic point t . For
critical β the derivative at t = 0 usually does not exist, but one can use criticality to
show that a certain quadratic form A(β ′(0)) on λm(β)-eigenspace is sign indefinite
for all β ′(0). After that, an application of Hahn-Banach separation theorem yields a
quadratic relation between elements of the eigenspace.
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For the functional (4.15), this was essentially carried out in [26], where the same
functional is considered on a larger space: namely, the metric g is also allowed to vary
in the conformal class. In particular, the computation in the proof of [26, Theorem 8]
gives that if

∫
M

β ′(0) dvg = 0, then the quadratic form

A(β ′(0))[φ,ψ] = −λm(β)

∫
M

β ′(0)φψ dvg

is sign indefinite. Combining with [26, Lemma 1], we deduce existence of λm(β)-
eigenfunctions u1, . . . , uk+1 such that

∑k+1
i=1 (ui)

2 = 1. Setting u = (u1, . . . , uk+1)

one has

0 = 1

2
�g(|u|2) = λm(β)β|u|2 − |du|2g,

which shows that λm(β)β = |du|2g . Since β is smooth, u is smooth and, furthermore,

�gu = λm(β)βu = |du|2gu,

i.e. u is a smooth harmonic map.
The proof of the converse is by now standard, we refer to [26] for details. �

We state the analogous theorem for potentials. This formulation has an advantage
that there is no restriction on the sign of potential and, for example, can be used to
study the functional (4.15) for β � 0. Note that the definition of a critical potential
has to be modified due to the fact that the space Pm is much more complicated than
C∞(M), so one has to allow one-sided deformations.

Definition 4.14 Let V ∈ C∞(M) ∩ Pm. We say that V is a critical potential for the
functional

V �→
∫

M

V dvg (4.17)

in Pm ∩ C∞(M) if for any smooth deformation [0, ε)  t �→ V (t) ∈ Pm ∩ C∞(M)

with V (0) = V , one has
∫

V (t) dvg �
∫

V dvg + o(t) (4.18)

as t → 0+.

Remark 4.15 By considering the deformation V (t) = V − t , it is easy to see that the
opposite of the inequality in (4.18) can never be enforced for arbitrary deformations
in Pm.

Proposition 4.16 Let V ∈ Pm ∩ C∞(M) be a smooth potential critical for the
functional (4.17) in Pm ∩ C∞(M). Then there exists a smooth harmonic map
u : (M,g) → S

k such that |du|2g = V and νm(V ) = 0. In particular, indS(u) � m.
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Conversely, let u : (M,g) → S
k be a smooth harmonic map. Then |du|2g ∈

PindS(u) ∩ C∞(M) is a critical potential for the functional (4.17) in PindS(u) ∩
C∞(M).

Proof Let V ∈ Pm ∩ C∞(M) be critical. If νm(V ) > 0, then the deformation V (t) =
V + t ∈ Pm ∩ C∞(M) for small t > 0. For this deformation, condition (4.18) is not
satisfied and, thus, νm(V ) = 0.

Let W ∈ C∞(M) be such that
∫

W dvg = 0. Consider the deformation V (t) =
V + tW for 0 � t < 0. Let

νi−1(V ) < 0 = νi(V ) = · · · = νm(V ) = · · · = νi+p(V ) < νi+p+1(V ),

so that νm(V ) has multiplicity p + 1. An application of Rellich-Kato perturbation
theory [32] (or [16, Lemma 3.2]) yields the following expressions for j = 0, . . . p

νi+j (V (t)) = γj t + o(t),

where γj are eigenvalues of the quadratic form A(W) on νm(V )-eigenspace

A(W)[φ,ψ] = −
∫

M

Wφψ dvg (4.19)

arranged in the increasing order. If A(W) > 0, then for some small δ > 0 one has
A(W + δ) > 0 and, as a result, V + t (W + δ) ∈ Pm for small t > 0. But

∫
M

V + t (W + δ) dvg =
∫

M

V dvg + t Vol(M,g) >

∫
M

V + o(t),

which contradicts (4.18). If A(W) < 0, then A(−W) > 0 and the same argument
yields a contradiction. Thus, A(W) is sign indefinite and the same application of
Hahn-Banach separation theorem as in the proof of Proposition 4.13 yields the
existence of νm(V )-eigenfunctions u1, . . . , uk+1 such that

∑k+1
i=1 (ui)

2 = 1. Setting
u = (u1, . . . , uk+1) one has

0 = 1

2
�g(|u|2) = V |u|2 − |du|2g,

which shows that V = |du|2g . Since V is smooth, u is smooth and, furthermore,

�gu = V u = |du|2gu,

i.e. u is a smooth harmonic map.
For the converse, let u be a harmonic map and let V = |du|2g . This implies that

the form A(W) is sign indefinite for all W such that
∫
M

W dvg = 0. Assume V is not
critical in PindS(u). Then there exists a deformation V (t) such that

a = 1

Vol(M,g)

∫
M

V ′(0) dvg > 0
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and V (t) ∈PindS(u). The latter implies that A(V ′(0)) � 0, therefore, A(V ′(0) − a) =
A(V ′(0)) + aI > 0. At the same time,

∫
V ′(0) − a dvg = 0 and, thus, A(V ′(0) − a)

has to be sign indefinite, a contradiction. �

For the remainder of this section M has non-empty boundary and we study critical
points of optimization problems associated with Examples 4.4 and 4.5. It turns out
that they correspond to free boundary harmonic maps to the unit ball Bk+1, similarly
to the situation for Steklov eigenvalues on surfaces, see [11, 26].

Definition 4.17 A smooth map u : (M,g) → B
k+1 is called free boundary harmonic

if u−1(Sk) = ∂M , �gu = 0 in the interior of M and ∂nu ⊥ S
k .

Equivalently, u is a free boundary harmonic map if components of u are eigen-
functions of the problem

{
�gf = νf in M;
∂nf = |∂nu|f on ∂M

with eigenvalue ν = 0. Note that this is exactly the problem from Example 4.5
with v = |∂nu|. We say that indS(u) = m if |∂nu| ∈ P∂

m+1 \ P∂
m, i.e. νm(|∂nu|) <

νm+1(|∂nu|) = 0. Similarly, u is a free boundary harmonic map if components of u

are eigenfunctions of the problem
{

�gf = 0 in M;
∂nf = σ |∂nu|f on ∂M

with eigenvalue σ = 1. This is exactly the problem from Example 4.4 with ρ = |∂nu|.
Then indS(u) = m iff σm−1(|∂nu|) < σm(|∂nu|) = 1.

The following definition is analogous to Definition 4.12.

Definition 4.18 Let 0 < ρ ∈ C∞(∂M). We say that ρ is a critical density the func-
tional

Gm(ρ) = σm(ρ)

∫
∂M

ρ dsg (4.20)

if for any smooth deformation ρ(t) > 0, ρ(0) = ρ, t ∈ (−ε, ε) one has

Gm(ρ(t)) � Gm(ρ) + o(t) or Gm(ρ(t)) � Gm(ρ) + o(t)

as t → 0.

Proposition 4.19 Let 0 < ρ ∈ C∞(∂M) be a critical point of the functional (4.20).
Then there exists a smooth free boundary harmonic map u : (M,g) → B

k+1 and
a positive constant such that σm(ρ)ρ = |∂nu| and the components of u are σm(ρ)-
eigenfunctions. In particular, indS(u) � m.

Conversely, let u : (M,g) → B
k+1 be a smooth free boundary harmonic map.

Then |∂nu| is a critical point of the functional (4.20) with m = indS(u).
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Proof The proof is similar to that of Proposition 4.13. The computation in the proof
of [26, Theorem 9] gives that the quadratic form

B(ρ′(0))[φ,ψ] = −σm(ρ)

∫
∂M

ρ′(0)φψ dsg

on σm(ρ)-eigenspace is sign indefinite as long as
∫
∂M

ρ′(0) dsg = 0. Combining
with [26, Lemma 1] we deduce the existence of σm(ρ)-eigenfunctions u1, . . . , uk+1
such that

∑k+1
i=1 (ui)

2 = 1 on ∂M . Setting u = (u1, . . . , uk+1) one has �g(|u|2) =
−2|du|2g � 0, therefore, by the maximum principle |u| � 1 with equality only on
∂M . Furthermore, ∂nu = σm(ρ)ρu = |∂nu|u, so u is a free boundary harmonic map
and σm(ρ)ρ = |∂nu|. �

Finally, we state the corresponding result for potentials.

Definition 4.20 Let v ∈ C∞(∂M). We say that v is a critical potential for the func-
tional

v �→
∫

M

v dsg (4.21)

in P∂
m ∩ C∞(∂M) if for any smooth deformation v(t) ∈ P∂

m ∩ C∞(∂M), v(0) = v,
0 � t < ε one has

∫
v(t) dsg �

∫
v dvg + o(t)

as t → 0+.

Proposition 4.21 Let v ∈ P∂
m be a smooth potential critical for the functional (4.21)

in P∂
m. Then there exists a smooth free boundary harmonic map u : (M,g) → B

k+1

such that |∂nu| = v and νm(v dsg) = 0. In particular, indS(u) � m.
Conversely, let u : (M,g) → B

k+1 be a smooth free boundary harmonic map.
Then |∂n| ∈ P∂

indS(u) is a critical potential for the functional (4.21) in P∂
indS(u).

Proof The proof is completely analogous to the proof of Proposition (4.16). The only
difference is in the expression for the quadratic form (4.19). For deformations v(t)

the eigenvalues νm(v(t) dsg) change according to the eigenvalues of

B(v′(0))[φ,ψ] = −
∫

∂M

v′(0)φψ dsg.

The same argument yields the fact that B is sign indefinite as long as
∫
∂M

v′(0) dsg =
0. One then concludes the existence of eigenfunctions u1, . . . , uk+1 such that∑k+1

i=1 (ui)
2 = 1 on ∂M . The end of the proof is the same as in Proposition 4.19. �

Remark 4.22 The last two results suggest that it should be possible to develop ex-
istence theory for free boundary harmonic maps along the lines of what is done in
Sects. 2 and 3.
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Appendix

A.1 Properties of the distance function to a submanifold N ⊂ R
L

As in Sect. 2, let Nk be a closed manifold of dimension k embedded isometrically
N ⊂ R

L in the Euclidean space R
L. Let U = Bδ0(N) ⊂ R

L be a tubular neighbor-
hood on which the nearest-point projection

�N : U → N

is smooth, and for every x ∈ U , denote by P(x),P ⊥(x) ∈ End(RL) the projections

P(x) := PT�(x)N onto T�(x)N

(viewing T�(x)N as a subspace of RL) and

P ⊥(x) = I − P(x).

For x ∈ N , denote by IIN(x) ∈ Sym2(T N) ⊗ T ⊥N the second fundamental form

IIN(x)(X,Y ) := (DXY)⊥ for X,Y ∈ �(T N),

and for general x ∈ U , denote by B(x) ∈ Sym2(RL) ⊗R
L the tensor

B(x)(X,Y ) := IIN(�N(x))(P (x)X,P (x)Y ).

Since the nonlinear potential term in the energies Eε defined in Sect. 2 coincides
with the smooth function 1

2d2
N in a neighborhood of N , it will be useful for us to

record the following estimate for Hess(d2
N). The following proposition is proved

in [39, Propositions 3.3, 3.5].

Lemma 5.1 (Mantegazza [39]) There is a constant C(N) such that on the tubular
neighborhood U = Bδ0(N),

∣∣∣∣Hess

(
1

2
d2
N

)
(x)(X,Y ) − 〈X,P ⊥(x)Y 〉 + dN(x)〈B(x)(X,Y ),∇dN(x)〉

∣∣∣∣
� Cd2

N(x)|X||Y |
for any x ∈ U and X,Y ∈R

L.

A.2 Proofs of monotonicity and small energy regularity for the Ginzburg-Landau
approximation

The energy monotonicity and small energy regularity results for functionals like those
defined in Sect. 2.1 above are well known to experts (see in particular [2]), but since
it is somewhat difficult to find a complete, correct proof for the small energy reg-
ularity statement in the literature, we include the arguments below for the reader’s
convenience.
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Lemma 5.2 Let u : M →R
L be a critical point for Eε . Then on geodesic balls Br(p)

of radius r < inj(M), we have

d

dr

(
eCr2

r2−n

∫
Br(p)

eε(u)

)
� eCr2

r2−n

(∫
∂Br (p)

∣∣∣∣ ∂uε

∂νp

∣∣∣∣
2

+ 2

r

∫
Br(p)

W(uε)

ε2

)
,

where νp denotes the gradient of the distance function dp to p, and C = C(n, k) is a
constant depending on the geometry of (M,g) only through the dimension n = dimM

and a sectional curvature bound k � |SecM |.
Proof The map u : M → R

L is a critical point for Eε if and only if it satisfies (2.6),
and it is straightforward to check that the two-tensor

Tε(u) := eε(uε)g − du∗
εduε

must be divergence-free for any map u solving (2.6), where we’ve set

eε(u) := 1

2
|du|2 + W(u)

ε2
.

Pairing the condition div(Tε(u)) = 0 against the vector field X(p) = 1
2∇d2

p on a
small geodesic ball Br(p), one finds

∫
Br (p)

〈Tε(u),DX〉 =
∫

∂Br (p)

Tε(u)(X,νp) = r

∫
∂Br (p)

Tε(u)(νp, νp).

It follows from the Hessian comparison theorem for the distance function dp that
|DX − g| � Cd2

p for some constant C(n, k) depending only on n = dimM and a
sectional curvature bound |SecM |� k, so the preceding identity yields

r

∫
∂Br (p)

Tε(u)(νp, νp) �
∫

Br (p)

〈Tε(u), g〉 − C′(n, k)r2
∫

Br (p)

eε(u).

By definition of Tε(u), we can rewrite the above as

r

∫
∂Br (p)

(
eε(uε) −

∣∣∣∣ ∂uε

∂νp

∣∣∣∣
2
)
�

�
∫

Br (p)

(n − 2)eε(u) + 2
W(u)

ε2
− C′(n, k)r2

∫
Br (p)

eε(u),

from which the desired monotonicity statement follows. �

Lemma 5.3 There exists a constant η0(N,n, k) > 0 depending only on the target
manifold N ⊂ R

L, the dimension n = dimM , and a sectional curvature bound
|Sec(M,g)| � k, such that if u : Br(p) → N solves (2.6) on a ball B2r (p) ⊂ M with
2r < min{inj(M,g),1}, and

r2−nEε(u;B2r (p)) < η0,

then r2eε(u) � 1 on Br/2(p).
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Proof Here we follow essentially the same argument as in [2], taking care in our
computations to avoid some minor errors introduced in that paper. Note first that for
solutions of (2.6), the Bochner formula gives

−d∗deε(u) =

=|Hess(u)|2 + 〈Ric(g), du∗du〉 − 〈du,d�u〉 + div

(
DjW(u)

ε2
duj

)

=|Hess(u)|2 + 〈Ric(g), du∗du〉 + 2ε−2D2
ijW(u)〈dui, duj 〉 + |DW(u)|2

ε4
.

By Lemma 5.1, we know that

Hess(d2
N) �−C(N)dNgRL

as quadratic forms on a tubular neighborhood of N ⊂ R
L, so since W(u) = 1

2dN(u)2

where dN(u) � δ0/2, it follows that

D2W(u) � −C(N)|DW(u)|gRL where dN(u) � δ0/2,

and it is straightforward to check that

|D2W(u)| � C(N)W(u) where dN(u) � δ0/2,

so that

D2W(u) � −C(N) (|DW(u)| + W(u))gRL (5.1)

holds for any value of u.
Using (5.1) and a simple application of Young’s inequality, we see that

2ε−2D2
ijW(u)〈dui, duj 〉 + |DW(u)|2

ε4
�

�− C(N)ε−2 (|DW(u)| + W(u)) |du|2 + |DW(u)|2
ε4

�− C(N)2|du|4 − |DW(u)|2
ε4

− W(u)2

ε4
+ |DW(u)|2

ε4

�− C(N)2|du|4 − W(u)2

ε4 � −C′(N)eε(u)2.

Returning to the Bochner identity computation, we arrive at the following estimate.

−d∗deε(u) � −C(n, k)eε(u) − C(N)eε(u)2. (5.2)

Now, define ψ ∈ C1
0(Br(p)) by

ψ(x) := dist(x, ∂Br(p))2eε(u)(x),
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and suppose ψ achieves its max at x0 ∈ Br(p). Setting σ0 := dist(x0, ∂Br(p))/2 < 1,
observe that

dist(x, ∂Br(p)) � dist(x0, ∂Br(p)) − σ0 �
1

2
dist(x0, ∂Br(p)) for all x ∈ Bσ0(x0),

and consequently

eε(u)(x) = ψ(x)

dist(x, ∂Br(p))2

� 4ψ(x)

dist(x0, ∂Br(p))2
� 4ψ(x0)

dist(x0, ∂Br(p))2
� 4eε(u)(x0)

for all x ∈ Bσ0(p). In particular, on the ball Bσ0(x0), it follows from (5.2) that

�eε(u) � C(n, k)eε(u) + C(N)eε(u)(x0)eε(u). (5.3)

Next, for any smooth function f ∈ C∞(M), standard computations give

d

ds

(
s1−n

∫
∂Bs(x0)

f

)
=

=s1−n

∫
∂Bs(x0)

f (−�dx0) + (1 − n)s−n

∫
∂Bs(x0)

f − s1−n

∫
Bs(x0)

�f

= − s1−n

∫
Bs(x0)

�f + s1−n

∫
∂Bs(x0)

(
(1 − n)

dx0

− �dx0

)
,

while the Hessian comparison theorem gives

1 − n

dx0

− �dx0 � −C(n, k),

so that we arrive at the mean value inequality

d

ds

(
s1−n

∫
∂Bs(x0)

f

)
� −s1−n

∫
Bs(x0)

�f − C(n, k)s1−n

∫
∂Bs(x0)

f. (5.4)

In particular, taking f = eε(u) and applying (5.3) gives

d

ds

(
s1−n

∫
∂Bs(x0)

eε(u)

)
�

�− C(N,n, k)(1 + eε(u)(x0))s
1−n

∫
Bs(x0)

eε(u) − C(n, k)s1−n

∫
∂Bs(x0)

eε(u)

for all s ∈ [0, σ0).
For a suitable constant C = C(N,n, k), it follows that

d

ds

(
s1−neCs

∫
∂Bs(x0)

eε(u)

)
� −C[1 + eε(u)(x0)]s1−n

∫
Bs(x0)

eε(u)
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for all s ∈ [0, σ0). Note, moreover, that for s ∈ [0, σ0) we have

s1−n

∫
Bs(x0)

eε(u) �
(

s−n

∫
Bs(x0)

eε(u)

)1/2 (
s2−n

∫
Bs(x0)

eε(u)

)1/2

�

(since eε(u) � 4eε(u)(x0)) � 2(eε(u)(x0))
1/2

(
s2−n

∫
Bs(x0)

eε(u)

)1/2

At the same time, by Lemma 5.2, we have

s2−n

∫
Bs(x0)

eε(u) � C′(n, k)r2−n

∫
Br (x0)

eε(u) � C′(n, k)r2−nEε(u;B2r (p0)).

Thus, assuming that

r2−nEε(u;B2r (p)) < η, (5.5)

we can combine the estimates above to arrive at an inequality of the form

d

ds

(
s1−neCs

∫
∂Bs(x0)

eε(u)

)
� −C(N,n, k)[1 + eε(u)(x0)]eε(u)(x0)

1/2η1/2

for all s ∈ [0, σ0).
In particular, for any σ ∈ [0, σ0), upon integrating the preceding inequality over

s ∈ [0, σ ), we see that

eε(u)(x0)� Cσ−nEε(u;Bσ (x0)) + Cση1/2[1 + eε(u)(x0)]
√

eε(u)(x0)

� C0(N,n, k) ·
(
σ−2η + ση1/2[1 + eε(u)(x0)]

√
eε(u)(x0)

)
.

Multiplying through by σ 2 and setting β(σ) := σ 2eε(u)(x0), we can rewrite this
estimate as

β(σ) � C0 ·
(
η + η1/2[σ 2 + β(σ)]√β(σ)

)
(5.6)

Recall that

β(σ0) = σ 2
0 eε(u)(x0) = 1

4
max

x∈Br(p)
dist(x, ∂Br(p))2eε(u)(x),

so to complete the proof of the theorem, it suffices to show that

β(σ0) = σ 2
0 eε(u)(x0) � 1/16

provided η is sufficiently small. Indeed, if we assume that β(σ0) > 1/16, then there
must be some σ ∈ (0, σ0) for which

β(σ) = σ 2eε(u)(x0) = 1/16.
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At this σ ∈ (0, σ0) ⊂ (0,1), the inequality (5.6) gives

1

16
� C0 ·

(
η + η1/2

(
1 + 1

16

)
1

4

)
, (5.7)

but clearly this cannot hold for η < η0(N,n, k) given by C0

(
η0 + η

1/2
0

)
= 1

100 . This

completes the proof. �

Remark 5.4 Examining the proof of Lemma 5.3, one sees that just two properties of
eε(u) play an essential role: the elliptic inequality (5.2) and the energy monotonic-
ity stated in Lemma 5.2. Using the same proof, one can likewise argue that for any
nonnegative function 0 � f ∈ C∞(M) satisfying

d

dr

(
eA1r

2
r2−n

∫
Br(p)

f

)
� 0

and

d∗df � A2(f + f 2)

on M for some constants A1, A2, there exists η0(M,A1,A2) > 0 such that if

r2−n

∫
B2r (p)

f < η0

for some 2r < min{inj(M,g),1}, then

‖f ‖L∞(Br/2(p)) � 1/r2.

A.3 Universal lower bound on the energy of sphere-valued harmonic maps

In this subsection we prove the following proposition, which is needed for the proof
of Lemma 3.6.

Proposition 5.5 For any closed Riemannian manifold (Mn,g), there exists a positive
constant β(M) > 0 such that

E(u) � β

for any nonconstant harmonic map u : M → S
k to the unit sphere of any dimension

k ∈ N.

The main ingredient needed to prove the proposition is the following simple
lemma, observing that the constants in a simplified version of the small energy reg-
ularity theorem for sphere-valued harmonic maps–originally proved in [10]–do not
depend on the dimension k of the target sphere S

k .
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Lemma 5.6 On a closed Riemannian manifold (Mn,g), there exist constants
β0(M) > 0 and C(M) < ∞ such that if u : M → S

k is a harmonic map to the unit
sphere of any dimension k ∈ N of energy

E(u) < β0,

then

‖du‖2
L∞(M) < CE(u).

Proof Recall that for sphere-valued harmonic maps u : M → S
k , the Bochner identity

gives

−1

2
d∗d|du|2 = |Hess(u)|2 + 〈RicM,du∗du〉 − |du|4,

so in particular we have the inequality

d∗d|du|2 � CM(|du|2 + |du|4), (5.8)

where the dimension k of the target sphere S
k plays no role. Likewise, the standard

monotonicity identity for harmonic maps gives

d

dr

(
eCMr2

r2−n

∫
Br (p)

|du|2
)
� 0, (5.9)

where, as in Lemma 5.2, the constant C = CM depends only on the dimension n and
curvature bounds of the domain manifold (Mn,g).

In particular, per Remark 5.4, setting δM = inj(M)/2, it follows that there exists
some η0(M) < 0 independent of k such that if

δ2−n

∫
B2δ(p)

|du|2 < η0, (5.10)

then

‖du‖L∞(Bδ/2(p)) � 1/δ.

Thus, if

E(u) < β0,

where β0 := 1
2δn−2

M η0, then we can apply the preceding estimate on the ball B2δ(p)

of radius 2δM = inj(M) at every point p ∈ M , obtaining

‖du‖L∞(M) � C(M) = 1/δM.

Returning to the Bochner formula for |du| and estimating |du|4 � CM |du|2, we
deduce that if E(u) < β0, then

dd∗|du|2 � C′
M |du|2.
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From here, we may apply the mean value inequality (5.4) with f = |du|2 to see that
for any x0 ∈ M and s ∈ (0, inj(M)),

d

ds

(
s1−n

∫
∂Bs(x0)

|du|2
)
� −C′

Ms1−n

∫
Bs(x0)

|du|2 − CMs1−n

∫
∂Bs(x0)

|du|2,

whence

d

ds

(
s1−neCs

∫
∂Bs(x0)

|du|2
)
�−Cs1−n

∫
Bs(x0)

|du|2

for a suitable constant C = C(M) still independent of k. In particular, taking x0 such
that |du|2(x0) = maxp∈M |du|2(p), a simple application of Hölder’s inequality to the
preceding estimate gives

d

ds

(
s1−neCs

∫
∂Bs(x0)

|du|2
)
�−C′

(
s2−n

∫
Bs(x0)

|du|2
)1/2

|du|(x0),

while (5.9) gives

s2−n

∫
Bs(x0)

|du|2 � CE(u),

so that

d

ds

(
s1−neCs

∫
∂Bs(x0)

|du|2
)
� −C

√
E(u)|du|(x0).

Choosing t ∈ [δM/2, δM ] such that
∫

∂Bt (x0)

|du|2 � 2

δM

∫
BδM

(x0)

|du|2 < C′(M)E(u)

and integrating the preceding inequality over s ∈ [0, t), we find that

t1−neCt

∫
∂Bt (x0)

|du|2 − Vol(Sn−1)|du|(x0)
2 � −Ct

√
E(u)|du|(x0).

Rearranging and recalling that t ∈ [δM/2, δM ], we obtain an estimate of the form

|du|(x0)
2 � CM

(√
E(u)|du(x0)| + E(u)

)
,

and by a simple application of Cauchy-Schwarz to the term
√

E(u)|du|(x0), we arrive
at an inequality of the desired form

|du|2(x0) � CE(u),

completing the proof. �

We can now complete the proof of Proposition 5.5.
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Proof of Proposition 5.5 Let u : Mn → S
k be a harmonic map of small energy

E(u) < β0,

where β0 is the constant from Lemma 5.6, so that

‖du‖2
L∞(M) < CE(u).

Fixing any x0 ∈ M , it then follows that

|u(x) − u(x0)| � C
√

E(u)dist(x, x0)

for any x ∈ M . In particular if

E(u) < β(M) := min{β0, (Cdiam(M))−2},
writing e0 := u(x0), it follows that

〈u(x), e0〉 >
1

2

for all x ∈ M . But it is easy to see that this forces u to be constant: if 〈u(x), e0〉 > 1
2 ,

intregrating the harmonic map equation

�u = |du|2u
against the constant vector e0 gives

0 =
∫

|du|2〈u, e0〉 � 1

2

∫
M

|du|2.

This completes the proof. �
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