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Abstract
In enumerative geometry, Virasoro constraints were first conjectured in Gromov-
Witten theory with many new recent developments in the sheaf theoretic context.
In this paper, we rephrase the sheaf theoretic Virasoro constraints in terms of primary
states coming from a natural conformal vector in Joyce’s vertex algebra. This shows
that Virasoro constraints are preserved under wall-crossing. As an application, we
prove the conjectural Virasoro constraints for moduli spaces of torsion-free sheaves
on any curve and on surfaces with only (p,p) cohomology classes by reducing the
statements to the rank 1 case.

Mathematics Subject Classification 14F08 · 14H60 · 14J60 · 17B68 · 17B69

1 Introduction

This paper concerns the Virasoro constraints on sheaf counting theories. Given a
moduli space of sheaves M with a virtual fundamental class [M]vir we may produce
numerical invariants by integrating natural cohomology classes – called descendents
– against the virtual fundamental class. The Virasoro conjecture predicts that these
numerical invariants are constrained by some explicit and universal relations. The
main result of this paper is proof of those constraints in the following cases:

Theorem A (=Theorem 6.1) The Virasoro constraints (Conjecture 1.5) hold for the
following moduli spaces when there are no strictly semistable sheaves:

1. The moduli spaces MC(r, d) of slope semistable bundles on any smooth projective
curve C.
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2. The moduli spaces MH
S (r, c1, c2) of slope or Gieseker semistable torsion-free

sheaves on any smooth projective surface S with h1,0(S)= h2,0(S)= 0.
3. Assuming that a necessary wall-crossing formula holds (see Assumption 5.8), the

moduli spaces MH
S (β,n) of slope semistable one-dimensional sheaves on any

smooth projective surface S with h1,0(S)= h2,0(S)= 0.1

Theorem 6.1 also proves an analog of (1), (2) and (3) in the presence of strictly
semistable sheaves as stated in Conjecture 1.10. The case (2) of the theorem solves
the conjecture of D. van Bree in [63] (see Remark 2.17 for a comparison of our for-
mulation with van Bree’s). In the cases of S = P

2 and S = P
1 × P

1, an alternative
proof of (2) was given by the first author in [9] without relying on the previous result
for Hilbn(S) in [48]. The formulation of the other two cases is new; indeed, we pro-
vide a very general conjecture that includes many other interesting cases. The proof
of Assumption 5.8 making (3) self-contained will be addressed in the future.

Our work relies in a fundamental way on the vertex algebra that D. Joyce recently
introduced [21, 26, 31] to study the wall-crossing of moduli spaces of sheaves. We
explain how the Virasoro constraints can be naturally formulated in this language.

Theorem B (=Theorem 4.12 and Theorem 1.9) Let X be a curve or a surface with
pg = 0. There is a natural conformal element ω in the vertex algebra V

pa• for
which the corresponding Virasoro operators L

pa
n are dual to the Virasoro operators

L
pa
n : DX,pa → D

X,pa for n ≥ −1 on the pair descendent algebra. A moduli space of
sheaves (or pairs) satisfies the Virasoro constraints if and only if its class in qV

pa• (or
V

pa• ) is a primary state.

As a consequence of this description, the wall-crossing machinery developed by
Joyce can be used to prove a compatibility between wall-crossing and the Virasoro
constraints.

Theorem C (=Propositions 3.11 and 3.13) The Virasoro constraints are compatible
with wall-crossing.

Theorem C also holds in the setting of quivers as was shown by the first author in
[9, Theorem 1.2]. This was used to conclude Virasoro constraints for moduli spaces
of semistable (framed) representations of quivers in loc. cit.

Our proof of Theorem A uses this wall-crossing compatibility to reduce the state-
ment to the rank 1 case; for curves, the rank 1 case can be shown directly or via
Joyce-Song wall-crossing, and for surfaces, it was already proven in [47, 48]. We re-
mark that the hypotheses h1,0(S)= h2,0(S)= 0 are currently necessary: h2,0(S)= 0
is needed to have a vertex algebraic interpretation of the Virasoro constraints (cf.
Theorem B), and hence wall-crossing compatibility, and h1,0(S)= 0 is necessary in
the proof of the constraints for the Hilbert scheme of points in [47]; we hope these
restrictions can be lifted in the future.

1In [56], the ring structure of the cohomology of the moduli spaces of one-dimensional sheaves on S = P
2

is studied in terms of descendents. It would be interesting to find out whether the Virasoro constraints are
implied by the relations they prove in [56, Proposition 2.6].
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1.1 History

Virasoro constraints The study of Virasoro constraints on curve counts traces
back to the origins of Gromov-Witten (GW) theory and intersection theory on the
moduli space of stable curves, in Witten’s foundational paper [64]. Witten conjec-
tured that integrals of products of descendents – certain natural classes in H •(Mg,n)

– obeyed some explicit relations. The relations he proposed were equivalent to cer-
tain differential operators, which satisfy the Virasoro bracket relation, annihilating
the partition function which encodes all the integrals of descendents on Mg,n. Wit-
ten’s conjecture was proven by Kontsevich [34] and new proofs were obtained by
Okounkov-Pandharipande [52] and Mirzakhani [45].

In [15], the authors extended the Virasoro conjecture to the GW invariants of a
variety X. Since then, a lot of effort has been put into proving the result for some
target varieties X; most notably, the conjecture is now known when X is a toric
variety (or, more generally, when X has semisimple quantum cohomology) by work
of Givental and Teleman [19, 60] and when X is a curve by work of Okounkov-
Pandharipande [51]. The general case, however, is still out of reach.

In [43, 44], Maulik-Nekrasov-Okounkov-Pandharipande propose a deep connec-
tion between Gromov-Witten invariants and Donaldson-Thomas (DT) invariants of
3-folds. Such correspondence suggested that the DT descendent invariants should
as well be constrained by some sort of Virasoro operators. Almost 15 years ago, not
long after the proposal of the MNOP conjecture, Oblomkov, Okounkov and Pandhari-
pande were able to predict the precise form for the DT Virasoro operators (at least
for X = P

3, see [54, Conjecture 8]) from experimental data with X toric. The un-
derstanding of the MNOP correspondence at the time, however, was not sufficiently
explicit to be used effectively to relate the conjectures on the GW and on the DT
sides. Recently, the GW/PT descendent correspondence has been made more effec-
tive and this allowed a proof of the DT Virasoro conjecture when X is a toric 3-fold
in the stationary regime [48].2

Taking a surface S and X = S × P
1 it is possible to deduce some Virasoro con-

straints for the Hilbert scheme of points on S from the PT Virasoro constraints on X.
The third author used a universality argument in [47] to prove such constraints for
every surface with H 1(S)= 0 by starting with the toric results in [48]. Subsequently,
van Bree proposed a generalization of the Hilbert scheme constraints to the mod-
uli spaces of torsion-free stable sheaves on a surface S and made several non-trivial
checks for toric S using localization [63].

While the Virasoro constraints on sheaf-counting theories come historically from
Gromov-Witten theory, they form a rich theory themselves as indicated by the exam-
ples where they can be studied – DT, PT, Hilbert scheme, stable torsion-free sheaves
on surfaces. We show that they have an independent meaning and origin by connect-
ing them to the geometric construction of the vertex algebras of Joyce [26] which
were developed to study wall-crossing.

2The results in [48] are formulated entirely in the theory of stable pairs, also known as Pandharipande-
Thomas (PT) invariants, and not DT invariants. In the stationary regime for toric 3-folds, however, the two
formulations of Virasoro are known to be equivalent.
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Wall-crossing and vertex algebras When Donaldson [13] introduced his in-
variants counting anti-self-dual instantons, they were intrinsically dependent on the
choice of a metric g of the underlying four-manifold. Varying g leads to discon-
tinuous jumps of the invariants along codimension one walls, a phenomenon called
“wall-crossing”. The precise description of the wall-crossing contributions has been
given in [36] and many further studies have been conducted.

With the goal of treating wall-crossing phenomena uniformly, Joyce [27–30] de-
veloped a theory which could be applied in large generality to abelian categories.
Here the metric was replaced by stability conditions and instantons by semistable ob-
jects. Using a Lie algebra structure, he was able to define motivic invariants counting
semistable objects and described how they change when varying the stability condi-
tions. Further refinements to include DT theory of Calabi-Yau 3-folds were consid-
ered by Joyce-Song [32] and Kontsevich-Soibelman [35].

The (virtual) fundamental classes of sheaves are however not motivic outside of
the realm of Calabi-Yau 3-folds, so their theories were not sufficient for studying
other geometries. In a more recent development, Joyce [26] introduced a sheaf-
theoretic construction of vertex algebras (see [10, 33, 37] for a gentle introduction
to this topic).3 Vertex algebras are representation theoretic objects introduced by
Borcherds [10] and they give an axiomatization of conformal field theories in two
dimensions [5]. The Lie bracket operation induced from the sheaf-theoretic vertex
algebras was used to describe wall-crossing of virtual fundamental classes counting
semistable objects, as conjectured in [21] and proven in many cases by Joyce [31].
For surfaces, these wall-crossing formulae are related to the work of Mochizuki [46]
where the formulae are presented without vertex algebras.

Wall-crossing has been used in [7, 8] to give explicit formulae for all descendent
invariants of punctual Quot schemes on surfaces and Calabi-Yau fourfolds, and in
[11] to study moduli spaces of vector bundles on curves. However, further structures
coming from the vertex algebra remained a mystery. We fill this gap by giving a geo-
metric interpretation of a natural conformal element in terms of Virasoro constraints.
The conformal element induces a representation of the Virasoro algebra on Joyce’s
vertex algebra [26]. The Virasoro operators {Ln}n∈Z act on the homology of the stack
where wall-crossing takes place, defining a smaller Lie algebra of primary/physical
states [5, 10]. We show that the Virasoro constraints are precisely the statement that
(virtual) fundamental classes of moduli of semistable sheaves are primary states, and
thus are preserved by wall-crossing. We use this new technique, together with a rank
reduction to the case of rank 1, to prove existing and new conjectures about Virasoro
constraints.

1.2 Moduli of sheaves and pairs

Let X be a smooth projective variety over the complex numbers. Typically, we will
restrict ourselves to small dimension X (up to dimension 3) so that the moduli spaces

3See also H. Liu’s work [39] where he extends it to K-theory and multiplicative vertex algebras.
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of sheaves that we consider have a virtual fundamental class in the sense of Behrend-
Fantechi [4].4

The main objects in this paper are moduli spaces M which parameterize
semistable sheaves on X and their cohomology ring. Throughout this Introduction
and Sect. 2, when we refer to a general moduli space M we assume that:

1. M is a projective scheme of finite type.
2. There are no C-points of M corresponding to strictly semistable sheaves.
3. Deformation theory at [G] ∈M is given by

Tan= Ext1(G,G)

Obs= Ext2(G,G)

0= Ext>2(G,G) .

In such conditions, M admits a virtual fundamental class [M]vir ∈H•(M) by [4].
There are many examples of moduli of sheaves on curves, surfaces and Fano 3-folds
where all the assumptions are satisfied. To facilitate the exposition, for the introduc-
tion we will also assume that there exists a universal sheaf G in M × X; we will
explain why this is not necessary in Sect. 2.4. Note that a universal sheaf, when
it exists, is non-unique: given a universal sheaf G and a line bundle L on M , the
sheaf G⊗ p∗L is also a universal sheaf (where p : M ×X →M is the projection)
parametrizing the same objects.

Later in the paper we will also formulate Virasoro constraints for moduli spaces
M that have strictly semistable sheaves, by using Joyce’s invariant class

[M]inv ∈H•(Mrig
X ) ,

which is defined by a wall-crossing formula as we will overview in Sect. 5.3. This
generalization will play an important role in the inductive argument used to prove
Theorem A.

Remark 1.1 The relation between the coarse moduli spaces M and their invariant
classes [M]inv is not obvious in the presence of strictly semistables because there
need not be a map M →Mrig

X . So saying that M satisfies Virasoro constraints is an
abuse of terminology that we will repeatedly make throughout this work.

Apart from the moduli of sheaves, we also study those of pairs. We fix a sheaf V

on X and we let P be a moduli space parametrizing a sheaf F together with a map
V → F (with some stability condition). We make the following assumptions:

1. P is a projective scheme of finite type.
2. There are no C-points of P corresponding to strictly semistable pairs.

4Virasoro constraints are also expected for moduli spaces of sheaves on Calabi-Yau 4-folds, admitting a
virtual fundamental class in the sense of Oh-Thomas [50]. However, we will not consider this case here
and it will be the subject of future work.
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3. There is a unique universal pair q∗V → F in P ×X where q : P ×X →X is the
projection.

4. Deformation theory at [V → F ] ∈ P is given by

Tan= Ext0([V → F ],F )

Obs= Ext1([V → F ],F )

0= Ext>1([V → F ],F ) .

In such conditions, P admits a virtual fundamental class [P ]vir ∈ H•(P ). Various
moduli of pairs on curves and surfaces satisfy these assumptions; Quot schemes with
at most one-dimensional quotients and moduli of Bradlow pairs.

There are two important differences between moduli spaces of sheaves and pairs.

1. The first is the difference in obstruction theory. It is apparent from comparing Ex-
ample 2.6 and the definition of the Virasoro operators in Sect. 2.3 that obstruction
theory dictates their form.

2. The second is the uniqueness or non-uniqueness of the universal object. This dif-
ference will play a crucial role in our treatment of the Virasoro constraints for
moduli of sheaves and for moduli of pairs.

Remark 1.2 When we refer to moduli of sheaves we are mostly thinking about mod-
uli of sheaves without fixed determinant. This is implicit in the obstruction theory
above since when the determinant is fixed the deformation theory should instead use
traceless Ext groups:

Exti (G,G)0 = ker
(

Exti (G,G)→Hi(OX)
)

.

We explain how to obtain a fixed determinant version of the Virasoro constraints in
Sect. 2.8 when h1,0 �= 0 but hp,0 = 0 for p > 1. Although a conjecture for Hilbert
schemes of points on surfaces with possibly pg = h2,0 > 0 (which have traceless de-
formation theory) appears in [47], our approach in this paper is currently not suitable
to understand it. We hope to pursue this direction in the future.

Remark 1.3 Virasoro constraints that we study for moduli of sheaves naturally gen-
eralize to moduli of objects in a derived category Db(X). Indeed, moduli spaces of
stable pairs on a 3-fold X (with Hi(OX)= 0 for i > 0) in the sense of Pandharipande-
Thomas [53] are instances of such. We emphasize here that stable pairs on 3-folds are
subject to Virasoro constraints of sheaf type rather than pair type, despite their name.
This is because virtual classes are constructed using the obstruction theory governed
by Exti (I •, I •) where I • = [OX → F ] ∈Db(X).

1.3 Universal sheaves and descendents

Descendents on M are defined using a slant product construction with a universal
sheaf G and the maps
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Definition 1.4 We let DX be the supercommutative algebra generated by symbols
chH

i (γ ) for i ≥ 0, γ ∈ H •(X) (see Definition 2.3). The geometric realization with
respect to a universal sheaf G in M ×X is the algebra homomorphism

ξG : DX →H •(M)

defined on generators chH
i (γ ) with γ ∈Hr,s(X) by

ξG

(
chH

i (γ )
)
= p∗

(
chi+dim(X)−r (G) q∗γ

)
.

The shift in the index of the Chern character using the Hodge degree of γ is non-
standard, but useful for a cleaner formulation of the Virasoro operators. With this
convention, we may think of ξG(chH

i (γ )) as being in Hi,i−r+s(M) (of course M

might be singular, so a Hodge decomposition may not exist). See also Remark 2.4.
The main objects of study in this paper are descendent integrals, i.e., the enumer-

ative invariants obtained by integrating descendents against the virtual fundamental
classes

∫

[M]vir
ξG(D) ,

∫

[P ]vir
ξF(D) for D ∈D

X.

Note that the descendent invariants of M depend in principle on the choice of uni-
versal sheaf G. For some D in the descendent algebra, however, they do not depend
on this choice; these D form what we call the weight 0 descendent algebra D

X
wt0 (cf.

Sect. 2.4). For D ∈D
X
wt0 we will omit the geometric realization morphism and write

∫

[M]vir
D =

∫

[M]vir
ξG(D)

for any universal sheaf G since it does not depend on such choice.
The Virasoro constraints say that these numbers satisfy some explicit universal

relations. These relations are stated using certain operators

Lwt0 : DX →D
X
wt0 , LV

k :DX →D
X , k ≥−1

that we will introduce in Sect. 2.

Conjecture 1.5 (Virasoro for sheaves) Let M be a moduli of sheaves as before. Then

∫

[M]vir
Lwt0(D)= 0 for any D ∈D

X.
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Conjecture 1.6 (Virasoro for pairs) Let P be a moduli of pairs as before. Then
∫

[P ]vir
ξF

(
LV
k (D)

)
= 0 for any k ≥ 0, D ∈D

X.

In Example 2.24 we illustrate very explicitly how the constraints look like in the
case of rank 2 stable bundles over a curve.

Remark 1.7 The previous Virasoro conjectures for sheaves in [47, 48, 63] require a
specific choice of a universal sheaf and Sk operators.5 Conjecture 1.5 improves the
formulation by avoiding both of these, and we prove that the two formulations are
equivalent (see Proposition 2.16). Conjecture 1.6 for pairs is new and we provide
convincing evidences by proving it for various geometries in this paper.

1.4 Joyce’s vertex algebra

D. Joyce recently introduced a vertex algebra and a closely related Lie algebra as-
sociated to the derived category Db(X) [21, 26, 31]. Joyce proposes to use his Lie
algebra to study wall-crossing formulae for moduli of sheaves (or, more generally,
moduli of semistable objects in a C-linear abelian or triangulated category).

The vertex algebra is constructed using the homology of the (higher) moduli stack
MX parametrizing objects in the triangulated category Db(X). He defines a vertex
algebra structure on

V• = pH•(MX) ,

where pH• is meant to denote an appropriate shift in the grading of the homology.
The two most important ingredients for a vertex algebra are a translation operator
T and a state-field correspondence Y(−, z); we will recall the definition of vertex
algebras in Sect. 3.1. In our setting, the translation operator is obtained from the
BGm–action on MX ; the state-field correspondence Y(−, z) is defined in terms of
the map � :MX×MX →MX induced by taking direct sums and a perfect complex
� on MX ×MX . These arise as a consequence of the master space localization
technique that is commonly used for the proof of wall-crossing formulae (for instance
in Mochizuki’s work [46]); the complex � is closely related to the virtual normal
bundle appearing in the localization formula and thus to the obstruction theory of
MX . Remark 4.13 uses this observation to explain the relation of Virasoro constraints
to the obstruction theory which we eluded to earlier on.

Associated to the vertex algebra V• is the Lie algebra obtained as the quotient by
the translation operator:

qV• = V•+2/T V• .

The Lie bracket on qV• is a shadow of the vertex algebra structure on V• and is ob-
tained by a well-known construction due to Borcherds [10]. Alternatively, it can be

5The Sk operators in [47, 48, 63] do not satisfy Virasoro bracket relations, obscuring the meaning of
Virasoro constraints.



Virasoro constraints for moduli of sheaves and vertex algebras 395

constructed as the homology H•(Mrig) of the rigidification Mrig
X =MX� BGm; the

two definitions agree when restricted to complexes with non-trivial numerical class,
see Lemma 4.10.

The Lie algebra qV• is a natural place where we can compare virtual fundamental
classes of moduli spaces of sheaves; given a moduli space M of semistable sheaves
(or more generally of objects in Db(X)) containing no strictly semistable sheaves,
there is an open embedding M ↪→Mrig

X . If M admits a virtual fundamental class, we
may push it forward along this embedding to obtain a class

[M]vir ∈ qH•(Mrig
X )= qV•

where the first appearance of (q−) represents an appropriate degree shift. If we fix
a choice of a universal sheaf G in M × X, by the universal property of MX we
get a map fG : M →MX lifting M ↪→Mrig

X , and thus a natural lift of the virtual
fundamental class to the vertex algebra

[M]vir
G
:= (fG)∗[M]vir ∈ V• .

Crucially, Joyce defines more general classes

[M]inv ∈ qV•

even when strictly semistable sheaves exist; when [M]vir is defined, both classes
agree.

The classes [M]vir ∈ qV• or [M]vir
G
∈ V• contain essentially the information of the

(invariant) descendent integrals on M . This is made precise by J. Gross’ [20] ex-
plicit description of V•, which we recall in Sect. 4.2. The cohomologies H •(MX)

and H •(Mrig
X ) are closely related to the algebras of descendents D

X and D
X
wt0 , re-

spectively; see Lemmas 4.8 and 4.10 for the precise statements. The pairing between
cohomology and homology then recovers the descendent integrals

H •(MX)⊗H•(MX)→C , (D, [M]vir
G

) �→
∫

[M]vir
ξG(D) ,

and

H •(Mrig
X )⊗H•(Mrig

X )→C , (D, [M]vir) �→
∫

[M]vir
D ,

where the second integral is independent of the choice of G.

1.5 Conformal element and Virasoro constraints

A vertex operator algebra is a vertex algebra V• equipped with a conformal element
ω ∈ V4. The main property of a conformal element (see Sect. 3.1 for a precise defi-
nition) is that the operators {Ln}n∈Z on V• induced from ω via the state-field corre-
spondence satisfy the Virasoro bracket

[
Ln,Lm

]= (n−m)Lm+n + n3 − n

12
δn+m,0 ·C
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for some constant C ∈C called the central charge of (V•,ω). One of the goals of this
paper is to explain the Virasoro operators in the descendent algebra previously studied
in terms of a conformal element ω in Joyce’s vertex algebra (or some slight variation,
namely the pair vertex algebra). Due to the mysterious role that the Hodge degrees
play in the Virasoro operators in [47], we do not know how to do so in complete
generality, but only under the following assumption:

Assumption 1.8 We assume that the Hodge cohomology groups Hp,q(X) vanish
whenever |p− q|> 1.

This assumption is satisfied for curves, surfaces with pg = 0 and Fano 3-folds,
hence covering the majority of the target varieties in Donaldson-Thomas theory.

The result of J. Gross [20]6 shows that, under certain assumption (satisfied for
curves, surfaces and rational 3-folds), Joyce’s vertex algebra V• is naturally isomor-
phic to a lattice vertex algebra from (K•(X),K0

sst(X),χsym); here

K•(X)=K0(X)⊕K1(X)∼=H •(X)

is the topological K-theory of X with C-coefficient, K0
sst(X) is the semi-topological

K-theory7 with Z-coefficient and χsym is the symmetric pairing on K•(X)

χsym(v,w)=
∫

X

ch(v∨)ch(w)td(X)+
∫

X

ch(w∨)ch(v)td(X) .

The construction of a vertex algebra from such data is recalled and summarized in
Theorem 3.5 and follows Kac [33]; it uses Kac’s bosonic vertex algebra construction
in the even part K0(X) and the anti-fermionic vertex algebra construction in the odd
part K1(X).

Kac’s construction produces a conformal element when the pairing χsym is non-
degenerate; unfortunately, due to the symmetrization this is not often the case. It turns
out that this issue can be overcome by using the larger vertex algebra V

pa• . The vector
space underlying V

pa• is the homology of the stack of pairs PX �MX ×MX:

V pa• = pH•(PX) .

The construction of the conformal element requires a choice of an isotropic decompo-
sition of the fermionic part (see Theorem 3.5 or [33, Sect. 3.6]). This decomposition
is where the Hodge degrees and Assumption 1.8 come into play, because K1(X)

splits into the isotropic subspaces

K1(X)=K•,•+1 ⊕K•+1,•

6Some corrections to the statements in [20] were necessary for purposes of accuracy. We rederive all of
the necessary results about the vertex algebra structure in Theorem 4.7 to make sure that they are true.
7The zeroth semi-topological K-theory K0

sst(X) is defined as a Grothendieck’s group of vector bundles
modulo algebraic equivalence. By [6, Theorem 4.21] and [2, Theorem 2.3], we have K0

sst(X)� π0(MX).
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which via the Chern character isomorphism correspond to

K•,•+1 ∼=
⊕
p≥0

Hp,p+1(X) and K•+1,• ∼=
⊕
p≥0

Hp+1,p(X) .

It is for the construction of such conformal element that we use the vertex algebra over
the complex numbers while the result of J. Gross [20] works over any field containing
rational numbers, as it relies on the Hodge decomposition. We prove that the Virasoro
operators induced by this conformal element ω are dual to the pair Virasoro operators
defined in the algebra of descendents, see Sect. 4.3.

One remarkable aspect of Theorem B is that, while the operators L
pa
n on the descen-

dent algebra were previously only defined for n≥−1, a conformal element provides
fields L

pa
n for every n ∈ Z and thus a complete representation of the Virasoro algebra.

In particular, this representation now has a non-trivial central charge 2χ(X) which the
positive branch {Lpa

n }n≥−1 does not detect. We note that the factor of 2 appears due
to working with the pair vertex algebra V

pa• ; if the pairing χsym were non-degenerate
we would get a conformal element in V• with central charge χ(X). Remarkably, the
Virasoro operators on the Gromov-Witten theory of X (at least if dim(X) is even) are
also known to admit an extension to a full representation of the Virasoro algebra; the
central charge in the Gromov-Witten case is χ(X) [17, Sect. 2.10].

This description of the Virasoro operators provides a beautiful formulation of the
Virasoro constraints for sheaves and for pairs in terms of well-known notions in the
theory of vertex operator algebras, namely subspace of primary states (also known as
physical states):

qP0 ⊂ qV•, P
pa
0 ⊂ V pa• .

Theorem 1.9 (Sect. 4.4) Assume X is in class D (see Remark 4.2) and satisfies As-
sumption 1.8. Then

1. Conjecture 1.5 is equivalent to the class

[M]vir ∈ qV• ⊆ qV pa•

being a primary state in qP0 (cf. Definition 3.9).
2. Conjecture 1.6 is equivalent to the class

[P ]vir
(q∗V,F) ∈ V pa•

being a primary state in P
pa
0 (cf. Definition 3.9). Here, the class [P ]vir

(q∗V,F)
denotes

the lift of [P ]vir ∈ qV
pa• to V

pa• induced by the universal pair q∗V → F.

While the part (1) in the above theorem was stated for moduli spaces of sheaves
satisfying the assumptions (1), (2) and (3) from Sect. 1.2, the condition of being a
primary state makes sense also for the invariant classes [M]inv without the assumption
(2). This motivates the following generalization of Conjecture 1.5.
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Conjecture 1.10 Under the assumptions of Theorem 1.9, the moduli spaces M , pos-
sibly containing strictly semistable sheaves, satisfy Virasoro constraints in the sense
that

[M]inv ∈ qP0 ⊂ qV
pa
0 .

The proof of Theorem 1.9 is given in Sect. 4.4. We prove in Proposition 3.11,
3.13 that the space of physical states interact nicely with Lie bracket operations:
qP0 ⊂ qV• is a Lie subalgebra and P

pa
0 ⊂ V

pa• is a Lie submodule over qP0. Since wall-
crossing formulae in [31] are always written using the Lie bracket, these Lie algebraic
statements prove a compatibility between wall-crossing and the Virasoro constraints.

1.6 Proof of Theorem A and other results

The main result of the paper is Theorem A, i.e., a proof of Conjecture 1.5 for
semistable sheaves on curves and surfaces with h0,1 = h0,2 = 0. We also denote the
three cases (1), (2) and (3) in Theorem A by (m,d)= (1,1), (2,2) and (2,1) where
m denotes the dimension of the underlying variety and d the dimension of the support
of sheaves we consider.

The main ingredient in the proof is an inductive rank reduction argument via wall-
crossing. This is the content of Sect. 5. In each of the 3 cases, we consider the moduli
spaces of Bradlow pairs P t

α which depend on a stability parameter t > 0. Assuming
that Mα contains no strictly semistable sheaves, when 0 < t � 1 is small there is
a map P 0+

α := P t�1
α → Mα which is a (virtual) projective bundle. This geometric

description is equivalent to wall-crossing at the Joyce-Song wall:

[P 0+
α ]vir = [[Mα]vir, e(1,0)

]
.

On the other hand, for large t � 1 the moduli spaces P∞
α := P t�1

α are easier to
understand (and sometimes empty). We prove not only that Mα satisfy the sheaf
Virasoro constraints (i.e., Theorem A) but also that the moduli spaces of Bradlow
pairs P t

α satisfy the pair analogue of the constraints:

Theorem 1.11 (Theorem 5.12, Sect. 5.2, Sect. 6) The moduli spaces of Bradlow pairs
P t

α (see Definition 5.2) satisfy the pair Virasoro constraints (Conjecture 2.18) for
every t > 0 in the 3 settings of Theorem A, i.e., (m,d)= (2,2), (1,1) and (m,d)=
(2,1) provided Assumption 5.8 holds.

To prove Theorems A and 1.11 we need the following steps:

(i) We prove in Sect. 6 that P∞
α satisfies Conjecture 1.6. In case (m,d)= (1,1), we

only need to prove the statement for symmetric powers of curves which we do by
a direct computation in Proposition 6.2. Cases (m,d)= (2,1) and (2,2) for slope
stability can be reduced to Hilbert schemes of points, where they were shown to
hold in [47, 48].

(ii) We use the wall-crossing formula (57) between P∞
α and P 0+

α to show that P 0+
α

satisfies Virasoro constraints for pairs as well. By induction on rk(α), we know the
Virasoro constraints on the wall-crossing terms. We then rely on the compatibility
between wall-crossing and Virasoro constraints (Propositions 3.11 and 3.13).
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(iii) Finally, we use a projective bundle compatibility for P 0+
α →Mα proved in The-

orem 5.13 to show that the pair Virasoro constraints on P 0+
α imply the sheaf Vira-

soro constraints on Mα . Wall-crossing from slope stability to Gieseker stability in
Corollary 5.7 concludes the proof of Theorem A.

A crucial point in the argument is that we must include moduli spaces Mα admitting
strictly semistable sheaves in the induction since they unavoidably appear as wall-
crossing terms. That is, we must prove that [M]inv is in the Lie algebra of primary
states. Because of that, in step (iii) we do not exactly have a projective bundle. How-
ever, by the very definition of the invariant classes [M]inv, what we have to prove is
essentially the same as in the projective bundle case. We do this in Theorem 5.13.

In the appendix we explain Joyce-Song wall-crossing, using results of the first au-
thor in [7], which provides an alternative for some of the arguments in Sect. 6. In par-
ticular, we prove that the pair Virasoro constraints hold for punctual Quot schemes.8

Theorem 1.12 (=Theorem A.3) Let X be a curve or a surface and let V be a torsion-
free sheaf on X. Then the punctual Quot scheme QuotX(V,n) satisfies the pair Vira-
soro constraints (Conjecture 2.18).

1.7 Notation and conventions

Except the semi-topological K-group K0
sst(X) which we consider over Z-coefficients,

all cohomology and K-theory groups are assumed to have coefficients in C unless
stated otherwise. We write

K•(X)=K0(X)⊕K1(X)

for the topological K-theory and we denote by

ch : K•(X)→H •(X)

the isomorphism between topological K-theory and cohomology. The total coho-
mology of a topological space is always understood to be the direct product of the
cohomology groups in each degree, while homology is the direct sum. We will use
the cap product with the cohomology acting on the left. This is the convention fol-
lowed in [12]; it differs from the more usual convention with cohomology on the right
by a sign, i.e., γ ∩ u= (−1)|γ ||u|u∩ γ for γ ∈H •(X), u ∈H•(X).

By an obstruction theory on a scheme M we mean a perfect complex E of non-
negative degree together with a map φ : E∨ → LM such that h0(φ) and h−1(φ) are an
isomorphism and a surjection, respectively. The complex E, or its K-theory class, is
also called the virtual tangent bundle of M (note that by [58] the virtual fundamental
class only depends on the K-theory class E, and in particular does not depend on the
map to LM ). We will often abuse notation and just call E (or its K-theory class) the
obstruction theory, leaving the map to LM implicit. The construction of the morphism
to LM in all the cases considered is standard, see [23] for sheaves/complexes and e.g.
[46, Sect. 5.3] for pairs.

8It would be interesting to see the implication of Virasoro constraints to the generating series of descendent
invariants of Quot schemes studied in [25].
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α,β Semi-topological K-theory classes in K0
sst(X).

γ, δ Cohomology classes on X.
v,w Elements of K•(X).
deg(−) Degree for any graded vector space.
| − | Supergrading taking value in {0,1}.
chH

i (γ ) The holomorphic descendent in degree 2i − p+ q depending
on the Hodge degree of γ ∈Hp,q(X).

chi (γ ) The topological descendent in degree 2i − |γ |.
Ln,Tn,Rn Virasoro operators on homology and vertex algebra.
Ln,Tn,Rn Dual operator notation on cohomology and descendent

algebra.
Lwt0 Weight 0 Virasoro operator on descendent algebra.

1.8 Future directions

There are several open directions regarding the Virasoro constraints for sheaves. The
first obvious direction is to try to improve Theorem A by removing the assumptions
h0,1 = h0,2 = 0. The arguments in this paper show that we can get the constraints for
h0,1 > 0 as long as we can prove them for the moduli of rank 1 sheaves (isomorphic
to the Hilbert scheme of points times the Jacobian). Finding an argument that works
in general for the Hilbert scheme of points and does not go through Gromov-Witten
theory would be highly desirable. Removing the assumption h0,2 = 0 requires a better
understanding of the constraints in the setting of reduced virtual fundamental classes
for fixed determinant theory (see Remark 2.23).

Sheaf-theoretic Virasoro constraints of Fano 3-folds are of particular interest be-
cause they are related to the original Virasoro constraints in Gromov-Witten theory.
Since wall-crossing compatibility of Virasoro constraints also holds in this case, it
would be interesting to develop wall-crossing techniques for Fano 3-folds that can be
applied to Virasoro constraints.

2 Virasoro constraints

In this section, we formulate the Virasoro constraints for moduli spaces of sheaves
and pairs, denoted by M and P , respectively. These moduli spaces satisfy the num-
bered assumptions in Sect. 1.2 unless otherwise mentioned. We use the notation Mα

when the topological type α of the sheaves in the moduli space is relevant.

2.1 Supercommutative algebras

Before we move onto geometry, we note down some useful observations about freely
generated supercommutative algebras and derivations on them. Let D• be a super-
commutative Z-graded unital algebra over C with degree deg(v)= i for any v ∈Di .
Supercommutativity means that multiplication satisfies

v ·w = (−1)|v||w|w · v ,
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where

|v| ∈ {0,1} , such that |v| ≡ deg(v) mod 2 .

The unit of D• is always going to be denoted by 1 and in general, we will omit
specifying it in the notation.

A superderivation of degree r on D• is a Z-graded linear map

R :D• −→D•+r

satisfying the graded Leibnitz rule

R(v ·w)=R(v) ·w+ (−1)r|v| v ·R(w) .

Definition 2.1 Let C• be a Z-graded C-vector space. We denote by

D• = SSym[C•]
the unital supercommutative algebra freely generated by C•. Denote by C• the graded
dual of C•. We define the dual of D• as a completion of SSym[C•] with respect to
the degree. More precisely, the dual is

D• := SSym�C•�=
∏
i≥0

SSym[C•]i

where SSym[C•]i denotes the degree i part of SSym[C•] with the degree induced by
the one on C•.9

Given a linear map f : C• → B•+r of degree r , there is a unique way to extend f

to an algebra homomorphism SSym�f � and to a derivation Der(f ) of degree r .
The pairing between C• and C• can be promoted to a cap product between D• and

D•.

Definition 2.2 Fix C• and C• dual vector spaces and let 〈−,−〉: C• × C• → C be
the pairing. Let D• and D• be as in Definition 2.1. We define a cap product

∩: C• ×D• −→D•

by letting ν ∩ (−) for ν ∈ C• act as a superderivation of degree −deg(ν) on D•
restricting to 〈ν,−〉 : C• →C. The cap product extends uniquely to

∩: D• ×D• −→D• ,

by requiring that (μν) ∩ u= μ ∩ (ν ∩ u). Notice that this makes D• into a left D•-
module.

9We follow here the convention that the total homology is the direct sum of the homology groups in each
degree, while cohomology is the product.
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Starting from a map f : C•
1 → C•

2 , there is a dual map f † : C2,• → C1,•. Con-
structing algebra homomorphisms and derivations commutes with taking duals:

SSym�f †�= SSym�f �† , Der(f †)=Der(f )† .

By composing with the projection D• →C, we recover a non-degenerate pairings

〈−,−〉 :D• ×D• →C .

An explicit description of the cap product can be obtained after fixing a basis
B ⊂ C• and observing that

ν ∩ (−)=
∑
v∈B

〈ν, v〉 ∂

∂v

where ∂
∂v

is the superderivation of degree−deg(v) acting on the elements of the basis
B by ∂

∂v
(v)= 1 and ∂

∂v
(w)= 0 for w ∈ B \ {v}.

2.2 Descendent algebra

Let X be a smooth projective variety over C.

Definition 2.3 Let CHX denote the infinite dimensional vector space over C gener-
ated by symbols called holomorphic descendents of the form

chH
i (γ ) for i ≥ 0, γ ∈H •(X)

subject to the linearity relations

chH
i (λ1γ1 + λ2γ2)= λ1chH

i (γ1)+ λ2chH
i (γ2)

for λ1, λ2 ∈C. We define the cohomological Z-grading on CHX by

deg chH
i (γ )= 2i − p+ q for γ ∈Hp,q(X) . (1)

Finally, we let DX be the Z-graded algebra of holomorphic descendents

D
X = SSym�CHX� ,

which is the completion of the supercommutative algebra generated by chH
i (γ ). We

will write chH• (γ ) for the element

chH• (γ )=
∑
i≥0

chH
i (γ ) ∈D

X .

Remark 2.4 This algebra of descendents is very similar to the one introduced in [48]
with two small differences. Firstly, we now take a completion with respect to degree;
this makes little difference in practice, but it is important in the comparison between
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D
X and H •(MX) (cf. Lemma 4.8) since we follow the standard convention that the

total cohomology is a product of the groups in each degree. The second difference
is in the grading; in our notation, given γ ∈Hp,q(X), the symbol chH

i (γ ) should be
thought of as having Hodge degree (i, i − p + q) (recall this from Definition 1.4)
so that the geometric realization is degree preserving. The superscript H stands for
holomorphic part of the Hodge degree and is used to indicate this degree convention.
The original convention appearing in loc. cit. defined the descendents chold

i (γ ) as

chold
i (γ )= chH

i+p−dim(X)(γ )

for γ ∈ Hp,q(X). The reason for introducing holomorphic descendents is to give a
natural looking expression for the operator Tk in Sect. 2.3.

It will sometimes be useful to also consider the shift

chi (γ ) := chH
i+� p−q

2 �(γ )= chold
i−� degγ

2 �+dimX
(γ )

so that deg chi (γ ) = 2i − |γ |; we recall that |γ | ∈ {0,1} is the parity of γ as in
Sect. 2.1.

Definition 2.5 Let α ∈K0
sst(X) be a topological type. We define CHX

α to be the graded
vector space generated by symbols

chi (γ ) for i ∈ Z>0, γ ∈H •(X).

We let DX
α be SSym�CHX

α �. The algebra D
X
α comes equipped with an algebra homo-

morphism pα : DX →D
X
α sending

chH
i (γ ) �→

⎧⎪⎨
⎪⎩

ch
i−� p−q

2 �(γ ) if deg chH
i (γ ) > 0∫

X
γ · ch(α) if deg chH

i (γ )= 0

0 otherwise.

Note that abstractly the algebras DX
α are independent of α, but the morphisms pα

depend on α by their behavior on the descendents of degree 0. Let Mα be a moduli
space parametrizing sheaves of topological type α with a universal sheaf G. Then the
geometric realization factors through pα :

D
X

D
X
α

H •(Mα)

pα

ξG
ξG

(2)

where we still denote by ξG the factoring map, which is defined as

ξG(chi (γ ))= p∗
(

ch
i−� degγ

2 �+dimX
(G)q∗γ

)
∈H 2i−|γ |(Mα) . (3)
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The map factors since ξG(chH
i (γ ))= ∫

X
γ · ch(α) ∈H 0(Mα) when deg(chH

i (γ ))= 0
and the degree of ξG

(
chH

i (γ )
)

is identical to (1). Given D,D′ ∈ D
X we say that

“D =D′ in D
X
α ” if pα(D)= pα(D′).

Example 2.6 One may lift the Chern classes of the virtual tangent bundle of Mα to
D

X or DX
α . As a topological K-theory class, the virtual tangent bundle is defined as

T virM =−Rp∗RHom(G,G)+OM .

Using
∑

t γ
L
t ⊗ γ R

t to denote the Künneth decomposition of �∗td(X), where
� : X → X × X is the diagonal, and applying Grothendieck-Riemann-Roch, one
computes that

ch(T virM)=−ξG

⎛
⎝∑

i,j≥0

∑
t

(−1)i−pL
t +dim(X)chH

i (γ L
t )chH

j (γ R
t )

⎞
⎠+ 1 ,

where γ L
t ∈ HpL

t ,qL
t (X). The reason for the existence of this lift will become ap-

parent from Lemma 4.8. The similarity with Virasoro constraints below is a general
phenomenon which can be used to guess their correct formulation.

2.3 Virasoro operators

In this section we define the Virasoro operators

Lk : DX →D
X for k ≥−1,

which produce the Virasoro constraints. These operators have two terms, a derivation
term Rk and a linear term Tk which is quadratic in chH

i . The full Virasoro operators
are Lk = Rk + Tk , where

1. Rk : DX → D
X is an even (of degree 2k) derivation extended from Rk : CHX →

CHX , where it is defined by

RkchH
i (γ ) :=

⎛
⎝

k∏
j=0

(i + j)

⎞
⎠ chH

i+k(γ ) .

We take the following conventions: the above product is 1 if k = −1 and
chH

i+k(γ )= 0 if i + k < 0.
2. Tk : DX →D

X is the operator of multiplication by the element of DX given by

Tk :=
∑

i+j=k

(−1)dimX−pL

i!j !chH
i chH

j (td(X)).

In the formula above, (−1)dimX−pL
chH

i chH
j (td(X)) is defined as follows: let

� : X →X×X be the diagonal map and let
∑

t

γ L
t ⊗ γ R

t =�∗td(X)
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be a Kunneth decomposition of �∗td(X) such that γ L
t ∈ HpL

t ,qL
t (X) for some

pL
t , qL

t . Then

(−1)dimX−pL

chH
i chH

j (td(X)) :=
∑

t

(−1)dimX−pL
t chH

i (γ L
t )chH

j (γ R
t ).

Remark 2.7 The operator L−1 = R−1 plays a special role and has a particularly
nice geometric interpretation in terms of Gm–gerbes over Mα which we describe
in Lemma 4.9.

The operators {Lk}k≥−1 satisfy the Virasoro bracket relations

[Lk,L�] = (�− k)Lk+� ∈ End(DX)

where the bracket denotes the usual commutator of operators [X,Y ] =X ◦Y −Y ◦X.
This was noted in [48]; for a detailed proof see [63, Proposition 2.10]. The unusual
constant factor (�− k), instead of (k − �), suggests that there might be another set
of more natural Virasoro operators to which {Lk}k≥−1 are dual. This observation is
made into a precise statement in Theorem 4.12.

2.4 Weight zero descendents

One of the issues that arise when dealing with descendent invariants is that a priori
they depend on a choice of universal sheaf G on M ×X. Given a universal sheaf G,
the possible universal sheaves are of the form G

′ =G⊗p∗L where L is a line bundle
on M .

Lemma 2.8 Let E : DX →D
X�ζ � be the algebra homomorphism defined by

E= eζR−1 ,

then given two universal sheaves G and G
′ = G⊗ p∗L, the geometric realizations

with respect to the two are related by

ξG′ = ξG ◦ E|ζ=c1(L) .

Proof We may write

E
(
chH

i (γ )
)=

i∑
n=0

ζ n

n! chH
i−n(γ )= [eζ chH• (γ )]i

which after comparing to

ξG′(chH• (γ ))= p∗
(
ch(G⊗ p∗L)q∗γ

)= ec1(L)ξG(chH• (γ )).

yields the result. �
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In particular, it follows that if D is such that R−1(D)= 0 then ξG(D)= ξG′(D).
This leads to the definition of the algebra of weight 0 descendents. Its geometric
interpretation is summarized in Lemma 4.10 and is related to taking rigidification of
moduli stacks. Roughly speaking, these classify families of sheaves on S ×X up to
twisting by line bundles on L→ S and the above discussion formulates the precise
interaction between the twisting and the descendents.

Definition 2.9 For a topological type α ∈K0
sst(X), we will also denote by

R−1 : DX
α →D

X
α

the derivation defined on generators by R−1chi (γ )= chi−1(γ ), where ch0(γ ) is in-
terpreted as

∫
X

γ · ch(α). We then define

D
X
wt0 = {D ∈D

X : R−1(D)= 0} ,
D

X
wt0,α = {D ∈D

X
α : R−1(D)= 0} .

For any weight 0 descendent D ∈ D
X
wt0 , by Lemma 2.8, the geometric realization

ξG(D) does not depend on the choice of G. Thus, when D ∈D
X
wt0 we will often omit

specifying the realization map and write

∫

[M]vir
D =

∫

[M]vir
ξG(D)

for any choice of universal sheaf G. The morphism D
X
wt0 →H •(M) is defined even

without assuming the existence of any universal sheaf G. This fact can be proven
using Lemma 4.10; if M =Mα is a moduli space of topological type α, then it admits
an open embedding ι : M ↪→Mrig

α and thus we get a map

Example 2.10 Given γ1, γ2 ∈H •(X) we have

chH
1 (γ1)chH

0 (γ2)− chH
0 (γ1)chH

1 (γ2) ∈D
X
wt0 .

One can also check that the lift of ch(T virM) to D
X is in D

X
wt0 using the expression

in Example 2.6. A geometric reason for this is going to be given in Example 4.11.

2.5 Virasoro constraints for sheaves

To formulate the Virasoro constraints for moduli of sheaves, without a canonical
choice of universal sheaf, we must produce relations among weight 0 descendents.
This is achieved by combining the Virasoro operators previously introduced in the
way which we now describe:
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Definition 2.11 The weight 0 Virasoro operator Lwt0 : DX →D
X is defined by

Lwt0 =
∑

j≥−1

(−1)j

(j + 1)!Lj R
j+1
−1 .

The operator Lwt0 maps D
X to D

X
wt0 . Indeed, using that [R−1,Lj ] = (j + 1)Lj−1

we find

R−1 ◦ Lwt0 =
∑

j≥−1

(−1)j

(j + 1)!Lj R
j+2
−1 +

∑
j≥−1

(−1)j

(j + 1)! (j + 1)Lj−1R
j+1
−1 = 0 .

In particular, for any D ∈D
X the integral

∫
M

ξG(Lwt0(D)) does not depend on the
universal sheaf G so we omit the realization homomorphism ξG from the notation.

Conjecture 2.12 Let M be a moduli of sheaves as in Sect. 1.2. Then
∫

[M]vir
Lwt0(D)= 0 for any D ∈D

X.

This formulation is different from the ones which appear in previous works,
namely [47, 48, 63]. There, Virasoro constraints are formulated using a choice of
universal sheaf that is natural in each of the moduli spaces considered.

Definition 2.13 Let M = Mα be a moduli space of sheaves of topological type α

and let δ ∈H •(X,Z) be an algebraic class such that
∫
X

δ · ch(α) �= 0. We say that a
universal sheaf G is δ-normalized if

ξG(chH
1 (δ))= 0. (4)

Given δ as in the definition, we define the operators

Lδ
k = Rk + Tk + Sδ

k, k ≥−1 ,

where

Sδ
k =− (k + 1)!∫

X
δ · ch(α)

R−1 ◦ chH
k+1(δ).

Remark 2.14 If δ is such that
∫
X

δ · ch(α) �= 0 then a δ-normalized universal sheaf
always exists (and is unique) as an element of the rational K-theory of M ×X. Pre-
cisely, for any universal sheaf G we have

Gδ =G⊗ e−ξG(chH
1 (δ))/

∫
X δ·ch(α)

in the rational K-theory of M ×X that can be thought of as the unique δ-normalized
universal sheaf; here we use ec to denote a rational line bundle with first Chern class
equal to the algebraic class c ∈H 2(M,Q).
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The geometric realization with respect to Gδ is given by ξGδ
= ξG ◦ η where

η : DX →D
X
wt0,α is

η=
∑
j≥0

1

j !

(
− chH

1 (δ)∫
X

δ · ch(α)

)j

R
j

−1 .

Thus, we can talk about the geometric realization with respect to a δ-normalized
sheaf even if such a sheaf does not exist in the usual sense. Conjecture 2.15 still
makes sense in this setting and the proof of Proposition 2.16 goes through as well.

Conjecture 2.15 Let M =Mα be a moduli of sheaves as in Sect. 1.2 and let G be a
δ-normalized universal sheaf. Then

∫

[M]vir
ξG(Lδ

k(D))= 0 for any k ≥−1, D ∈D
X.

Proposition 2.16 Conjectures 2.12 and 2.15 are equivalent.

Proof We begin by observing that we have the identity

Lwt0 =
∑

j≥−1

(−1)j

(j + 1)!L
δ
j R

j+1
−1 , (5)

that follows from

∑
j≥−1

(−1)j

(j + 1)!S
δ
j R

j+1
−1

=− 1∫
X

δ · ch(α)

∑
j≥−1

(−1)j
(

chH
j (δ)R

j+1
−1 + chH

j+1(δ)R
j+2
−1

)
= 0.

By (5), Conjecture 2.15 clearly implies 2.12.
For the reverse implication we use (backward) induction on k. For every k >

virdim(M) the statement of Conjecture 2.15 is clear by degree reasons. Assume now
that the result holds for every k′ > k, and let F = chH

1 (δ) ∈D
X satisfying ξG(F ) = 0

by (4). The weight 0 Virasoro operator applied to Fk+1D gives

0=
∫

[M]vir
ξG

(
Lwt0(F

k+1D)
)
=

∑
j≥−1

(−1)j

(j + 1)!
∫

[M]vir
ξG

(
Lδ
j R

j+1
−1 (F k+1D)

)
. (6)

Since R−1 is a derivation and R−1(F )= chH
0 (δ)= ∫

X
δ · ch(α) in D

X
α , we have

R
j+1
−1 (F k+1D)=

j+1∑
s=0

(
j + 1

s

)
Rs
−1(F

k+1)R
j+1−s

−1 (D)
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=
min(k+1,j+1)∑

s=0

(
j + 1

s

)
(k + 1)!

(k + 1− s)! r
sF k+1−sR

j+1−s

−1 (D) (7)

in D
X
α , where we denote r = ∫

X
δ · ch(α). Note also that the operators Lδ

j satisfy the

property that Lδ
j (FD) = F Lδ

j (D) in D
X
α for every D. Since by (4) the geometric

realization of F with respect to G is zero, the only terms of (7) contributing to (6) are
the ones with s = k+ 1, thus (6) becomes

0=
∑
j≥k

(−1)j

(j − k)! r
k+1

∫

[M]vir
ξG

(
Lδ
j R

j−k

−1 (D)
)

By the induction hypothesis, all the terms with j > k vanish and thus the term with
j = k also vanishes, showing that

0=
∫

[M]vir
ξG(Lδ

k(D)),

which concludes the induction step. �

Remark 2.17 For surfaces or 3-folds X with Hi(OX) = 0 for i > 0, the Hilbert
scheme of points and the moduli of stable pairs, respectively, are moduli of sheaves
in the sense of Sect. 1.2. The canonical universal sheaves in each of these cases are
precisely the pt-normalized universal sheaves and the formulations in [47, 48] coin-
cide with Conjecture 2.15. In [63], the author considers moduli spaces of torsion free
stable sheaves on surfaces with h1,0 = h2,0 = 0; the sheaves in such moduli spaces
have fixed determinant �. The author uses a geometric realization with respect to the
sheaf G⊗ det(G)−1/r . This is not a universal sheaf for M in the sense we use in this
paper since its restriction to {G}×X is G⊗ det(G)−1/r =G⊗�−1/r rather than G;
however,

G⊗ det(G)−1/r ⊗ q∗�1/r

recovers the pt-normalized universal sheaf of Remark 2.14. The equivalence between
van Bree’s formulation of Virasoro for the moduli of stable sheaves of positive rank
and Conjecture 2.15 is explained by Lemma 2.19.

2.6 Virasoro constraints for pairs

Since for moduli spaces of pairs we have a uniquely defined universal object q∗V →
F, there is no need to use the weight 0 Virasoro operator for pairs. We need, however,
to slightly modify the operators to account for the different obstruction theory.

Let V be a fixed sheaf on X and let P as in Sect. 1.2 be a moduli space of pairs
parametrizing sheaves F together with a map V → F . The moduli P comes equipped
with a (unique) universal sheaf F on P ×X and a universal map q∗V → F. We con-
jecture that descendent invariants obtained by integration on moduli of pairs are con-
strained by Virasoro operators which are similar to the ones introduced in Sect. 2.3.
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Define the operators

LV
k : DX →D

X

by LV
k = Rk + TV

k where

TV
k = Tk − k!chH

k

(
ch(V )∨td(X)

)
.

The operator LV
k can be described in an alternative way that should make its defini-

tion more natural and that will be closer to the vertex algebra language that we will
introduce later. Let

D
X,pa =D

X ⊗D
X

be the algebra of pair descendents. We denote the generators of the first copy of DX

by chH,V
i (γ ) and the generators of the second copy by chH,F

i (γ ). Given the universal
pair q∗V → F on P ×X, we have a geometric realization map

ξ(q∗V,F) : DX,pa →H •(P )

that is defined by

ξ(q∗V,F)

(
chH,V

i (γ )
)
= ξq∗V

(
chH

i (γ )
)
=

{∫
X

γ · ch(V ) if i = 0

0 otherwise

ξ(q∗V,F)

(
chH,F

i (γ )
)
= ξF

(
chH

i (γ )
)

.

This geometric realization map factors through

where ξV is defined to send

chH,V
i (γ ) �→ δi

∫

X

γ · ch(V ) and chH,F
i (γ ) �→ chH

i (γ ) ;

here δi = δi,0 is equal to 1 if i = 0 and 0 otherwise. We define the pair Virasoro
operators L

pa
k : DX,pa →D

X,pa, for k ≥−1, as the sum R
pa
k + T

pa
k where

1. R
pa
k is a derivation defined on generators in the same way as Rk ; in other words,

R
pa
k = Rk ⊗ id+ id⊗Rk.

2. T
pa
k is the operator of multiplication by the element

T
pa
k =

∑
i+j=k

(−1)dimX−pL

i!j !chH,F−V
i chH,F

j (td(X)) ∈D
X,pa



Virasoro constraints for moduli of sheaves and vertex algebras 411

where

chH,F−V
i

:= chH,F
i − chH,V

i .

The definition of T
pa
k suggests an intimate relation between the linear part of the

Virasoro operators and the obstruction theory of the moduli spaces we consider; recall
that the deformation-obstruction theory of the pair moduli space P at V → F is
governed by

RHom ([V → F ],F )

and use Example 2.6.
The operators LV

k are obtained from L
pa
k by the following commutative diagram:

This holds due to the identity

∑
t

(−1)dimX−pL
t

(∫

X

γ L
t · ch(V )

)
chH

k (γ R
t )=

∑
t

(∫

X

γ L
t · ch(V )∨

)
chH

k (γ R
t )

= chH
k (ch(V )∨td(X)).

It can be shown that the operators {LV
k }k≥−1 and {Lpa

k }k≥−1 satisfy the Virasoro
bracket relations.

Conjecture 2.18 Let P be a moduli of pairs as in Sect. 1.2 with universal pair q∗V →
F on P ×X. Then

∫

[P ]vir
ξF
(
LV
k (D)

)= 0 for any k ≥ 0, D ∈D
X.

Equivalently, the pair Virasoro constraints can be formulated as
∫

[P ]vir
ξ(q∗V,F)

(
L

pa
k (D)

)= 0 for any k ≥ 0, D ∈D
X,pa.

2.7 Invariance under twist

Suppose that M =Mα is the moduli space of slope semistable sheaves with respect
to a polarization H with topological type α. Then, the moduli space M ′ =Mα(H) is
isomorphic to M by sending a sheaf [F ] ∈M to [F ′] = [F ⊗H ]. As expected, the
Virasoro constraints on M and M ′ are equivalent as we now proceed to verify.

Suppose that G is a universal sheaf on M × X. The universal sheaf on M ′ × X

is identified with G
′ =G⊗ q∗H via the isomorphism M ′ ×X ∼=M ×X. Define an

algebra isomorphism F : DX →D
X by

F(chH
i (γ ))= chH

i (ec1(H)γ ) .
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Then the following diagram commutes:

Lemma 2.19 The isomorphism F commutes with the Virasoro operators, i.e.

Lk ◦ F= F ◦ Lk for k ≥−1 and Lwt0 ◦ F= F ◦ Lwt0 .

Thus, Conjecture 2.12 holds for M if and only if it holds for M ′.

Proof It is enough to show that Lk and F commute. Commutativity with Lwt0 follows
immediately from its definition; the equivalence of Virasoro constraints follows from
the commutativity and the diagram before the Lemma.

The commutativity with the derivation part, i.e., Rk ◦ F = F ◦ Rk , is straightfor-
ward. To show commutativity with the operator Tk we need F(Tk) = Tk (recall that
Tk denotes both an element in D

X and the operator which is multiplication by that
element).

F(Tk)=
∑

i+j=k

∑
t

(−1)dimX−pL
t i!j !chH

i (ec1(H)γ L
t )chH

j (ec1(H)γ R
t )

=
∑

i+j=k

∑
t

∑
a,b≥0

(−1)dimX−pL
t i!j ! 1

a!b!chH
i (c1(H)aγ L

t )chH
j (c1(H)bγ R

t )

=
∑

i+j=k

∑
a,b≥0

(−1)dimX−pL−ai!j ! 1

a!b!chH
i chH

j (c1(H)a+btd(X))

=
∑

i+j=k

(−1)dimX−pL

i!j !chH
i chH

j (td(X))= Tk.

The last line uses the fact that for fixed c > 0 the sum
∑

a+b=c

(−1)a

a!b! vanishes. �

2.8 Variants for the fixed determinant theory

As we pointed out in Remark 1.2, this paper is mostly concerned with moduli spaces
of sheaves without fixed determinant; in other words, our obstruction theories use
full Ext groups instead of traceless Ext groups. This contrasts with the situation
for Pandharipande-Thomas stable pairs or Hilbert schemes of points studied in [47].
There, we see a new term appearing in the Virasoro operators which we now recall.

Definition 2.20 Given a class γ ∈H •(X) denote by R−1[γ ] the superderivation (of
degree deg(γ )− 2) acting on generators by

R−1[γ ]chH
i (γ ′)= chH

i−1(γ γ ′).
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For k ≥−1 we define the operator Sk : DX →D
X by

Sk = (k + 1)!
∑

pL
t =0

R−1[γ L
t ] ◦ chH

k+1(γ
R
t )

where the sum runs over the terms γ L
t ⊗ γ R

t in the Künneth decomposition of �∗1
such that pL

t = 0.

Remark 2.21 The part of Sk corresponding to the Künneth component 1⊗ pt is equal
to −rSpt

k where r = ch0(α) = rk(α). When h0,q (X) = 0 for q > 0 the appearance
of the operator Sk is already explained in Remark 2.17 as being related to the pt-
normalized universal sheaf.

We now proceed to explain the appearance of the operator Sk in the more general
case in which h0,1 �= 0 but h0,q = 0 for q > 1. Let α be such that r = rk(α) > 0
and M = Mα be a moduli space parametrizing semistable sheaves with topological
type α. Let � ∈ Pic(X) be a fixed line bundle such that c1(�)= c1(α). We let M� ⊆
M be the moduli space of sheaves on F ∈M with fixed determiant det(F )=�; i.e.,
M� is the pullback

(8)

The moduli space M� has a 2-term obstruction theory given by

Tan= Ext1(G,G)0

Obs= Ext2(G,G)0 = Ext2(G,G)

0= Ext>2(G,G).

Given such a moduli space, there is a unique universal sheaf (possibly rational, in the
same sense of Remark 2.14) G� on M� ×X such that det(G�)= q∗�. We suppose
also that the Jacobian Pic0(X) acts on M in the natural way; that is,

[F ] ∈M ⇒ [F ⊗L] ∈M

for L ∈ Pic0(X). The two main examples to keep in mind are

1. M = MC(r, d) a moduli of stable bundles on a curve C and � a line bundle of
degree d ;

2. M =MH
S (r, c1, c2) a moduli of stable sheaves on a surface S with pg(S)= 0 and

� a line bundle with c1(�)= c1. Note that if we take r = 1, c1 = 0 and �=OS

we recover the Hilbert scheme of points on S

MH
S (1,OS, n)= S[n] .
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Proposition 2.22 Suppose that X is such that h0,q = 0 for q > 1 and M,M� are as
described before. Suppose also that the Virasoro constraints (Conjecture 2.12) hold
for M . Then, we have

∫

[M�]vir
ξG�

(
Lk(D)

)= 0 for any k ≥−1, D ∈D
X

where10

Lk = Lk − 1

r
Sk.

Proof We use the tensoring morphism

π : M̃ =M� × Pic0(X)→M, (F,L) �→ F ⊗L.

This morphism is a part of the Cartesian diagram

where f (G,L) := (G⊗ L,�⊗ Lr) with r = rk(α). The morphism f is essentially
the multiplication by r map of the abelian variety Pic0(X). This implies that π is an
étale morphism of degree r2g where g = h0,1(X)= dim(Pic0(X)).

On the other hand, f respects the obstruction theory because the obstruction the-
ory of M is invariant under tensoring by line bundles. This implies the compatibility
between virtual classes

π∗[M]vir = [M�]vir × [Pic0(X)] =: [M̃]vir

and π∗[M̃]vir = r2g · [M]vir.
We now apply the above discussion to translate the Virasoro constraints of M to

that of M�. Let P be the Poincaré bundle on Pic0(X)× X (i.e., the pt-normalized
universal bundle of Pic0(X)) and let G be the pt-normalized universal sheaf on M ×
X. Since G̃ = G� � P is also pt-normalized it follows that (π × id)∗G = G̃ (in
rational K-theory) and thus π∗ ◦ ξG = ξ

G̃
. Using the compatibilities between virtual

classes and Proposition 2.16 we get
∫

[M̃]vir
ξ
G̃

((
Lk + Spt

k

)
(D)

)= 0 (9)

where

Spt
k =−1

r
R−1chk+1(pt) .

10The − sign in the Sk operator does not appear in [47] due to the fact that in [47] the geometric realization
is taken with respect to −G� instead of G� .
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Recall that g = h0,1(X)= h1,0(X) and let {e1, . . . , eg} ⊆H 0,1(X) and {f1, . . . , fg} ⊆
H 1,0(X) be basis; let {ê1, . . . , êg} ⊆ Hm,m−1(X), {f̂1, . . . , f̂g} ⊆ Hm−1,m(X) be
their dual basis, meaning that

∫

X

ei êj = δij =
∫

X

fif̂j .

Let

τj = ξP (chH
1 (êj )) ∈H 1,0(Pic0(X)) and ρj = ξP (chH

0 (f̂j )) ∈H 0,1(Pic0(X))

so that

c1(P)=
g∑

j=1

τj ⊗ ej +
g∑

j=1

ρj ⊗ fj ∈H 2(Pic0(X)×X).

The Jacobian is topologically a real torus of dimension 2g and its cohomology is the
exterior algebra generated by the classes {τj , ρj }gj=1. Let

ω=
g∑

j=1

ρj τj ∈H 2(Pic0(X)).

By rescaling the elements of the basis, we may assume that
∫

Pic0(X)

∏g

j=1 ρj τj = 1
g!

so that ωg ∈H 2g(Pic0(X)) is the class Poincaré dual to a point in Pic0(X).
Since ch0(G�)= r and ch1(G�)= q∗c1(�), we have

ξ
G̃
(chH

1 (êj ))= rτj and ξ
G̃
(chH

0 (f̂j ))= rρj

in H •(M̃)=H •(M� × Pic0(X)) where we omit the obvious pullback. Let

W =
g∑

j=1

chH
0 (f̂j )chH

1 (êj ) ∈D
X so that ξ

G̃
(W)= r2ω.

We will apply equation (9) to descendents of the form WgD for some D ∈ D
X and

use that to deduce the Proposition. We have

0=
∫

[M̃]vir
ξ
G̃

(
(Lk + Spt

k )(WgD)
)

(10)

= r2g

∫

[M̃]vir
ωgξ

G̃

(
(Lk + Spt

k )(D)
)+

∫

[M̃]vir
ξ
G̃

(
Rk(W

g)D)
)

= r2g

∫

[M�]vir
ξG�

(
(Lk + Spt

k )(D)
)+ gr2g−2

∫

[M̃]vir
ωg−1ξ

G̃

(
Rk(W)D)

)
.

We now rewrite the second integral in terms of an integral in M�. We have

ξ
G̃

(
Rk(W)

)= (k + 1)!
g∑

j=1

ξ
G̃

(
chH

0 (f̂j )chH
k+1(êj )

)= r(k + 1)!
g∑

j=1

ρj ξG̃
(
chH

k+1(êj )
)
.
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Claim 1 Let h : M̃ →M� be the projection and let D ∈D
X . Then we have

h∗
(
gωg−1ρj ξG̃(D)

)= ξG�

(
R−1[ej ]D

)
.

Proof of claim Let J ⊆ H •(M̃)
be the annihilator ideal of ωg−1ρj ; in particular,

H≥2(Pic0(X))⊆ J . By definition,

ξ
G̃

(
chH• (γ )

)= p∗
(
ch(G�)ch(P)q∗γ

)= p∗
(
ch(G�)

(
1+ (p∗τj )(q

∗ej )+ · · · )q∗γ )

= ξG�

(
chH• (γ )

)+ τj ξG�

(
chH• (ej γ )

)+ · · ·
where the terms in . . . are all in the ideal J and where we omit all the pullbacks via
the projections M̃ →M� and M̃ → Pic0(X). Thus,

ξ
G̃
(D)= ξG�

(D)+ τj ξG�

(
R−1[ei]D

)+ · · ·
Since

∫

Pic0(X)

ωg−1ρj τj = (g − 1)!
∫

X

g∏
l=1

ρlτl = 1

g

the claim is proven. �

Given the claim, (10) becomes

0= r2g

∫

M�

ξG�

(
(Lk+S

pt
k )(D)

)+r2g−1(k+1)!
∫

M�

g∑
j=1

ξG�

(
R−1[ej ]chH

k+1(êj )D)
)

Since h0,q = 0 for q > 1, we have

Sk =−rSpt
k −

g∑
j=1

R−1[ej ]chH
k+1(êj )

so the Proposition follows. �

Remark 2.23 When S is a surface with pg > 0 we do not know a rigorous interpreta-
tion for the terms of the Sk with γ L

t ∈H 0,2(S). Heuristically, these should be related
to a diagram like (8) where the Picard group is interpreted as a derived stack, see [57].

Example 2.24 Let M =MC(2,�) be the moduli space of stable bundles on a curve
C of genus g with rank 2 and fixed determinant � ∈ Pic(C) of odd degree; this
is a smooth moduli space of dimension 3g − 3. This moduli space has been stud-
ied a lot in the past and in particular its ring structure and descendent integrals are
completely understood. We use this example to illustrate what kind of information
the Virasoro constraints provide on descendent integrals. Let {e1, . . . , eg} ⊆H 0,1(C)
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and {f1, . . . , fg} ⊆H 1,0(C) be dual basis. Newstead proved in [49, Theorem 1] that
the cohomology H •(M) is generated by the classes11

η=−2ξ
(
chH

1 (1)
)
, θ = 4ξ

(
chH

2 (pt)
)
, ξj =−ξ

(
chH

1 (ej )
)
, ψj = ξ

(
chH

2 (fj )
)
.

The geometric realization ξ is taken with respect to the sheaf G ⊗ det(G)−1/2

(see Remark 2.17). Every descendent can be written explicitly in terms of the classes
η, θ, ξj ,ψj . By [61, (24) Proposition], one can then write every descendent integral
in terms of integrals of products of the classes η, θ and

ζ = 2
g∑

j=1

ψjξj .

These integrals are fully determined in [61, (30)]: for m,k,p such that m+2k+3p =
3g− 3 we have

∫

M

ηmθkζp = (−1)g−1−p m!g!
q!(g − p)!2

2g−2−p(2q − 2)Bq (11)

where q = m + p − g + 1 and Bq is a Bernoulli number. A careful combinatorial
analysis shows that the Virasoro constraints given by Proposition 2.22 for M are
equivalent to the relations

(g − p)

∫

M

ηmθkζp =−2m

∫

M

ηm−1θk−1ζp+1

which of course follows from (11); it would be interesting to have a direct and sim-
pler proof of this identity. Note that the Virasoro constraints do not capture the most
interesting part of (11) which is the Bernoulli number. In some sense this is to be
expected: since the Virasoro constraints hold in great generality (in particular are in-
variant under wall-crossing), it should not be expected that they can capture special
information about particular moduli spaces.

3 Vertex operator algebra

To prove the conjectures from the previous sections, we will apply the wall-crossing
machinery introduced by Joyce which relies on his geometric construction of vertex
algebras. The resulting vertex algebras have been described in many cases as lattice
vertex algebras and as such admit a natural family of conformal elements. This sec-
tion focuses on developing the necessary vertex operator algebra language, includ-
ing the definition of lattice vertex operator algebras in the generality that we need,
Borcherds Lie algebra associated to a vertex algebra and the notion of primary states.

11In [49, 61] the classes η, θ, ξj ,ψj , ζ are called, respectively, α,β,ψj+g,ψj , γ .
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3.1 Vertex operator algebra

There are many equivalent formulations of vertex algebras. We will follow the defini-
tions and notation in [33]. In particular, vertex algebra for us means Z-graded vertex
superalgebra over C.

Definition 3.1 A vertex algebra is a Z-graded vector space V• over C together with

1. a vacuum vector |0〉 ∈ V0,
2. a linear operator T : V• → V•+2 called the translation operator,
3. and a state-field correspondence which is a degree 0 linear map

Y : V• −→ End(V•)�z, z−1� ,

denoted by

Y(a, z) :=
∑
n∈Z

a(n)z
−n−1 ,

where a(n) : V• → V•+deg(a)−2n−2 and deg(z)=−2.

They are required to satisfy conditions which can be formulated in many different
ways. We choose our favorite version:

1. (vacuum) T |0〉 = 0, Y(|0〉, z)= id, Y(a, z)|0〉 ∈ a + zV•�z�,
2. (translation covariance) [T ,Y (a, z)] = d

dz
Y (a, z) for any a ∈ V•,

3. (locality) for any a, b ∈ V•, there is an N � 0 such that

(z−w)N [Y(a, z), Y (b,w)] = 0 ,

where the supercommutator is defined on End(V•) by

[A,B] =A ◦B − (−1)|A||B|B ◦A.

For later purposes it is useful to note that these axioms imply the two following
identities which were used by Borcherds [10, Sect. 4] to originally define vertex al-
gebras:

a(n)b=
∑
i≥0

(−1)|a||b|+i+n+1 T i

i! b(n+i)a , (12)

(
a(m)b

)
(n)c=

∑
i≥0

(−1)i
(

m

i

)[
a(m−i)

(
b(n+i)c

)− (−1)|a||b|+mb(m+n−i)

(
a(i)c

)]
.

(13)

They are a refinement of skew-symmetry and the Jacobi identity to the setting of
vertex algebras. Additionally, we will also use

(T a)(n) =−n · a(n−1) (14)
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which follows from the more general reconstruction result. To understand it, one
needs to make sense of a product of two fields Y(v, z) and Y(w, z) which naively
could contain infinite sums for each coefficient. For this one uses the following trick.

Definition 3.2 ([33, (2.3.5)]) A normal ordering : −: is defined by

: v(k)w(l) :=
{

(−1)|v||w|w(l)v(k) if k ≤ 0, l > 0 ,

v(k)w(l) otherwise .

In general, this can be extended to any monomial in v(k) by iterating the above op-
eration on the neighboring terms until all terms with non-positive index k are on the
right.

Theorem 3.3 ([33, Corollary 4.5]) Let a1, . . . , an ∈ V• be a finite collection of ele-
ments and k1, . . . , kn ∈ Z≥0, then a general field can be described as follows:

Y
(
a1
(−k1−1) · · ·an

(−kn−1) |0〉 , z
)= 1

k1!k2! · · ·kn! :
dk1

(dz)k1
Y(a1, z) · · · dkn

(dz)kn
Y (an, z) :

To get (14) simply use T a = a(−2) |0〉and compare the coefficients on both sides.
We now recall the definition of an additional structure on vertex algebras called

a conformal element or conformal vector. They induce a homomorphism from the
Virasoro vertex algebra to the given vertex algebra. As we will see in Sect. 4, confor-
mal element in the setting of Joyce’s vertex algebra gives rise to a compact way to
summarize all the information contained in the Virasoro constraints.

Definition 3.4 A conformal element ω on a vertex algebra V• is an element of V4
such that its associated fields Ln = ω(n+1), defined by

Y(ω, z)=
∑
n∈Z

Lnz
−n−2 ,

satisfy

1. the Virasoro bracket

[
Ln,Lm

]= (n−m)Lm+n + n3 − n

12
δn+m,0 ·C ,

where C ∈C is a constant called the central charge of ω,
2. L−1 = T ,
3. and L0 is diagonalizable.

A vertex algebra V• together with a conformal element ω is called a conformal
vertex algebra or vertex operator algebra. We denote by V ω• the conformal grading
on the underlying vector space, where V ω

i is the i ∈ C eigenspace of L0. We denote
the conformal degree by

degω(a)= i if a ∈ V ω
i ,

to distinguish it from the original degree on V•.
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3.2 Lattice vertex (operator) algebras

We next describe a particular construction of a vertex operator algebra which we will
be working with, called lattice vertex algebras. The following theorem is a summary
(and slight generalization, see footnote 13) of the constructions and statements in [33,
Sects. 3.5, 3.6 and 5.5]. In the rest of the section we will explain the construction in
further detail.

Theorem 3.5 (Kac) Assume that we have the following data:

1. A Z2-graded C-vector space � = �0 ⊕ �1 with a symmetric bilinear pairing
Q : �×�→C which is a direct sum of its restrictions Qi :�i ×�i →C.

2. The pairing Q is obtained as the symmetrization of a not necessarily symmetric
pairing q : �×�→C, i.e.,12

Q(v,w)= q(v,w)+ q(w,v).

3. An abelian group of a finite rank �sst that admits a C-linear inclusion

�sst ⊗Z C ↪→�0

such that the restriction of q to �sst is integer valued. This makes (�sst,Q) an
even generalized integeral lattice in the sense of [20, Sect. 3].

Then there is a uniquely defined vertex algebra V• whose underlying vector space is

V• =C[�sst] ⊗D�,

where

D� = SSym
[
CH�

]
and CH� =

⊕
k>0

� · t−k .

The state-field correspondence is determined by equations (20), (17) and (18) and
the translation operator is defined by equation (15).

Suppose moreover that we have:

4. The pairing Q is non-degenerate.
5. A decomposition of �1 as a sum of two maximal isotropic subspaces, i.e.,

�1 = I ⊕ Î .

Then V• admits a conformal element ω defined as (23) whose central charge is

sdim� := dim�0 − dim�1.

12We use symmetrization instead of supersymmetrization as in [20].
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We will use the notation v−k = v · t−k ∈ D� and eα ∈ C[�sst] for the elements
associated to v ∈� and α ∈�sst, respectively. The Z-grading of V• is defined by the
degree assignment

deg
(
eα ⊗ v1−k1

· · ·vn
−kn

)
=

n∑
i=1

(2ki − |vi |)+Q(α,α) .

A vacuum vector is defined as |0〉 := e0 ⊗ 1 ∈ V0.
For v ∈� and k > 0, the creation operator v(−k) on V• is defined as a left multi-

plication by the element v−k ∈ D�. This gives V• the structure of a free D�-module
with basis {eα}α∈�sst . Thus, specifying an operator A : V• → V• is equivalent to de-
scribing its commutators with creation operators [A,v(−k)] and its action on the basis
A(eα). The operators that appear are often derivations of the D�-module V•, and we
will often define them by describing their action on the generators v−k of D� and on
the basis eα .

The translation operator T is a C-linear even derivation of the D�-module V•
determined by

T (v−k)= kv−k−1 , T (eα)= eα ⊗ α−1 . (15)

Note that when we write α−1 for α ∈�sst we are implicitly using the map

�sst →�sst ⊗Z C ↪→�0

to regard α as an element of �0. For k ≥ 0, the annihilation operator v(k) is defined as
a derivation of the D�-module V• as we explain below, following Kac [33, Sects. 3.6
and 5.4]. The field corresponding to v−1 is then obtained as a sum of creation and
annihilation operators:

Y(v−1, z)=
∑
k∈Z

v(k)z
−k−1 . (16)

We separate the construction of the fields into two cases. If our lattice � is concen-
trated in even degree (i.e., �1 = {0}) we use Kac’s bosonic construction and if it is
concentrated in odd degree (i.e., �0 = {0}) we use a fermionic construction. In the
general case, we take the tensor product of the two.

Definition 3.6 Suppose that

1. �1 = {0}, then the resulting vertex algebra V0,• = C[�sst] ⊗ D�0
is called a

bosonic lattice vertex algebra. In this case, the action of the annihilation operators
{v(k)}k≥0 for v ∈�0 is an even derivation on the D�0

-module V0,• determined by

v(k)(w−l )= k Q(v,w) δk−l,0 , v(k)(e
α)=Q(v,α) δk,0 eα , k ≥ 0, l > 0 .
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Kac [33, Sect. 5.5]13 endows V0,• with a vertex algebra structure such that

Y(v−1, z)=
∑
k∈Z

v(k)z
−k−1 ,

and

Y(eα, z)

= (−1)q(α,β)zQ(α,β)eα exp
[
−

∑
k<0

α(k)

k
z−k

]
exp

[
−

∑
k>0

α(k)

k
z−k

]
(17)

on eβ⊗D�; in the formula, eα stands for the operator sending eβ⊗w to eα+β⊗w.
Note that the signs εα,β = (−1)q(α,β) satisfy [33, Equations 5.4.14]. The general
state-field correspondence is set to be

Y
(
eα ⊗ v1−k1−1 · · ·vn

−kn−1, z
)

= 1

k1!k2! · · ·kn! : Y(eα, z)
dk1

(dz)k1
Y(v1−1, z) · · ·

dkn

(dz)kn
Y (vn

−1, z) : . (18)

2. �0 = {0}, then the resulting vertex algebra V1,• =D�1
is called a fermionic vertex

algebra, see [33, Sect. 3.6]. It is determined uniquely by setting the annihilation
operators {v(k)}k≥0, for v ∈ �1, to be odd derivations on the supercommutative
algebra D�1

such that

v(k)(w−l )=Q(v,w)δk−l+1,0 , k ≥ 0, l > 0 .

The remaining fields are obtained again by the reconstruction Theorem [33, The-
orem 4.5], which states the analog of (18) without eα .

In general, V• is defined as the tensor product of the two lattice vertex algebras,

V• = V0,• ⊗ V1,•
which are associated to �sst ⊗Z C ↪→�0 and �1, respectively. The resulting fields
are determined uniquely by

Y(a0 ⊗ a1, z)= Y(a0, z)⊗ Y(a1, z)

whenever ai ∈ Vi,•.

We can summarize the above description by formulating the commutation rela-
tions of the operators v(k) as

[v(k),w(�)] = k(1−|v|)Q(v,w)δk+�+|v|,0 , (19)

13The construction in [33, Sect. 5.4] is only for the case in which �sst is a lattice (i.e., a free abelian group)
and �sst⊗ZC=�0, but everything works just fine in this slightly more general setting. This modification
was already considered by Gross in [20, Definition 3.5]. Note also that the case �sst = {0} corresponds to
what Kac calls the vertex algebra of free bosons, see [33, Sect. 3.5]; this slightly more general construction
can be thought of as interpolating the lattice vertex algebra and the bosonic vertex algebra.
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which holds for all k, � ∈ Z. If we want to obtain a closed formula for (16), we may
rewrite the annihilation operators in terms of derivatives to get

Y(v−1, z)=
∑
k≥0

v(−k−1)z
k +

∑
k≥1−|v|

∑
w∈B

k(1−|v|)Q(v,w)
∂

∂w−k−|v|
z−k−1 (20)

+Q(v,β)z−1 ,

on eβ ⊗D� ⊆ V•, where B ⊂� is a basis.
We will later identify Joyce’s vertex algebra with a lattice vertex algebra. For that,

the following proposition, which is a simple corollary of [33, Proposition 5.4], will
be useful.

Proposition 3.7 Let V• be a vertex algebra with the underlying vector space
C[�sst] ⊗D� such that:

(i) The vacuum vector is e0 ⊗ 1;
(ii) The fields Y(e0 ⊗ v−1, z) are given by (20);
(iii) We have

[zQ(α,β)]Y(eα, z)eβ = (−1)q(α,β)eα+β . (21)

Then V• is isomorphic to the lattice vertex algebra of Theorem 3.5.

Proof By [33, Proposition 5.4], conditions (i) and (ii) imply that V• is uniquely de-
termined by a choice of operators cα : V• → V• for each α ∈�sst satisfying

c0 = id , cα |0〉 = |0〉 , [v(k), cα] = 0 for v ∈�,k ∈ Z.

For such a choice of operators, the field Y(eα, z) is given by

Y(eα, z)= zQ(α,β)eα exp
[
−

∑
k<0

α(k)

k
z−k

]
exp

[
−

∑
k>0

α(k)

k
z−k

]
cα

To show that V• is the lattice vertex algebra we need to show that cα acts as (−1)q(α,β)

on eβ ⊗ D�. Since cα commutes with creation operators, it is enough to show that
cα(eβ)= (−1)q(α,β)eβ for all β ∈�sst. We have

Y(eα, z)eβ = zQ(α,β)eα exp
[
−

∑
k<0

α(k)

k
z−k

]
exp

[
−

∑
k>0

α(k)

k
z−k

]
cα(eβ)

= zQ(α,β)eα exp
[
−

∑
k<0

α(k)

k
z−k

]
cα exp

[
−

∑
k>0

α(k)

k
z−k

]
eβ

= zQ(α,β)eα exp
[
−

∑
k<0

α(k)

k
z−k

]
cαeβ

Extracting the coefficient of zQ(α,β) from both sides and using (iii) the result follows.
�



424 A. Bojko et al.

3.3 Kac’s conformal element

Let V• = C[�sst] ⊗ D� be a lattice vertex algebra associated to a non-degenerate
symmetric pairing

Q :�×�−→ Z.

Recall that V• is expressed as a tensor product V• = V0,• ⊗ V1,•. This allows us to
address the construction of the conformal element as

ω= ω0 +ω1, ωi ∈ Vi,4.

Let us first fix a basis B0 of �0 and its dual B̂0 with respect to Q; we denote by
v̂ ∈ B̂0 the dual of v ∈ B0, so that

Q(v, ŵ)= δv,w for v,w ∈ B0 .

Then the bosonic part has a natural choice of a conformal element given by

ω0 = e0 ⊗ 1

2

∑
v∈B0

v̂−1v−1 ∈ V0,4 .

See [33, Proposition 5.5]. The central charge of ω0 is dim(�0).
We now consider the fermionic part. Recall that we have in the assumptions of

Theorem 3.5 a splitting

�1 = I ⊕ Î . (22)

into maximal isotropic subspaces. Given such a splitting, Kac [33, 3.6.14] constructs
a family of conformal elements ωλ

1
parameterized by λ ∈ C. To give its explicit de-

scription, pick a basis BI ⊂ I ; then its dual basis is denoted by B
Î
⊂ Î with elements

ŵ satisfying Q(v, ŵ)= δv,w . One then sets

ωλ

1
= (1− λ)

∑
v∈BI

v̂−2v−1 + λ
∑
v∈BI

v−2v̂−1 .

Notice that the expression is independent of a choice of bases BI ,BÎ
and swapping

I and Î only interchanges λ and (1− λ). We set λ= 0 and denote14

ω1 =
∑
v∈BI

v̂−2v−1 .

The central charge of ω1 is

2 sdim(I )= sdim(�1)=−dim(�1) ,

14We suppress the dependence of ω1 on the choice of I and Î for simplicity of the notation.
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by [33, 3.6.16] after plugging λ= 0. Therefore, the central charge of the full confor-
mal element ω= ω0 +ω1 is given by

dim(�0)− dim(�1)= sdim(�) .

Remark 3.8 The choice of the conformal element ω is equivalent to the choice of a
splitting (22), so we will often denote the latter piece of data also by ω.

The corresponding conformal grading on eα ⊗D� ⊂ V•, depending on the choice
of the splitting ω, is determined by the operator

L0 = [z−2]{Y(ω, z)
}

= [z−2]
{1

2

∑
v∈B0

: Y(v̂−1, z)Y (v−1, z) : +
∑
v∈BI

: ∂

∂z
Y (v̂−1, z)Y (v−1, z) :

}

= 1

2

∑
k∈Z
v∈B0

: v̂(−k)v(k) : +
∑
k∈Z
v∈BI

k : v̂(−k−1)v(k) :

=
∑
k>0
v∈B0

k v(−k)

∂

∂v−k

+
∑
k>0
v∈BI

[
(k − 1) v̂(−k)

∂

∂v̂−k

+ k v(−k)

∂

∂v−k

]
+ 1

2
Q(α,α) .

The last equality is obtained by separating the sum into k > 0 or k < 0 terms and
using (20) in the form

v(k−1) = ∂

∂v̂−k

, v̂(k−1) = ∂

∂v−k

for v ∈ BI , k > 0 .

Specifically, the induced conformal grading is

degω(v−k)=

⎧⎪⎨
⎪⎩

k if v ∈�0 ,

k if v ∈ I ⊆�1 ,

k − 1 if v ∈ Î ⊆�1 ,

for each k > 0, while the Z-grading on V• that we started with is given by

deg(v−k)=

⎧⎪⎨
⎪⎩

2k if v ∈�0 ,

2k− 1 if v ∈ I ⊆�1 ,

2k− 1 if v ∈ Î ⊆�1 .

The conformal grading V ω• is useful when it comes to studying Virasoro operators
as we explain now. Starting from the notation for the decomposition

v = vI + v
Î
∈�1 , where vI ∈ I, v

Î
∈ Î ,
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we label the conformal shift

vω
−1 :=

{
v−1 if v ∈�0 ,

(vI )−1 + (v
Î
)−2 if v ∈�1 .

We also define a new pairing Qω(v,w) as

Qω(v,w) :=

⎧⎪⎨
⎪⎩

Q(v,w) if v,w ∈�0 ,

Q(vI ,wÎ
)−Q(v

Î
,wI ) if v,w ∈�1 ,

0 otherwise.

This pairing is non-degenerate and supersymmetric because Q is non-degenerate and
symmetric. Using the shift notation vω

−1 and a new pairing Qω, we can rewrite the
conformal element as

ω= 1

2

∑
v∈B0

v̂−1v−1 +
∑
v∈BI

v̂−2v−1 (23)

= 1

2

∑
v∈B0

v̂−1v−1 + 1

2

∑
v∈BI

v̂−2v−1 − 1

2

∑
v̂∈B

Î

v−1v̂−2

= 1

2

∑
v∈B

ṽω
−1v

ω
−1 .

In the last equality, we use the basis B = B0  BI  B
Î

of � and {ṽ} denotes the dual
basis to B = {v} with respect to Qω, such that Qω(v, w̃)= δv,w . If we also shift the
notation for the creation and annihilation operators defining vω

(k)
by the formula

Y(vω
−1, z) :=

∑
k∈Z

vω
(k) z

−k−1 ,

the Virasoro operators can be written as

Ln = 1

2

∑
i+j=n
v∈B

: ṽω
(i) v

ω
(j) : , n ∈ Z . (24)

We also note that shifted creation and annihilation operators are subject to the
bracket relations that are similar to bosonic fields

[
vω
(n),w

ω
(m)

]
= nQω(v,w)δn+m,0 . (25)

This can be shown by dividing into three cases;

i) v,w ∈�0 , ii) v ∈ I, w ∈ Î , iii) v ∈ Î , w ∈ I ,

and using the translation formula (14).
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3.4 Lie algebra of physical states

Borcherds [10] associates to any vertex algebra V• a graded Lie algebra

qV• = V•+2 /T (V•), [a, b] = a(0)b . (26)

In this section, we study the Lie subalgebra of primary states (also known as physical
states) that is closely related to Virasoro constraints. Algebraic statements in this sec-
tion will translate into a compatibility between wall-crossing and Virasoro constraints
for sheaves and pairs in the geometric setting.

Definition 3.9 ([10], [33, Corollary 4.10]) Let
(
V•,ω

)
be a conformal vertex algebra.

The space of primary states of conformal weight i ∈ Z is defined as

Pi :=
{
a ∈ V ω

i

∣∣ Ln(a)= 0 for all n≥ 1
}
.

The following assumption is used to construct the Lie subalgebra of primary states.

Assumption 3.10 We have ker(T )∩ V ω
i = {0} for all i < 0.

This assumption is satisfied for the lattice vertex algebras with Kac’s conformal
element because the kernel

ker(T )= spanC
{
eα ⊗ 1

∣∣ torsion α
}

consists only of elements with zero conformal weight.
Primary states yield a smaller Lie subalgebra by the proposition below. To state it,

we introduce the Lie subalgebra

qV ω
0 := V ω

1 /T (V ω
0 )⊆ V•/T (V•) .

The fact that qV ω
0 is closed under the Lie bracket on V•/T (V•) is a consequence of

the fact V ω
1 is closed with respect to the 0-th product.

Proposition 3.11 ([10]) Let
(
V•,ω

)
be a conformal vertex algebra satisfying Assump-

tion 3.10. Then qP0 := P1/T (P0) defines a natural Lie subalgebra of qV ω
0 .

Proof We record the proof to be self-contained. For any a ∈ V• and n ∈ Z, we have

Ln(T a)= [Ln,T ]a + T (Ln(a)) (27)

= (n+ 1)Ln−1(a)+ T (Ln(a)) .

This implies that if a ∈ P0 then T a ∈ P1, hence making sense of the quotient qP0 =
P1/T (P0).

In order to show that the natural map P1/T (P0) → V ω
1 /T (V ω

0 ) is injective, we
need to prove that a ∈ V ω

0 with T a ∈ P1 implies a ∈ P0. Suppose that a ∈ V ω
0 with

T a ∈ P1. We use induction on n to prove that Ln(a)= 0. The base case n= 0 follows
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from a ∈ V ω
0 . If Ln−1(a) = 0 for some n ≥ 1 by induction hypothesis, then (27)

implies T (Ln(a))= 0 since T a ∈ P1. Since Ln(a) ∈ ker(T ) has a negative conformal
weight −n, Assumption 3.10 implies Ln(a)= 0.15

Finally, this defines a Lie subalgebra because if a, b ∈ P1 then

Ln(a(0)b)= [Ln,a(0)]b+ u(0)(Ln(b))= 0 , n≥ 1

hence a(0)b ∈ P1. Here we used the fact that if a ∈ P1 then the operator a(0) commutes
with any Virasoro operators Ln [10, Sect. 5]. �

We give an alternative way to define a Lie subalgebra of primary states that is
related to the weight 0 Virasoro operator. For this new definition, we need a partial
lift of the Borcherds’ Lie bracket.

Lemma 3.12 There is a well-defined linear map 16

[−,−]: qVi × Vj → Vi+j , (a, b) �→ a(0)b , (28)

which makes V• a representation of a graded Lie algebra qV•.

Proof It suffices to check the factoring property of a(0)b in the first coordinate. This
follows from (14) because (T a)(0) = 0. �

Proposition 3.13 Let
(
V•,ω

)
be a conformal vertex algebra satisfying Assump-

tion 3.10. Then the linear map in Lemma 3.12 restricts to

[−,−]: qP0 × Pi → Pi

which makes Pi a subrepresentation of V ω
i with respect to the Lie algebra qP0.

Proof The proof is similar to that of Proposition 3.11 relying on the fact that if a ∈ P1
then the operator a(0) commutes with any Virasoro operators Ln. �

Definition 3.14 Let
(
V•,ω

)
be a conformal vertex algebra. We define a Lie subalge-

bra

qK0 :=
{
a ∈ qV ω

0

∣∣ [a,ω] = 0
}⊂

(
qV ω

0 , [−,−]
)

.

In the definition above, the operator [−,ω] is a linear map defined in Lemma 3.12.
The fact that qK0 defines a Lie subalgebra follows from the representation property
in Lemma 3.12. Connection of qK0 to the formulation of the Virasoro constraints
for moduli spaces of sheaves will be explained using the Lemma below; note the
similarity between the weight 0 Virasoro operator introduced in Definition 2.11 and
the formula for [−,ω].
15The operator Ln decreases the conformal grading by n since [L0,Ln] = (−n)Ln .
16We abuse the Lie bracket notation that was originally used for [−,−] : qVi × qVj → qVi+j .
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Lemma 3.15 Let
(
V•,ω

)
be a conformal vertex algebra. Then we have

[−,ω] =
∑

n≥−1

(−1)n

(n+ 1)!T
n+1 ◦Ln : qV ω

0 → V ω
2 .

Proof By (12), we have

[a,ω] = a(0)ω=
∑

n≥−1

(−1)n

(n+ 1)!T
n+1 ◦Ln(a).

�

From Lemma 3.15, it is clear that qP0 ⊆ qK0. The next lemma states the converse
when working with lattice vertex algebras.

Proposition 3.16 Let (V•,ω) be a lattice vertex operator algebra as in Theorem 3.5
with V• = C[�sst] ⊗ D�. Then we have qP0 = qK0 on the summands eα ⊗ D� such
that α is not torsion.

Proof Let a be an element admitting a lift a ∈ eα ⊗ D� for some non torsion α.
Suppose that a ∈ qK0, i.e., a(0)ω = 0. We show that a ∈ qP0 by constructing another
lift of a, not necessarily the same as a, that lies in P1. Since the pairing Q is non-
degenerate, there exists some b ∈ �0 such that Q(α,b) = 1. In the proof of this
lemma, we denote e0 ⊗ b−1 ⊂ V ω

1 simply by b; note that the creation/annihilation
operators associated to b ∈�0 and the fields induced by b = e0 ⊗ b−1 ∈ V• are the
same by definition, so the symbol b(k) is unambiguous. We claim that such b provides
a desired lift of a defined as

ηb(a) := −a(0)b ∈ V ω
1 .

Since (26) defines a Lie bracket, we know that

ηb(a) ∈ b(0)a + T (V•) .

Recall that the operator b(0) acts on eα⊗D� as multiplication by Q(α,b)= 1. There-
fore ηb(a) is indeed another lift of a.

To show that ηb(a) ∈ V ω
1 is a primary state in P1, we must show

ω(n+1)(a(0)b)= 0 for any n≥ 1.

This follows from the assumption a(0)ω= 0 and the identity (13)

ω(n+1)(a(0)b)= a(0)(ω(n+1)b)− (a(0)ω)(n+1)b ,

together with the basic fact that b= e0 ⊗ b−1 ∈ P1 [33, page 81]. �



430 A. Bojko et al.

4 VOA from sheaf theory

The general treatment of vertex algebras in the previous section is now paralleled
by their geometric construction formulated by Joyce [26]. Beginning from the appli-
cation to the moduli stack of pairs of perfect complexes, we compare the resulting
vertex algebras to lattice vertex algebras following the work of Gross [20]. The later
parts of the section are focused on describing the duals of the operators Lk as Virasoro
operators for a natural conformal element.

4.1 Joyce’s vertex algebra construction

We begin by describing the assumptions needed for the geometric construction of the
vertex algebra for perfect complexes following Joyce’s [26].17 We then follow it up
with how to extend it to pairs of complexes which is the most natural setting to work
in for conformal elements and the rank reduction arguments later on.

We use the notation

πJ :
∏
i∈I

Zi −→
∏
j∈J

Zj

for projections to components whenever J ⊂ I are finite sets, and denote for a K-
theory class K on

∏
j∈J Zj the pullback by KJ = π∗

J (K). Pushforwards, pullbacks
and duality below are all understood to be derived.

Definition 4.1 1. We work with a (higher) moduli stack MX of perfect complexes
on X constructed by Toën-Vaquié [62] which admits a universal perfect complex
G on MX × X. The two structures we are interested in are the direct sum map
� : MX ×MX →MX , such that

(� × idX)∗G = G1,3 ⊕ G2,3 ,

and an action ρ : BGm ×MX →MX determined by

(ρ × idX)∗(G)=Q1 ⊗ G2,3

for the universal line bundle Q on BGm.
2. The second major ingredient in constructing vertex algebras is a complex

Ext= (π1,2)∗
(
G∨1,3 ⊗ G2,3

)
, (29)

on MX ×MX . Denoting by σ : MX ×MX →MX ×MX the map swapping
the factors we construct its symmetrization

�= Ext∨ ⊕ σ ∗Ext

which satisfies σ ∗�∼=�∨.

17The manuscript [26] is not published and the author declares it as an incomplete draft. The main thing
we need from there is the construction of the vertex algebra and the proof that it satisfies the vertex algebra
axioms, i.e., Theorem 4.3, for which the author provides full details.
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3. For any topological type α ∈ K0
sst(X) � π0(MX), we denote the corresponding

connected component by Mα ⊆MX . Any restriction of an object living on MX

to Mα will be labelled by adjoining the subscript (−)α . This allows us to express

χsym(α,β) := rk
(
�α,β

)= χ(α,β)+ χ(β,α)

for χ : K0
sst(X)×K0

sst(X)→ Z the usual Euler form.

By the construction of Blanc [6, Sect. 3.4], there exists a topological space S t

defined up to homotopy which is assigned to each (higher) stack S . The homology
and cohomology of S are then defined by

H•(S) :=H•(S t) , H •(S) :=H •(S t) .

Each perfect complex E on S corresponds to a map S E−→ PerfC which induces S t E t−→
BU ×Z and the K-theory class

�E�= (E t)∗(U) ∈K0(S t) .

The Chern classes of E are defined to be the Chern classes of �E�.

Remark 4.2 We will only work with geometries where the natural map

Ki
sst(X,Z)−→Ki(X,Z)

for the semi-topological K-theory Ki
sst(X,Z) in [16] is an isomorphism for all i > 0

and an injection when i = 0. Gross [20] calls the class of such varieties class D; it in-
cludes curves, surfaces, rational 3-folds and rational 4-folds. From [6, Theorem 4.21]
it follows that for such varieties

πi(Mt
X)=Ki

sst(X,Z)=
{

Ki(X,Z) for i > 0

K0
sst(X) for i = 0 .

The vertex algebra on the shifted homology

V• =
⊕

α∈K0
sst(X)

pH•(Mα) (30)

for the shift

pH•
(
Mα

)=H•−2χ(α,α)

(
Mα,C

)

was constructed by [26] as follows:

Theorem 4.3 ([26, Theorem 3.12]) There is a vertex algebra structure on V• from (30)
defined by
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1. letting 0 : ∗→M0 be the inclusion of the zero object and setting

|0〉 = 0∗(∗) ∈H0(M0) .

2. taking t ∈H2
(
BGm

)
to be the dual of c1(Q) ∈H 2

(
BGm

)
and setting

T (u)= ρ∗
(
t � u

)
.

3. constructing the state-field correspondence by the formula

Y(u, z)v = (−1)χ(α,β)zχsym(α,β)�∗
[
ezT � id

(
cz−1(�)∩ (u� v)

)]
(31)

for any u ∈ pH•(Mα) and v ∈ pH•(Mβ).

While moduli spaces of sheaves (recall Sect. 1.2) naturally define an element in
the vertex algebra V• (or the associated Lie algebra qV•), this vertex algebra is not
suitable to study wall-crossing in moduli spaces of pairs. Essentially this is due to the
fact that the complex Ext in Definition 4.1 captures the deformation theory of sheaves
but not of pairs.

Thus, when working with pairs we will work with a larger vertex algebra V
pa• that

is constructed from the homology of a stack parametrizing a pair of complexes and
replaces the class Ext by Extpa, more related to the deformation theory of pairs. It also
turns out that the vertex algebra V

pa• is the adequate place to construct a conformal
element that produces the Virasoro operators.

Definition 4.4 1. Let PX :=MX ×MX and denote by V = G1,3 and F = G2,3 the
pullbacks of G via the two possible projections MX ×MX × X →MX × X.
This stack has a natural direct sum map �pa and a BGm–action ρpa

�pa := (
� ×�

) ◦ σ2,3 : PX ×PX −→PX ,

ρpa := (
ρ × ρ

) ◦ (�BGm
× idPX

) : BGm ×PX −→ PX .

where σ2,3 swaps the second and third copy of MX in PX ×PX =M×4
X .

2. One extends Ext to a perfect complex

Extpa = (π1,2)∗
(
(F1,3 ⊕ V1,3[1])∨ ⊗F2,3

)
(32)

on PX ×PX . We introduce its symmetrization

�pa = (Extpa)∨ ⊕ (σ pa)∗Extpa ,

where σ pa :PX ×PX → PX ×PX swaps the two factors.
3. We now work with two copies of the K-theory with the connected components

labeled by Pαpa whenever αpa = (α1, α2) ∈K0
sst(X)⊕2 and continue to denote by

the subscript (−)αpa the restriction of some object to each connected component.
We define the pairing

χpa(αpa, βpa) := χ(α2 − α1, β2)= rk
(
Extpa

αpa,βpa

)
.
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and its symmetrization

χ
pa
sym(αpa, βpa) := χ(αpa, βpa)+ χ(βpa, αpa)= rk

(
�

pa
αpa,βpa

)
.

The pair vertex algebra has the underlying graded vector space

V pa• = pH•(PX)=
⊕
αpa

pH•
(
Pαpa

)
,

where pH•
(
Pαpa

) = H•−2χpa(αpa,αpa)

(
Pαpa

)
. The structure of a vertex algebra is con-

structed exactly as in Theorem 4.3. In particular, the state-field correspondence is
given by

Y(u, z)v = (−1)χ
pa(αpa,βpa)zχ

pa
sym(αpa,βpa)�

pa
∗
[
ezT ⊗ id

(
cz−1(�

pa)∩ u� v
)]

(33)

for u ∈ pH•
(
Pαpa

)
, v ∈ pH•

(
Pβpa

)
. Note that the inclusion of MX ↪→ PX sending

F �→ (0,F ) realizes V• as a vertex subalgebra of V
pa• .

Remark 4.5 In Joyce’s theory [31, Sect. 8], wall-crossing for pairs plays an important
role in the definition of the invariant classes [M]inv. However, the vertex algebra that
he uses to formulate such wall-crossing formulae is not V

pa• . For our purposes, it
will be enough to consider the stack NX parametrizing triples (U,F,f ) where U is a
vector space, F is a sheaf and f :U⊗OX → F is a morphism (cf. [31, Definition 8.2]
with L=OX or [8, Definition 2.12] when n= 0). The stack NX maps to PX by

� : (U ⊗OX → F) �→ (U ⊗OX,F ).

If one replaces Extpa by

Extvpa = (π1,2)∗
(
(F1,3 ⊕ V1,3[1])∨ ⊗F2,3

)
⊕ V∨1,3 ⊗ V2,3

in the definition of (33), then the vertex algebra structure on NX used by Joyce makes
the pushforward �∗ in homology into a vertex algebra homomorphism.

When doing wall-crossing in Sect. 5 and in the Appendix 6.3, we only work with
Y(u, z)v where

u ∈ V pa• and v ∈ V• ⊂ V pa• .

The restrictions of Extpa and Extvpa to PX ×MX ⊂ PX × PX coincide, so the re-
sulting wall-crossing formulae remain the same. This was discussed in more detail
for quivers in [9, Remark 3.5 and 3.12, Lemma 4.4] where the comparison of vertex
algebras was stated explicitly.

4.2 Joyce’s vertex algebra as a lattice vertex algebra

We will now give an explicit description of V• and V
pa• as lattice vertex algebras (see

Theorem 3.5) following Gross’ work [20].
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Let � be the Z2-graded vector space

�=�0 ⊕�1 =K0(X)⊕K1(X)=K•(X).

Let also �sst = K0
sst(X). Next we need to describe the bilinear forms Q,q on �

extending the natural Euler pairing on �sst =K0
sst(X). Recall that we have a natural

Chern character isomorphism K•(X) ∼= H •(X). Define the dual (−)∨ : K•(X) →
K•(X) by identifying with H •(X) and setting

ch(v∨)= (−1)

⌊
deg ch(v)

2

⌋
ch(v) ,

where deg ch(v) is the cohomological degree. This leads to

(v ·w)∨ = (−1)|v||w|v∨ ·w∨ . (34)

We define the extension of the Euler pairing to K•(X) as

χ(v,w)=
∫

X

ch(v∨) · ch(w) · td(X) , v,w ∈K•(X) .

We will denote its symmetrization by χsym:

χsym(v,w)= χ(v,w)+ χ(w,v) .

For the pair version, we let

�
pa
i
=�⊕2

i
, �pa =�⊕2 =�

pa
0
⊕�

pa
1

, �
pa
sst =�⊕2

sst .

Given v ∈ � we will denote by vV = (v,0), vF = (0, v) ∈ �pa the corresponding
elements in the first and second copies of �, respectively. Given two elements

vpa = (v1, v2)= vV1 + vF2 , wpa = (w1,w2)=wV
1 +wF

2

their pairing is defined as

χpa(vpa,wpa)= χ(v2 − v1,w2) , (35)

and as usual its symmetrization is

χ
pa
sym

(
vpa,wpa)= χpa(vpa,wpa)+ χpa(wpa, vpa) . (36)

Note that the forms χpa and χ
pa
sym extend the ones in Definition 4.4.(3).

Lemma 4.6 The form χ
pa
sym is non-degenerate.

Proof Using the decomposition �pa =�⊕� the symmetric form χ
pa
sym can be rep-

resented by the block matrix

χ
pa
sym =

[
0 −χ

−χ χsym

]
.

Since clearly χ is non-degenerate it follows that χ
pa
sym is non-degenerate as well. �
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The following is a necessary modification of [20, Theorem 5.7] which we write
out in full detail to avoid imprecisions and to include the analog statement for the
pair vertex algebra. We point out that while all the ideas already appear in loc. cit. the
computation of the odd degree fields is not present there and their description has a
degree shift to the correct one. Furthermore, unlike the Definition of the generalized
lattice vertex algebra in [20], we do not rely on the construction of Abe [1].

Theorem 4.7 Let X be a variety in class D (cf. Remark 4.2). Then we have isomor-
phisms of vertex algebras

V• ∼=C
[
�sst

]⊗D� , (37)

V pa• ∼=C
[
�

pa
sst
]⊗D�pa , (38)

where: the left hand sides are the vertex algebras from Joyce’s geometrical con-
struction with the data of Definitions 4.1 and 4.4, respectively; the right hand sides
are the lattice vertex algebras from Theorem 3.5 and the symmetric bilinear forms
q = χ,Q= χsym and q = χpa,Q= χ

pa
sym, respectively.

We begin the proof of the Theorem by explaining how to identify both sides as
graded vector spaces. Using the universal sheaf Gα on Mα × X we have for each
α ∈K0

sst(X) a geometric realization morphism (3)

ξGα
: DX

α →H •(Mα).

Lemma 4.8 ([20, Theorem 4.15]) Let X be a variety in class D. Then the map ξGα
is

an isomorphism,

H •(Mα)∼=D
X
α .

Similarly,

H •(Pαpa)∼=D
X,pa
αpa :=D

X
α1
⊗D

X
α2

.

Proof Gross shows that H •(Mα) is freely generated by the Kunneth components of
chk(Gα) ∈H •(Mα×X). But these are precisely the geometric realization of descen-
dents, see (45). The result for pairs follows from the sheaf version. �

We know from the previous lemma that

H •(Mα)∼=D
X
α = SSym�CHX

α � ,

and we define the pairing 〈−,−〉: CHX
α ×CH� −→C given by

〈
chk(γ ), v−j

〉
=

∫

X

γ · ch(v)
δk,j

(k − 1)! . (39)

The reader can recall the definition of CHX
α and CH� in Definition 2.5 and Theo-

rem 3.5, respectively. The pairing above is a perfect pairing, so it identifies the dual
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of the graded vector space CHX
α with CH�; we will use † to denote duals. Recalling

the discussion from Sect. 2.1, we then get an identification between

H•(Mα)=H •(Mα)† = (DX
α )† = SSym�CHX

α �† = SSym[CH�] =D� .

Moreover, by Definition 2.2 the pairing between D
X
α and D� can be promoted to a

cap product

∩ :DX
α ×D� →D�

such that for a basis B of K•(X), we have

chk(γ )∩ (−)= 1

(k − 1)!
∑
w∈B

∫

X

γ · ch(w)
∂

∂w−k

. (40)

The isomorphisms D�
∼=H•(Mα) and D

X
α
∼=H •(Mα) identify this abstract cap

product with the topological cap product, i.e.,

(41)

commutes where ξ−† denotes the inverse of the isomorphism ξ†.
By assembling all the isomorphisms of graded vector spaces pH•(Mα) ∼= eα

D�

we get

pH•(MX)=
⊕

α∈K0
sst(X)

pH•(Mα)∼=
⊕

α∈�sst

eα
D� =C[�sst] ⊗D� (42)

and similarly

pH•(PX)∼=C[�pa
sst] ⊗D�pa . (43)

To prove Theorem 4.7 it remains to show that the vertex algebra that Joyce defined on
the left hand side and the lattice vertex algebra on the right hand side are compatible
under this isomorphism. We will do this using Proposition 3.7.

Before we analyze the fields required to show that the two vertex algebra structures
are compatible, it will be useful to identify the translation operators on both sides.
Recall Definition 2.9 of the operator R−1 :DX

α →D
X
α .

Lemma 4.9 Under the identification of DX
α with H •(Mα)∼=H•(Mα)†, the transla-

tion operator T : H•(Mα) → H•+2(Mα) (defined in Theorem 4.3) is dual to R−1.
Moreover, the isomorphisms (42), (43) preserve the respective translation operators
on both sides.

Proof We recall the operator

E= eζR−1
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from Lemma 2.8. We claim that the following diagram commutes:

The triangle on the left commutes because ρ∗(Gα)=Q� Gα . The parallelogram on
the right commutes by Lemma 2.8. It follows that, under the identification D

X
α
∼=

H •(Mα), E = ρ∗ and thus R−1 = (t\−) ◦ ρ∗ where the (t\−) stands for the slant
product with the generator t ∈ H2(BGm) dual to ζ = c1(Q) ∈ H 2(BGm). This is
clearly the dual to Joyce’s translation operator defined by T = ρ∗ ◦ (t �−).

To show that Joyce’s translation operator agrees with the one constructed in the
lattice vertex algebra it is enough to check equations (15). This is straightforward
with the identification of T with the dual of R−1. �

Before we reproduce the proof of Theorem 4.7, we introduce some notation. From
now on we will omit the isomorphism ξGα

and simply write chi (γ ) ∈H •(Mα). We
also set ch0(γ ) to be

∫
X

γ · ch(α) ∈ H 0(Mα). We will use the notation chVi (γ ) =
chi (γ )⊗ 1 and chFi (γ ) = 1 ⊗ chi (γ ) for the generators of DX,pa

αpa = D
X
α1
⊗ D

X
α2

, as
we did in Sect. 2.6. We also use the same notation for the images in H •(Pαpa). Given
γ ∈ H •(X) we let γ V = (γ,0), γF = (0, γ ) ∈ H •(X)⊕2. Given γ pa ∈ H •(X)⊕2

we introduce the symbol chi (γ
pa) ∈ D

X,pa
αpa so that chi (γ

V ) = chVi (γ ), chi (γ
F ) =

chFi (γ ). Given γ pa ∈H •(X)⊕2 and wpa ∈K•(X)⊕2 we define the pairing

〈γ pa,wpa〉 =
∫

X

γ1 · ch(w1)+
∫

X

γ2 · ch(w2).

If {wpa} is a basis of K•(X)⊕2 we then have the analogue of (40) for pairs:

chk(γ
pa)∩ (−)= 1

(k − 1)!
∑
wpa

〈γ pa,wpa〉 ∂

∂w
pa
−k

. (44)

Proof of Theorem 4.7 We will only give the proof of the statement for pairs, since the
sheaf version is easier and a direct consequence. Since we have already identified
the underlying vector spaces, by Proposition 3.7 it is enough to check conditions (i)-
(iii) for the vertex algebra defined by Joyce. The vacuum condition (i) is immediate.
Before we compute the fields necessary in (ii), (iii) we will obtain a formula for the
Chern classes of �pa. Fix a basis {γ } ⊆ H •(X) and let {γ } ⊆ H •(X) be the dual
basis, such that

∫
X

γ1 · γ2 = δγ1,γ2 . Then the class of the diagonal in X×X is

�∗(1)=
∑
γ

γ ⊗ γ ∈H •(X×X) ,

where the sum is over the basis we fixed. We then have

ch(F)= (π1,2)∗
(
(idPX

×�)∗(ch(F)
)=

∑
i≥0

chFi (γ )� γ (45)
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and an analogous formula for V . The term chFi (γ )⊗ γ contributes to chk(F) for

k = 2i − |γ | + degγ

2
= i +

⌊
deg(γ )

2

⌋
.

Thus,

ch(F∨)=
∑
γ

∑
i≥0

(−1)
i+

⌊
degγ

2

⌋
chFi (γ )⊗ γ .

Using Grothendieck-Riemann-Roch as in [20, Proposition 5.2] and being careful with
signs obtained from commuting odd variables we find that

ch(Extpa)=
∑
γ,δ

∑
i,j≥0

(−1)i+|γ |χ(γ, δ)chF−Vi (γ )� chFj (δ)

=
∑

γ pa,δpa

∑
i,j≥0

(−1)i+|γ pa|χpa(γ pa, δpa)chi (γ
pa)� chj (δ

pa
) (46)

in H •(PX × PX). In the first line, we sum over γ, δ in our prescribed basis. In the
second line, we sum over the basis

{γ pa} = {γ V } ∪ {γF } ⊆H •(X)⊕2

and use the definition of χpa. The pairings χ,χpa coincide with the ones for K-theory
previously described under the Chern character isomorphism, i.e.,

χ(γ, δ)=
∫

X

(−1)�
degγ

2 �γ · δ · td(X).

Note that all the non-zero terms in (46) have |γ | = |δ| = |γ | = |δ|, so we replace the
occurrence of any of those parities by |γ |. From (46) (and being again careful with
the signs introduced by taking the dual and by (σ pa)∗) we get the Chern character of
the symmetrization

ch(�pa)=
∑

γ pa,δpa

∑
i,j≥0

(−1)jχ
pa
sym(γ pa, δpa)chi (γ

pa)� chj (δ
pa

) . (47)

By Newton’s identities we have

cz−1(�
pa)= exp

[∑
k≥0

(−1)kk!chk+1(�
pa)z−k−1

]
(48)

= exp
[ ∑

γ pa,δpa

∑
i+j≥|γ pa|+1

(−1)i−|γ pa|−1(i + j − |γ pa| − 1)!z−i−j+|γ pa|

χ
pa
sym(γ pa, δpa)chi (γ

pa)� chj (δ
pa

)
]
.



Virasoro constraints for moduli of sheaves and vertex algebras 439

It suffices to consider the expansion of this exponential up to the linear terms in

Y(v
pa
−1, z)=�

pa
∗
[
ezT � 1

(
cz−1(�

pa)∩ (v
pa
−1 �−)

)]
,

because quadratic terms and beyond annihilate (v
pa
−1 � −) for degree reasons. The

constant term of the exponential (48), namely 1, determines the creation part of the
field Y(v

pa
−1, z) as

�
pa
∗
[
ezT v

pa
−1 �−]=

∑
k≥0

v
pa
(−k−1)z

k . (49)

This uses the fact that

T k

k! v
pa
−1 = v

pa
−k−1 , �

pa
∗
(
v

pa
−k−1 �−)= v

pa
(−k−1)

for k ≥ 0, see [20, Lemmas 5.3, 5.5] (the first one also follows from Lemma 4.9).
On the other hand, it suffices to consider the linear terms of (48) with i = 1 and
j − |γ pa| = k ≥ 0 for degree reasons. They determine the annihilation part of the
field Y(v

pa
−1, z) as

�
pa
∗
[ ∑

γ pa,δpa

∑
k≥0

(−1)|γ pa|k!z−k−1χ
pa
sym(γ pa, δpa)

ch1(γ
pa)� chk+|γ pa|(δ

pa
)∩ (v

pa
−1 �−)

]

=
∑

γ pa,δpa

∑
k≥0

k!z−k−1χ
pa
sym(γ pa, δpa)〈γ pa, vpa〉 chk+|γ pa|(δ

pa
)∩

=
∑
δpa

∑
k≥0

k!z−k−1(−1)|δpa|χpa
sym(vpa, δpa) chk+|δpa|(δ

pa
)∩ . (50)

The sign disappears in the second line due to the interaction between the cap product
and the tensor product [12, 12.17] and reappears in the last line by using

(−1)|δpa|∑
γ pa

〈γ pa, vpa〉χpa
sym(γ pa, δpa)

=
∑
γ pa

〈vpa, γ pa〉χpa
sym(γ pa, δpa)= χ

pa
sym(vpa, δpa) .

We can further simplify this expression by replacing descendent actions with deriva-
tives. Let {wpa} ⊆K•(X)⊕2 =�pa be the basis obtained by applying the inverse of
the Chern character isomorphism to {δpa}. By (44),

chj (δ
pa

)∩−= (−1)|δpa|

(j − 1)!
∂

∂w
pa
−j

, for j ≥ 1 .
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The constant descendent action by ch0(δ
pa

) is treated separately as a multiplication
by 〈δpa

, αpa〉 on H•(Pαpa). Therefore, we have

(50)=
∑

k≥1−|vpa|

∑
wpa

χ
pa
sym(vpa,wpa)k1−|vpa| ∂

∂w
pa
−k−|vpa|

z−k−1 + χpa(vpa, αpa)z−1

on H•(Pαpa). Combining with the creation part (49), this matches exactly with (20),
so we are done with (ii).

For (iii) we are left with computing Y(eαpa
, z)eβpa

:

Y(eαpa
, z)eβpa

= (−1)χ
pa(αpa,βpa)zχ

pa
sym(αpa,βpa)�∗

[
ezT � id(cz−1(�

pa)∩ (eαpa � eβpa
))
]

= (−1)χ
pa(αpa,βpa)zχ

pa
sym(αpa,βpa)�∗

[
ezT (eαpa

)� eβpa]
,

where we used the fact that chi (γ
pa) ∩ − and chj (δ

pa
) ∩ − annihilate eαpa

, eβpa
for

any i, j > 0. The zχ
pa
sym(αpa,βpa) coefficient is simply

(−1)χ
pa(αpa,βpa)�∗(eαpa � eβpa

)= (−1)χ
pa(αpa,βpa)eαpa+βpa

,

as required in (iii), thus finishing the proof. �

Recall from Sect. 3.4 that associated to a vertex algebra V• we have a Lie algebra
qV• = V•+2/T V•. This quotient of V• also has a geometric interpretation observed
by [26] and related to D

X
wt0,α from Definition 2.9. We begin by recalling that the

BGm–action ρ on MX leads to a rigidification (see [3, Appendix] and [26, Propo-
sition 2.25 (b)]) which quotients out Gm · id from the stabilizer of each object in the
moduli stack. We denote it by

Mrig
α =Mα� BGm .

Lemma 4.10 Let X be a variety in class D. Let ch(α) �= 0 and π
rig
α :Mα →Mrig

α be
the projection, then (π

rig
α )∗ :H •(Mrig

α )→H •(Mα) is injective and the isomorphism
of Lemma 4.8 induces

D
X
wt0,α

∼= (π
rig
α )∗

(
H •(Mrig

α )
)∼=H •(Mrig

α ) .

Equivalently, we have the isomorphism

qH•(Mrig
α ) :=H•−2χ(α,α)+2(Mrig

α )∼= qVα,• .

Proof A big part of this proof is already due to Joyce [26, Proposition 3.24], [31,
Theorem 4.8, Remark 4.10]. He proves that

H•(Mrig
α )=H•(Mα)/T (H•−2(Mα)) ,
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when ch(α) �= 0. This is the last statement of the lemma. Dually, we have injectivity
of the pull-back and

(π
rig
α )∗

(
H •(Mrig

α )
)= {D ∈H •(Mα) : ρ∗D = 1 �D in H •(BGm ×Mα)}.

The isomorphism with D
X
wt0,α finally follows from the fact that ρ∗ = eζR−1 under the

identification H •(Mα)∼=D
X
α as we showed in the proof of Lemma 4.9. �

Example 4.11 We continue with the Example 2.10 proving it differently for the full
stack. On Mα and Mrig

α , virtual tangent bundles T virMα and T virMrig
α are defined

as the topological K-theory classes of the duals of the natural obstruction theory
complexes.18 Before rigidifying, the virtual tangent bundle is given by

T virMα =−RHomMα
(G,G) ,

and its relation to T virMrig
α in K-theory is

T virMα = (π
rig
α )∗(T virMrig

α )−OMα
.

We see from Lemma 4.10 that ch(T vir) ∈D
X
wt0,α . This clearly holds for any K-theory

class pulled back from Mrig
α .

4.3 Virasoro operators from Kac’s conformal element

Construction of conformal element depends on Assumption 1.8 which we assume
throughout this section. Recall that we need to make a choice of a maximal isotropic
decomposition of K1(X)⊕2 with respect to a symmetric non-degenerate pairing χ

pa
sym

(recall Lemma 4.6) to define Kac’s conformal element. Hodge decomposition is
a source of the decomposition that we use. Define the subspaces K•,•+1(X) and
K•+1,•(X) of K1(X) such that via the Chern character isomorphism we have

K•,•+1(X)
∼−→

⊕
p

Hp,p+1(X), K•+1,•(X)
∼−→

⊕
p

Hp+1,p(X) .

We consider a decomposition of K1(X)⊕2 = I ⊕ Î given by

I :=K•,•+1(X)⊕2, Î :=K•+1,•(X)⊕2 , (51)

that is maximally isotropic due to Hodge degree consideration. This defines a con-
formal element ω inside V

pa• = C[�pa
sst] ⊗ D�pa hence the vertex Virasoro operators

L
pa
n for all n ∈ Z. On the other hand, we defined in Sect. 2.6 descendent Virasoro

operators L
pa
n for n≥−1 acting on the formal pair descendent algebra D

X,pa.

18In [62], the stack Mα is constructed by truncating its derived refinement. Because derived refinements
naturally induce obstruction theories (see [57, Proposition 1.2]), we have a natural obstruction theory on
Mα given by the formula that follows as shown in [62, Corollary 3.29]. Because these derived refinements
can be rigidified in the same way as the original stacks, there is also a natural choice of an obstruction

theory on Mrig
α .



442 A. Bojko et al.

In this section, we prove duality between the two Virasoro operators L
pa
n and L

pa
n

for n≥−1. To set up the stage where we state the duality, let αpa ∈�
pa
sst and consider

the realization homomorphism

pαpa :DX,pa →D
X,pa
αpa ,

as in Definition 2.5. By Assumption 1.8, this realization homomorphism is surjec-
tive. Furthermore, descendent Virasoro operators L

pa
k factor through this quotient as

follows from noting that ker(pα) is only generated by symbols of the form chH
0 (γ )

giving us

Rk

(
ker(pα)

)= 0 .

We use the same notation for the resulting operators on D
X,pa
αpa .

Theorem 4.12 For any αpa ∈ �
pa
sst and n ≥ −1, Virasoro operators L

pa
n and L

pa
n are

dual to each other with respect to the perfect pairing

D
X,pa
αpa ⊗ eαpa

D�pa →C .

Proof On K•(X)⊕2 we are given a symmetric non-degenerate pairing

χ
pa
sym

(
vpa,wpa)= χpa(vpa,wpa)+ χpa(wpa, vpa)

= χ(v2 − v1,w2)+ χ(w2 −w1, v2) .

The maximal isotropic decomposition (51) determines the conformal element ω ∈
V

pa• and a new supersymmetric non-degenerate pairing (see Sect. 3.3) Qω = χ
H,pa
ssym .

We use the superscript H instead of ω to indicate the relevance to the holomorphic
degree in the Hodge decomposition. This new pairing can be written as

χ
H,pa
ssym

(
vpa,wpa)= χH,pa(vpa,wpa)+ (−1)|vpa||wpa|χH,pa(wpa, vpa)

= χH(v2 − v1,w2)+ (−1)|vpa||wpa|χH(w2 −w1, v2) ,

where χH is a pairing on K•(X) defined as

χH(v,w) := (−1)p
∫

ch(v)ch(w)td(X) if ch(v) ∈Hp,•(X) .

The supersymmetric pairing χ
H,pa
ssym allows a simple formulation of the conformally

shifted field:

Y(v
H,pa
−1 , z)=

∑
k≥0

v
H,pa
(−k−1)z

k +
∑
k≥0

∑
δpa

k!z−k−1χ
H,pa
ssym(δpa, vpa) chH

k (δ
pa

)∩ . (52)

This formula is proven by the non-shifted version for Y(v
pa
−1, z) as in (49), together

with a case division analysis as in the proof of (25).
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Recall that the vertex Virasoro operator are written as

L
pa
n = 1

2

∑
i+j=n
vpa∈Bpa

: ṽH,pa
(i)

v
H,pa
(j)

: n ∈ Z .

When n≥−1, we write L
pa
n =R

pa
n + T

pa
n where

R
pa
n := 1

2

∑
i+j=n

i<0 or j<0
vpa∈Bpa

: ṽH,pa
(i) v

H,pa
(j) : , T

pa
n := 1

2

∑
i+j=n
i,j≥0
v∈Bpa

: ṽH,pa
(i) v

H,pa
(j) : .

From the computation (52), we have

T
pa
n = 1

2

∑
i+j=n
i,j≥0

i!j !
∑

vpa∈Bpa

∑
δpa,γ pa

χ
H,pa
ssym(δpa, ṽpa)χ

H,pa
ssym(γ pa, vpa)

chH
i (δ

pa
)chH

j (γ pa)∩−

= 1

2

∑
i+j=n
i,j≥0

i!j !
∑

δpa,γ pa

(
χH,pa(γ pa, δpa)+ (−1)|γ pa||δpa|χH,pa(δpa, γ pa)

)

chH
i (δ

pa
)chH

j (γ pa)∩−
=

∑
i+j=n
i,j≥0

i!j !
∑

δpa,γ pa

χH,pa(γ pa, δpa) chH
i (δ

pa
)chH

j (γ pa)∩−

=
∑

i+j=n
i,j≥0

i!j !
∑
δ,γ

χH(γ, δ) chH,F
i (δ)chH,F−V

j (γ )∩−

=
∑

i+j=n
i,j≥0

i!j !
∑
δ,γ

(−1)dim(X)−p(γ )

(∫
δ · γ · td(X)

)
chH,F−V

i (γ )chH,F
j (δ)∩−

=
∑

i+j=n
i,j≥0

i!j !
∑

t

(−1)dim(X)−pL
t chH,F−V

i (γ L
t )chH,F

j (γ R
t )∩− ,

where in the last equality the summation takes over

�∗(td(X))=
∑

t

γ L
t ⊗ γ R

t .

This is exactly dual to the multiplication operator T
pa
n .

Now we prove that operators R
pa
n and R

pa
n are dual to each other. Let R

pa,†
n :

D
X,pa
αpa → D

X,pa
αpa be the dual to R

pa
n . For n ≥ −1, both R

pa,†
n and R

pa
n annihilate 1 so
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it is enough to show that their commutators with right multiplication by descendents
agree, i.e.,

[Rpa,†
n , · chH

k (γ pa)] = [Rpa
n , · chH

k (γ pa)] =
⎛
⎝

n∏
j=0

(k + j)

⎞
⎠ · chH

k+n(γ
pa) .

Dually, this is equivalent to

[
chH

k (γ pa)∩ , R
pa
n

]
=

⎛
⎝

n∏
j=0

(k + j)

⎞
⎠ chH

k+n(γ
pa)∩ .

We finish the proof by showing the required commutator relation. Since χ
H,pa
ssym is

a perfect pairing, there is a unique wpa ∈K(X)pa such that
∑
δpa

χ
H,pa
ssym(δpa,wpa) δ

pa = γ pa .

From (52), this implies that w
H,pa
(k)

= k!chH
k (γ pa)∩. On the other hand, we have

R
pa
n = 1

2

∑
i+j=n

i<0
vpa∈Bpa

ṽ
H,pa
(i) v

H,pa
(j) + 1

2

∑
i+j=n
j<0

vpa∈Bpa

(−1)|vpa|vH,pa
(j) ṽ

H,pa
(i) =

∑
i+j=n

i<0
vpa∈Bpa

ṽ
H,pa
(i) v

H,pa
(j) ,

since the dual ṽpa is defined by supersymmetric pairing χ
H,pa
ssym . Therefore, we obtain

[
chH

k (γ pa)∩ , R
pa
n

]
= 1

k!
∑

i+j=n
i<0

v∈Bpa

[
w

H,pa
(k) , ṽ

H,pa
(i) v

H,pa
(j)

]

= 1

k!
∑

i+j=n
i<0

v∈Bpa

[
w

H,pa
(k) , ṽ

H,pa
(i)

]
v

H,pa
(j) + ṽ

H,pa
(i)

[
w

H,pa
(k) , v

H,pa
(j)

]

= 1

k!
∑

v∈Bpa

k · χH,pa
ssym(wpa, ṽpa)v

H,pa
(k+n)

=
⎛
⎝

n∏
j=0

(k + j)

⎞
⎠ chH

k+n(γ
pa)∩ ,

where we used the bracket formula (25) with k ≥ 0. �

Remark 4.13 To summarize the ideas leading up to this final statement, we explain
where the obvious similarity between Tk and the virtual tangent bundle (see Exam-
ple 2.6) comes from in general. It is best represented by the diagram
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Meaning of the arrows are explained below.

(i) represents pullback along the diagonal which restricts Extpa to the virtual tan-
gent bundle of any pair moduli space mapping to PX . This is the content of
assumption [31, Assumption 4.4] and is satisfied in larger generality than our
Definition 4.4.

(ii) corresponds to taking ranks of the symmetrization �pa of Extpa and then fixing
a choice of an isotropic splitting �

pa
1
= I ⊕ Î of the odd part of �pa as we did

in (22). Out of it, we constructed a supersymmetric pairing which in the case

I =K•,•+1(X)⊕2, Î =K•+1,•(X)⊕2 ,

led to χ
H,pa
ssym . This can be generalized to any setting where the induced pairing is

non-degenerate so that isotropic splitting can be chosen.
(iii) is assigning the conformal element for a given choice of an isotropic splitting

in the procedure described in Sect. 3.3 (more explicitly see (23)) and works as
long as Joyce’s construction in Sect. 4.1 leads to a lattice vertex algebra.

(iv) is filled in by Theorem 4.12 that fundamentally depends on the comparison be-
tween D

X,pa and H •(PX) contained in the description of the lattice vertex al-
gebra structure on pH•(PX) proved in Theorem 4.7. This would again work in a
setting where a similar comparison can be made.

A direct geometric relation represented by the “?” between Virasoro constraints and
the virtual tangent bundle is however unclear.

4.4 Virasoro constraints and primary states

Let M = Mα , for ch(α) �= 0, be a moduli space of sheaves as in Sect. 1.2 with
a universal sheaf G. By the universal property of the stack MX there is a map
fG : M →MX such that (fG × idX)∗G = G where G is the universal complex in
MX × X. Even without a universal sheaf G, we always have an open embedding
into the rigidified stack ι : M ↪→Mrig

X . When a universal sheaf exists this embedding
is the composition

ι : M
fG−→MX −→Mrig

X .

We define classes in MX , Mrig
X by

[M]vir := ι∗[M]vir ∈H•(Mrig
X ) ,



446 A. Bojko et al.

[M]vir
G
:= (fG)∗[M]vir ∈H•(MX)= V• .

By Lemma 4.10 we may regard the class [M]vir as being in Borcherds Lie algebra
qV• = V•+2/T V•. Given any G the class [M]vir

G
is a lift of [M]vir ∈ V•+2/T V• to the

vertex algebra V• – quotienting by T removes the ambiguity in the choice of G. The
integrals of geometric realizations of descendents D ∈D

X
α can be expressed in terms

of these classes by
∫

[M]vir
ξG(D)=

∫

[M]vir
(fG)∗

(
ξG(D)

)=
∫

[M]vir
G

ξG(D) .

By Theorem 4.8, if X is a variety in class D then ξG is an isomorphism between
D

X
α and H •(Mα), so knowing the class [M]vir

G
is precisely the same as knowing all

the descendent integrals. Similarly, by Lemma 4.10 the class [M]vir ∈ qV• contains
precisely the information of integrals of weight 0 descendents D ∈D

X
α,wt0 .

An analogous situation happens for moduli spaces of pairs and the stack PX . Given
a moduli of pairs as in Sect. 1.2 with universal sheaf q∗V → F, by the universal
property of the stack PX we have a map

f(q∗V,F) : P →PX ,

such that

(f(q∗V,F) × idX)∗V = q∗V , (f(q∗V,F) × idX)∗F = F .

The classes

[P ]vir
(q∗V,F) := (f(q∗V,F))∗[P ]vir ∈ V pa•

contain exactly the information of the descendent integrals
∫

[P ]vir
ξ(q∗V,F)(D) for D ∈D

X,pa
αpa .

A class [M]vir coming from a moduli of sheaves can also be considered in qV
pa• via

the embedding MX ↪→PX sending G �→ (0,G).
We now use Theorem 4.12, which states the duality between the Virasoro opera-

tors on the descendent algebra and on the vertex algebra, to prove Theorem 1.9 saying
that the Virasoro constraints holding for some moduli space of sheaves M or pairs
P are equivalent to their respective classes on the Lie/vertex algebra being primary
states.

Proof of Theorem 1.9 We start with part (2) which refers to pairs. Under Assump-
tion 1.8 the morphism pαpa : DX,pa →D

X,pa
αpa is surjective, so Conjecture 2.18 holds if

and only if
∫

[P ]vir
ξ(q∗V,F)(L

pa
n (D))= 0
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for every D ∈D
X,pa
αpa and n≥ 0. By Theorem 4.12 and the previous observations

∫

[P ]vir
ξ(q∗V,F)(L

pa
n (D))=

∫

[P ]vir
(q∗V,F)

ξ(V,F)(L
pa
n (D))=

∫

L
pa
n ([P ]vir

(q∗V,F)
)

ξ(V,F)(D) .

Since ξ(V,F) defines an isomorphism between D
X,pa
αpa and the cohomology H •(Pαpa)

the last integral vanishes for all D if and only if L
pa
n

([P ]vir
(q∗V,F)

)= 0, i.e.,

[P ]vir
(q∗V,F) ∈ P

pa
0 .

The claim (1) for sheaves follows in a similar way by noting that the operator
Lwt0 is dual to [−,ω] by Theorem 4.12 and Lemma 3.15 and using the equivalente
characterization of primary states in qP0 provided by Proposition 3.16. �

Joyce defines more generally (under certain conditions, see [31, Theorem 5.7] or
Sect. 5.3) classes [M]inv ∈ qV• even when M contains strictly semistable sheaves;
when it does not contain strictly semistable sheaves, this class coincides with [M]vir.
As in Remark 1.1 and Conjecture 1.10, we say that M satisfies the Virasoro con-
straints if [M]inv is a primary state, i.e.

[M]inv ∈ qP0 .

5 Rank reduction via wall-crossing

In this section, we will explain the main step in the proof of Theorem A, which
consists of a rank reduction argument via wall-crossing as described in [31, Sect. 8.6]
for positive rank and generalized here to include the case (3). The rank-reduction of
loc. cit. is stated for slope stability only, so we use additional wall-crossing from slope
stability to Gieseker stability to conclude Virasoro constraints for the latter stability
condition, see Corollary 5.7.

We will treat the 3 cases (1), (2), (3) in a uniform way by fitting them into the
general framework of Joyce [31]. Then their virtual fundamental classes viewed as
elements of H•(Mrig

X ) are related in terms of the Lie bracket defined on qV•.
Let X be a smooth projective variety of dimension m = 1 or m = 2. In the case

of m = 2, we assume that h0,2(X) = 0. Let H be a fixed polarization of X. Given
1≤ d ≤m, we consider the moduli spaces of d-dimensional slope semistable sheaves
F (cf. [24, Theorem 4.3.4, Definition 8.2.7])

Mα =Mss
α (μ)

with respect to the slope stability μ, where α is the topological type of the sheaves
we consider. In our case, we will work with α ∈ K0(X) which can be represented
by a non-zero sheaf on X, and we label this subset of K0(X) by C(X). This fits the
description of the wall-crossing data given in [31, Assumption 5.1 (b)]:19 there is a

19This assumption introduces a quotient K
(
Coh(X)

)
of K0

(
Coh(X)

)
with C

(
Coh(X)

) ⊂ K
(
Coh(X)

)
containing elements represented by non-zero sheaves. The wall-crossing is then expressed in terms of α’s
contained in C(X). In our case, we directly define C

(
Coh(X)

)= C(X).
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morphism

K0
(
Coh(X)

)→K0(X)

from the Grothendieck group of Coh(X) by smoothness and projectivity of X and
only the zero coherent sheaf has trivial topological K-theory class. The restriction of
this morphism to the semigroup of elements of K0

(
Coh(X)

)
represented by a non-

zero sheaf maps onto C(X) by its definition. We will not mention that α lies in C(X)

from now on.
Recall that μ is defined by

μ(F)= deg(F )

r(F )
∈Q  {+∞}

where deg(F ), r(F ) are (normalized) coefficients of the Hilbert polynomial PF (z);
denoting by [zk]P(z) the zk coefficient of a polynomial P ,

deg(F )= (d − 1)![zd−1]PF (z) and r(F )= d![zd ]PF (z).

When d = m, the number r(F ) is (up to multiplication by a constant) the rank of
F . In general, we regard the number r(F ) as a generalized rank; it is a non-negative
integer for every sheaf of dimension at most d . The cases (1), (2), (3) in Theorem A
correspond, respectively, to (m,d)= (1,1), (2,2), (2,1).

Twisting by OX(H) induces isomorphisms

Mα
∼=Mα(H).

It is a standard fact that, given a fixed α, for large n all the μ-semistable sheaves with
topological type α(nH) are globally generated and have vanishing higher cohomol-
ogy (e.g. [24, Corollary 1.7.7]). Replacing α by α(nH) we shall often assume this to
be the case.

Assumption 5.1 All the μ-semistable sheaves F of topological type α are globally
generated and have vanishing higher cohomology H>0(F )= 0.

5.1 Bradlow pairs

We now describe the notion of Bradlow stability, depending on a parameter t ∈R>0,
on pairs (F, s) where s : OX → F is a section.

Definition 5.2 Let t > 0. A pair s : OX → F is μt -(semi)stable if it is non-zero and:

1. For every subsheaf G ↪→ F we have

μ(G)(≤)μ(F )+ t

r(F )
.

2. For every proper subsheaf G ↪→ F through which the section s factors

s : OX →G→ F ,
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we have

μ(G)+ t

r(G)
(≤)μ(F )+ t

r(F )
.

The symbol (≤) stands for ≤ in the semistable case and < in the stable case.

We denote by P t
α the moduli space of μt -semistable pairs OX → F with topolog-

ical type �F � = α. These are often called moduli spaces of Bradlow pairs and con-
structed by [61, Sect. 1] and [38, 40] for curves and higher dimensions, respectively.20

If t is such that t /∈ 1
r(α)!Z then the moduli spaces P t

α have no strictly semistable ob-
jects. When this is the case, P t

α is a fine moduli space with a universal pair

OP t
α×X → F ,

admitting a virtual class [P t
α]vir by the standard argument as recorded below.

Lemma 5.3 Assume that there are no strictly μt -semistable pairs in P t
α . Then

the moduli space P t
α has a natural 2-term perfect obstruction theory given by

RHom([OP t
α×X → F],F) when (m,d)= (1,1), (2,2), (2,1).

Proof The construction of a morphism from the dual of RHom([OP t
α×X → F],F) to

the cotangent complex is standard, see for example [46, Sect. 5.3].
Using the long exact sequence

Exti (F,F )→Hi(F )→ Exti ([OX → F ],F )→ Exti+1(F,F )→Hi+1(F ) .

Mochizuki [46, Lemma 6.1.14] (see also Joyce [31, Sect. 8.3.2]) showed the vanish-
ing of Exti for (m,d) = (1,1), (2,2) and i �= 0,1. When (m,d) is such that d ≤ 1,
then the terms vanish immediately for i �= −1,0,1 because H 2(F )= 0. The vanish-
ing for i =−1 would follow from the injectivity of

Ext0(F,F )
−◦ s−−−→H 0(F ) .

Suppose for the contradiction that there exists a non-zero morphism φ ∈ Ext0(F,F )

such that φ ◦ s = 0. Consider the induced short exact sequence

0→ F1 → F → F2 → 0 ,

where F1 = ker(φ) and F2 = coker(φ) � F . By μt -stability of OX
s−→ F , we have

μ(F1)+ t

r(F1)
< μ(F)+ t

r(F )
, μ(F2) < μ(F)+ t

r(F )
.

Using the usual arithmetic of ratios, this gives the contradiction. �

20Strictly speaking, these moduli spaces are constructed for Gieseker type Bradlow stability as opposed
to the slope type Bradlow stability in Definition 5.2. However, we need the construction of the moduli
space only when there are no strictly μt -semistable pairs in which case the two stability notions coincide.
When there exist strictly μt -semistable pairs, Joyce’s theory [31] uses only the moduli stacks rather than
the moduli spaces.
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These moduli spaces fit in the framework of Sect. 8 of [31]. There, Joyce considers
the abelian category À of pairs U ⊗ OX → F where U is a C-vector space and
F ∈ Coh(X), and introduces the stability function on such pairs given by

μt(U ⊗OX → F)= deg(F )+ t dim(U)

r(F )
.

The μt -(semi)stable pairs with U =C are precisely the μt -(semi)stable pairs in Def-
inition 5.2. Conditions (1) and (2) in Definition 5.2 correspond to looking for desta-
bilizing subpairs of the form 0→G and OX →G, respectively.

The stack parametrizing objects in the category À is the stack NX from Re-
mark 4.5. Hence the moduli spaces P t

α admit a map

P t
α ↪→N rig

X →P rig
X ,

and thus define a class [P t
α]vir in the Lie algebras H•(N rig

X ) or H•(P rig
X ) by pushing

forward [P t
α]vir ∈ H•(P t

α) along this map. Moreover, since we have a universal pair
O→ F there is actually a lift of this map to the non-rigidified stacks

f(O,F) : P t
α →NX → PX .

This defines a lift of the class [P t
α]vir

[P t
α]vir

(O,F)
:= (f(O,F))∗[P t

α]vir

to the vertex algebras H•(NX) and H•(PX)= V
pa• when P t

α does not contain strictly
semistable pairs. This class is in the connected component P(�OX�,α); to alleviate
notation, we will write

P(1,α) :=P(�OX�,α) .

5.2 Limits t → 0 and t → ∞

Our rank reduction argument will be based on using the wall-crossing formula to
compare the μt Bradlow pairs with t small and t large. We now identify the moduli
spaces P t

α in these two limits.

Proposition 5.4 ([31, Theorem 8.13, Ex. 5.6]) Let 0 < t < 1/r(α)! and F be a sheaf
of topological type α. Then s : OX → F is μt -semistable if and only if it is μt -stable
if and only if the following three conditions hold:

1. F is semistable with respect to μ;
2. s �= 0;
3. there is no 0 �=G � F with μ(G)= μ(F) such that im(s)⊆G.

Since the stable objects do not change for such small t we denote by P 0+
α = P t

α

the moduli of μt -stable pairs for 0 < t � 1 and by μ0+ the limit stability μt with
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t → 0. The limit stability can be explicitly defined by

μ0+(U ⊗OX → F)= (μ(F ),dim(U)) ∈ (−∞,∞]×Z≥0

where (−∞,∞]×Z≥0 is given the lexicographic order.
Note in particular that if Mα has no strictly semistable sheaves then condition

(3) is vacuous, so P 0+
α parametrizes stable sheaves [F ] ∈ Mα together with a non-

vanishing section s ∈H 0(F ) (up to scaling of the section). Assuming 5.1,

P 0+
α = PMα(p∗G)

is a projective bundle over Mα with fiber P(H 0(F ))∼= P
χ(α)−1 over [F ] ∈Mα .

When Mα has strictly semistable sheaves, P 0+
α plays a crucial role in Joyce’s

definition of the classes [Mα]inv ∈ qH•(MX) in [31, Section 9.1], as we will recall
next. This idea is also present in Mochizuki’s work [46].

Proposition 5.5 ([53, Lemma 1.3]) Let t � 0 be large enough. Then s : OX → F is
μt -semistable if and only if it is μt -stable if and only if F is pure of dimension d and
coker(s) is supported in dimension at most d − 1.

We denote by P∞
α the moduli of such pairs and by μ∞ the limit stability. We

proceed now to identify this moduli space in the three cases of interest to us, (m,d)=
(1,1), (2,2), (2,1).

1. Suppose that (m,d)= (1,1) and rk(α) > 1. Then P∞
α = ∅ since

rk(coker(s))≥ rk(F )− rk(OX) > 0

for any s : OX → F with rk(F ) > 1. Suppose now that rk(α) = 1; then the ele-
ments of P∞

α are non-zero pairs s : OX → F such that F is a torsion-free rank 1
sheaf. A torsion-free rank 1 sheaf on a smooth curve C with a non-zero section
is given by an effective divisor. When ch(α) = 1 + n · pt for n ≥ 0 this implies
that

P∞
α = {OX →OX(E) such that |E| = n} = C[n]

is the n-th symmetric power of C.
2. Suppose that (m,d) = (2,2). As before, P∞

α = ∅ whenever rk(α) > 1. Given a
torsion-free rank 1 sheaf F on a surface S, we get an embedding into its dou-
ble dual F ↪→ F∨∨, which must be a line bundle OS(E) [24, Example 1.1.16].
Twisting by −E gives

so F(−E)= IZ is the ideal sheaf of a zero-dimensional subscheme Z ⊆E. Thus,
the moduli space P∞

α is isomorphic to the nested Hilbert scheme S
[0,n]
β in [18]
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parametrizing a pair (E,Z) of a divisor E in class β ∈ H2(X,Z) and a zero-
dimensional subscheme Z ⊆E of length n, where

ch(α)= 1+ β + β2

2
− n · pt .

The isomorphism is given by sending

(E,Z) �→ (
OS → IZ(E)

)
.

The obstruction theory, and hence virtual fundamental class, of P∞
α is easily seen

to match the ones defined for S
[0,n]
β in [18]. Indeed, the obstruction theory of the

latter at (E,Z) (see Proposition 2.2 and the proof of Proposition 3.1 in loc. cit.) is
given by

Cone
(
RHom(OS(−E), IZ)→ RHom(IZ, IZ)

)

= RHom(OS → IZ(E), IZ(E)) .

3. If (m,d) = (2,1) then P∞
α is shown in [18, Proposition 3.1.5] to also be iso-

morphic to the nested Hilbert scheme S
[0,n]
β with ch(α) = β − β2

2 + n · pt. The
isomorphism sends

(E,Z) �→ (
OS →OE(Z)

)
.

The virtual fundamental classes of P∞
α and S

[0,n]
β are also shown to agree.

5.3 Invariant classes [M]inv

When there are strictly semistable sheaves in Mα , we cannot obtain a class in qV• by
simply pushing forward a virtual fundamental class from H•(Mα). However, Joyce
constructs classes [Mα]inv for every α such that [Mα]inv = [Mα]vir when there are
no strictly semistable sheaves. The classes [Mα]inv appear when one writes down
wall-crossing formulae. We will now summarize – and slightly reformulate – the
construction of these classes in [31, Theorem 5.7, Sect. 9] when (m,d) is one of our
three cases.

First, we observe that it is enough to define the classes [Mα]inv when α satisfies
Assumption 5.1. The definition extends to all α by requiring that [Mα(H)]inv is ob-

tained from [Mα]inv via the map H•(Mrig
α )→H•(Mrig

α(H)) induced by tensoring with
OX(H). The argument that this definition is consistent is one of the core arguments
in Joyce’s theory proved in [31, Proposition 9.12].

Let � : PX →Mrig
X be the composition of the projection PX →MX onto the

second component with the rigidification map MX →Mrig
X . We define the K-theory

class Trel in PX by

Trel =Rp∗F −OPX
,
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where p : PX ×X →PX is the projection. Then, one defines the class

ϒα =�∗
(
cχ(α)−1(T

rel)∩ [P 0+
α ]vir

(O,F)

)
∈H •(Mrig

α )⊆ qV• . (53)

Alternatively, note that if we define �α as the composition

then by Assumption 5.1 the relative tangent bundle T�α , which has fibers

H 0(F )/C · s over a pair [s : OX → F ] ∈ P 0+
α ,

is a vector bundle of rank χ(α)− 1 such that

T�α = f ∗
(O,F)T

rel

in K-theory. Equation (53) can be rewritten as

ϒα = (�α)∗
(
ctop(T�α )∩ [P 0+

α ]vir
)
∈ qV• , (54)

which is the form in [31, (5.29)].
Before we begin discussing wall-crossing, we set some notation. We will use α =

(α1, . . . , αl) for the vector of K-theory classes and denote by α $ α the fact that it is
a partition of α, i.e., α1+· · ·+αl = α, where l always denotes the length of α. When
we write

∑
α$α we mean a sum over all α1, . . . , αl such that α1 + · · · + αl = α.

The classes [Mα]inv ∈ qV • are now defined by

ϒα =
∑
α$α

μ(αi)=μ(α)

(−1)l+1χ(α1)

l!
[[

. . .
[[Mα1]inv, [Mα2 ]inv], . . . ], [Mαl

]inv] . (55)

Equation (55) provides an inductive definition of the classes [Mα]inv by comparing

ϒα = χ(α)[Mα]inv + · · ·
where . . . is expressed in terms of classes [Mαi

]inv such that r(αi) < r(α). Note that
Assumption 5.1 implies χ(α) > 0.

Remark 5.6 When Mss
α = Ms

α there are no decompositions α = α1 + · · · + αl with
l > 1, μ(αi) = μ(α) and Mαi

�= ∅. Hence the right hand side of (55) has only one
non-zero term, so

ϒα = χ(α)[Mα]inv.

Recall that without strictly semistable sheaves f : P 0+
α → Mα is a projective bun-

dle with fibers P(H 0(F )) ∼= P
χ(α)−1 over [F ] ∈ Mα by Proposition 5.4 and the

discussion following; moreover, [Mα]inv = [Mα]vir is actually the (pushforward to
H•(Mrig

X ) of the) virtual fundamental class. Indeed, we have

f∗
(
ctop(Tf )∩ [P 0+

α ]vir
)
= χ(α)[Mα]vir
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by the virtual pullback formula [41, Theorem 4.7]. The following heuristic is useful
to keep in mind: the class ϒα is constructed so that the intersection theories against
[P 0+

α ]vir and ϒα are related in a way similar to a projective bundle; the wall-crossing
type formula (55) defines [Mα]inv by “correcting” ϒα .

Above we only discussed the case of slope stability, but Joyce defines the classes
[Mα(τ)]inv for any stability condition τ satisfying his list of assumptions [31, As-
sumption 5.1 and 5.2]. In particular, this holds when (m,d) = (2,2) and τ is the
Gieseker stability, by [31, Sect. 7]; note that Gieseker stability coincides with slope
stability when d = 1, so only the (2,2) case is new.

It is well-known that slope stability μ dominates Gieseker stability τ in the sense
of [31, Definition 3.8]. In other words – if pE(z)≤ pF (z) for any two sheaves E,F

and any z� 0, then μ(E)≤ μ(F). The dominant wall-crossing formula stated in [31,
Theorem 5.8, Theorem 7.64] applies precisely to this scenario and takes the form

[Mα(τ)]inv =
∑
α$α

U(α;μ,τ)
[[

. . .
[[Mα1(μ)]inv, [Mα2(μ)]inv], . . . ], [Mαl

(μ)]inv]

where U(α;μ,τ) are the coefficients defined in [31, Sect. 3.2]. Applying the com-
patibility of Virasoro constraints with the Lie bracket that follows from Theorem 1.9
and Proposition 3.11, we reduce Virasoro constraints for Gieseker stability to slope
stability.

Corollary 5.7 If Virasoro conjecture holds for [Mα(μ)]inv for any α, i.e., [Mα(μ)]inv ∈
qP0, then it is also satisfied by [Mα(τ)]inv where τ is the Gieseker stability.

5.4 Wall-crossing formula for Bradlow stability

When working with pair wall-crossing formulae, we will include α0 into the partition
α $ α by α = (α0, α1, . . . , αl) and α0 + α1 + · · · + αl = α. Joyce’s wall-crossing
formula (Theorem 5.9 in [31]) between Bradlow stability μt− and μt+ -stability is

[P t−
α ]vir =

∑
α$α

U(α;μt− ,μt+) (56)

[[Mα1 ]inv,
[[Mα2]inv, . . . ,

[[Mαl
]inv, [P t+

α0
]vir], . . . ]]

where

U(α;μt− ,μt+)=U
(
(0, α1), . . . , (0, αl), (1, α0);μt−,μt+) ∈Q

are combinatorial coefficients defined in [31, Sect. 3.2]. In particular we have a wall-
crossing formula between the (limit) stability conditions μ0+ and μ∞

[P 0+
α ]vir =

∑
α$α

U(α)
[[Mα1 ]inv,

[[Mα2]inv, . . . ,
[[Mαl

]inv, [P∞
α0
]vir] . . . ]] (57)
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where

U(α)=U
(
(0, α1), . . . , (0, αl), (1, α0);μ0+,μ∞) ∈Q

Equations (56) and (57) are proven as equalities in the Lie algebra qH•(NX) under
some technical assumptions (Assumptions 5.1-5.3 in loc. cit.) on the category À and
on a set of permissible classes Cpe(À). The necessary assumptions are all verified
in Sect. 8 of loc. cit. for the cases (m,d)= (1,1), (2,2). The case (m,d)= (2,1) is
not treated, but the first author plans to address this in a separate work focusing on
proving them for all pair theories relevant to Joyce’s wall-crossing.

Assumption 5.8 Let À be the abelian category of pairs U ⊗ OX → F , where F

is a sheaf with dim(F ) ≤ 1 and U a vector space.21 Then the assumptions in [31,
Assumption 5.1-5.3] hold for this category and a surface S such that h0,2(S) = 0
with

Cpe(À)= {(e, �F �) : e= 0,1 and dim(F )= 1} ⊆ Z×K0
sst(S) ,

S = {μt : t ∈R>0} .

Remark 5.9 Note that the data used in [31, Assumption 4.4] was constructed in Def-
inition 4.4. Most of the assumptions 5.1 - 5.3 are satisfied by a simple adaptation of
the arguments in [31, Sects. 8.2 and 8.3]. New ideas are needed only for the assump-
tions 5.2(b) and 5.2(h) where one needs to show that the stacks of semistable pairs
are finite type and the moduli spaces of stable quiver-pairs defined in [31, Def. 5.5]
are proper.

An important point in the rank reduction induction that we will use is that there
are no contributions of rank 0 objects in the wall-crossing formula above.

Lemma 5.10 Let α be such that r(α) > 0. If the coefficient U(α) is non-zero, then
r(αi) > 0 for each i = 0,1, . . . , l.

Proof Let t be a wall and let t− < t < t+ define stability conditions on the two cham-
bers adjacent to the wall. We have the wall-crossing formula between μt− -stability
and μt+ -stability given by (56). To prove the Lemma it is enough to show that the
coefficients U(α;μt− ,μt+) vanish unless r(αi) > 0 for every i, since (57) can be ob-
tained by putting together the μt−/μt+ wall-crossing formulae; in other words, [31,
Theorem 3.11] can be applied iteratively to compute U(α) in terms of U(α;μt−,μt+)

for t−, t+ in adjecent chambers.
Since μt− , μt+ are in the adjacent chambers to the wall defined by t , the stability

μt dominates (cf. [31, Definition 3.8]) both μt− and μt+ . By [31, Theorem 3.11],
U(α;μt−,μt+)= 0 unless

μt(1, α0)= μ(α1)= · · · = μ(αl)= μt(1, α).

21As opposed to Á which was used in [31] to denote the category of all pairs without the restriction on
dimension.
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Since r(α) > 0, μt(1, α) < ∞ so it follows that r(αi) > 0 for each i = 0,1, . . . , l.
�

Formula (57) holds a priori in the Lie algebra qH•(NX). As explained in Re-
mark 4.5, we can pushforward this identity to the Lie algebra qH•(PX) or, equiva-
lently, qV pa• (recall Lemma 4.10). However, our formulation of the Virasoro constraints
for the pair moduli spaces P t

α is not in terms of the class [P t
α]vir ∈ qV

pa• , but instead of
its lift [P t

α]vir
(O,F)

∈ V
pa• to the vertex algebra (see Theorem 1.9). Hence it is desirable

to lift the formula (57) to the vertex algebra. We use the following Lemma to do so:

Lemma 5.11 a) Suppose that u ∈ qV• ⊆ qV
pa• and v ∈ V

pa• is such that

chV1 (pt)∩ v = 0 .

Then

chV1 (pt)∩ [u,v] = 0

where the bracket is the partial lift to the vertex algebra from Lemma 3.12.
b) Let u,v ∈ V

pa
•,(α1,α2)

with rk(α1) > 0 be such that

chV1 (pt)∩ u= 0= chV1 (pt)∩ v

and u= v in qV
pa• . Then u= v in V

pa• .

Proof Since χ
pa
sym is non-degenerate by Lemma 4.6, there is w ∈K•(X)⊕2 such that

χ
pa
sym(w,−)= 〈ptV ,−〉 .

Comparing (20) and (44) it follows that chV1 (pt) ∩−= w(1). Using the identity (13)
we have

chV1 (pt)∩ [u,v] =w(1)(u(0)v)= u(0)(w(1)v)+ (w(0)u)(1)v− (w(1)u)(0)v.

By hypothesis w(1)v = 0. Since u ∈ V• both w(0)u = w(1)u = 0 as the pullbacks of
chV1 (pt), chV0 (pt) to H •(MX) both vanish.

For the second part, suppose that u− v = T (x). Consider the operator

η† =
∑
j≥0

(−1)j

j !rk(α1)j
T j ◦

(
chV1 (pt)j ∩−

)

on V
pa
•,(α1,α2)

; note that this is dual to the operator η from Remark 2.14. It follows
from Lemma 4.9 that

[chV1 (pt)∩−, T ] = chV0 (pt)∩−= rk(α1) ,

from which it is easy to show that η† ◦ T = 0. Thus, by the assumption,

u− v = η†(u− v)= η†(T (x))= 0 . �
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We can use the lemma to lift the previous wall-crossing formula to an equality

[P 0+
α ]vir

(O,F) =
∑
α$α

U(α)
[[Mα1]inv,

[[Mα2 ]inv, . . . ,
[[Mαl

]inv, [P∞
α0
]vir
(O,F)

]
, . . .

]]

(58)

holding in V
pa• , where all the brackets on the right hand side are the partial lift of the

Lie bracket to the vertex algebra. To deduce this from the lemma we note that

chV1 (pt)∩ [P t
α0
]vir
(O,F) = 0

since the pullback of chV1 (pt) to P t
α0

is ξO(ch1(pt))= 0. By part a) of the lemma the

right hand side is also annihilated by chV1 (pt) and by part b) we must have equality –
both sides live in V

pa
•,(1,α) and their classes in qV

pa• agree by (57).

5.5 Rank reduction of Virasoro

We can now explain the rank reduction argument for proving Virasoro on Mα as-
suming that it holds for the stable pair moduli space P∞

α . We described these spaces
explicitly in Sect. 5.2.

Theorem 5.12 Working with (m,d) = (1,1), (2,2), suppose that the pair Virasoro
constraints (Conjecture 2.18) hold for P∞

α for every α with r(α) > 0. Then the Vira-
soro conjecture holds for Mα , P t

α for every α with r(α) > 0 and t ∈ [0+,∞], i.e.,

[Mα]inv ∈ qP0 and [P t
α]inv ∈ P

pa
0 .

If the Assumption 5.8 holds, then the above is true also for (m,d)= (2,1).

The strategy of the proof is quite simple: we will argue by induction on r(α) and
we will prove (assuming the induction hypothesis) that

[P∞
α ]vir

(O,F) ∈ P
pa
0

(I)=⇒ [P 0+
α ]vir

(O,F) ∈ P
pa
0

(II)=⇒ϒα ∈ qP0
(III)=⇒ [Mα]inv ∈ qP0

Implications (I) and (III) will follow from (58), (55) and the compatibility between
wall-crossing and Virasoro constraints proven in Propositions 3.11 and 3.13.

The implication (II) is a projective bundle compatibility. We will postpone its
proof until the next section, see Theorem 5.13, and prove Theorem 5.12 assuming it.

Proof of Theorem 5.12 We argue by induction on r(α). The base case is when r(α) >

0 is minimal and is dealt essentially in the same way as the induction step. Assume
then that [Mα′ ]inv ∈ qP0 for every α′ such that 0 < r(α′) < r(α); note in particular that
this holds vacuously if r(α) is minimal.

To prove implication (I) we consider the wall-crossing formula (58) and we look
at each individual summand

[[Mα1 ]inv,
[[Mα2]inv, . . . ,

[[Mαl
]inv, [P∞

α0
]vir
(O,F)

]
, . . .

]]
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with
∑l

i=0 αi = α and non-vanishing coefficient U(α) �= 0. By hypothesis,
[P∞

α0
]vir
(O,F)

∈ P
pa
0 . Moreover by Lemma 5.10 we have for i = 1, . . . , l that

0 < r(αi) < r(αi)+ r(α0)≤ r(α) .

So the induction hypothesis applies and

[Mαi
]inv ∈ qP0 for i = 1, . . . , l .

By Propositions 3.11 and 3.13 we have

[[Mα1 ]inv,
[[Mα2]inv, . . . ,

[[Mαl
]inv, [P∞

α0
]vir
(O,F)

]
, . . .

]] ∈ P
pa
0

so [P 0+
α ]vir

(O,F)
∈ P

pa
0 . The exact same argument shows that [P t

α]vir
(O,F)

∈ P
pa
0 for any

t > 0: just replace the 0+/∞ wall-crossing formula (58) by the t/∞ wall-crossing.
For both implications (II) and (III) we will assume that α satisfies Assumption 5.1.

This is enough to prove the result for every α since we may replace α by α(mH) for
large enough m so that α(mH) satisfies the assumption. As explained in Sect. 5.3,
Joyce classes [Mα]inv, [Mα(mH)]inv are related by the automorphism H•(MX) →
H•(MX) induced by − ⊗ OX(mH). This automorphism preserves physical states
by Lemma 2.19.

The implication (II) is precisely Theorem 5.13. So we are left with implication
(III). For that, we use (55) and induction as in (I). The left hand side of (55) is
ϒα ∈ qP0. The right hand side is the sum of the leading term χ(α)[Mα]inv with terms
of the form

[[
. . .

[[Mα1]inv, [Mα2 ]inv], . . . ], [Mαl
]inv]

with l ≥ 2, α $ α and μ(αi)= μ(α). The latter condition implies that r(αi) > 0, and
since l ≥ 2 it follows that 0 < r(αi) < r(α). Thus the induction hypothesis guarantees
that [Mαi

]inv ∈ qP0, so by Proposition 3.11 we get

[[
. . .

[[Mα1 ]inv, [Mα2 ]inv], . . . ], [Mαl
]inv] ∈ qP0 .

Finally this implies that the leading term also satisfies Virasoro, i.e.,

[Mα]inv ∈ qP0

since χ(α) > 0 by Assumption 5.1. �

5.6 Projective bundle compatibility

We recall the reader of the notation �,�α,Trel,T�α introduced in Sect. 5.3. For
ease of notation, we omit the superscript “pa” from now on when it is clear from the
context that we use the pair Virasoro operators.
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Theorem 5.13 Let α be a class satisfying Assumption 5.1. Suppose that P 0+
α satisfies

the pair Virasoro constraints (Conjecture 2.18), i.e., [P 0+
α ]vir

(O,F)
∈ P

pa
0 . Then

ϒα =�∗
(
cχ(α)−1(T

rel)∩ [P 0+
α ]vir

(O,F)

) ∈ qP0

satisfies the sheaf Virasoro constraints.

Proof We ought to show that
∫
ϒα

Lwt0(D) = 0 for any D ∈ D
X
α where we use the

suggestive integral notation to denote the pairing between a homology class ϒα ∈
H•(Mrig

α ) and a cohomology class Lwt0(D) ∈D
X
wt0,α

∼=H •(Mrig
α ).

We have the following commutative diagram:

Hence we can compute:
∫

ϒα

Lwt0(D)=
∫

(�α)∗
(
ctop(T�α )∩[P 0+

α ]vir
) Lwt0(D)

=
∫

[P 0+
α ]vir

�∗
α

(
Lwt0(D)

)
ctop(T�α)

=
∫

[P 0+
α ]vir

ξF
(
Lwt0(D)cχ(α)−1

)

=
∑

j≥−1

(−1)j

(j + 1)!
∫

[P 0+
α ]vir

ξF

(
Lj (R

j+1
−1 D)cχ(α)−1

)
(59)

We use cχ(α)−1 ∈D
X
α to denote the element in the algebra of descendents

cχ(α)−1 := cχ(α)−1(Rp∗F) ∈H •(Mα)∼=D
X
α .

The penultimate equality is using that

T�α = (f(O,F))
∗Trel = (f(O,F))

∗(Rp∗F −O
)=Rp∗F−O .

We can calculate cχ(α)−1 more explicitly: by Grothendieck-Riemann-Roch we
have

ch
(
Rp∗F

)= p∗
(
ch(F)td(X)

)= ξF
(
ch•(td(X))

) ;
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and by Newton identities it follows that

c(Rp∗F)= ξF

⎛
⎝exp

⎛
⎝∑

�≥1

(−1)�−1(�− 1)!ch�(td(X))

⎞
⎠
⎞
⎠ .

We denote by c the corresponding element in the algebra of descendents and we
let ci be the degree i part of c, i.e.,

∑
i≥0

ci = c= exp

⎛
⎝∑

�≥1

(−1)�−1(�− 1)!ch�(td(X))

⎞
⎠ .

Let n= χ(α)− 1. We shall now argue that the integral at the end of (59) vanishes
assuming that P 0+

α satisfies the pair Virasoro constraints. For convenience, from now
on we leave implicit the geometric realization map ξF in all the integrals against
[P 0+

α ]vir.
We start with the j =−1 and j = 0 terms in the last line of (59), which we treat

together. Their sum vanishes by simple degree considerations:
∫

[P 0+
α ]vir

(
L0R−1(D)−R−1(D)

)
cn =

∫

[P 0+
α ]vir

(
L0 − id−n id)(cnR−1(D))

=
∫

[P 0+
α ]vir

LO0 (cnR−1(D))= 0 . (60)

Note that we used

ξF(chH
0 (td(X)))=

∫

X

ch(α)td(X)= χ(α)= n+ 1 .

Consider now j ≥ 1. By the Virasoro constraints on P 0+
α we have

0=
∫

[P 0+
α ]vir

LOj
(
R

j+1
−1 (D)cn

)=
∫

[P 0+
α ]vir

Lj

(
R

j+1
−1 (D)

)
cn

+
∫

[P 0+
α ]vir

R
j+1
−1 (D)Rj

(
cn

)− j !
∫

[P 0+
α ]vir

chj (td(X))R
j+1
−1 (D)cn. (61)

We analyze the term where the derivation Rj applies to cn; we may do so using the
interaction between an exponential and a derivation:

Rj (c)=
⎛
⎝∑

�≥1

(−1)�−1(�+ j)!ch�+j (td(X))

⎞
⎠ c ,

so

Rj (cn)=
∑

a≥j+1,b≥0
a+b=n+j

(−1)a−j−1a!cha(td(X))cb.
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Using the Newton identities and the fact that T�α is a vector bundle of rank n, the
geometric realization of the above is

ξF(Rj (cn))=
∑

a≥j+1,b≥0
a+b=n+j

(−1)a−j−1a!cha(T�α)cb(T�α)= j !chj (T�α)cn(T�α)

= ξF
(
j !chj (td(X))cn

)
. (62)

It follows that the two last terms in (61) cancel out and we are left with
∫

[P 0+
α ]vir

Lj

(
R

j+1
−1 (D)

)
cn = 0 (63)

for j ≥ 1. Using (60) and (63) for every j ≥ 1 we have shown that the last integral in
(59) vanishes, and we are done. �

Remark 5.14 We can formulate the previous Theorem more abstractly as follows: let
u ∈ V

pa
•,(1,α) be such that

1. chVi (γ )∩ u= 0 for i > 0, γ ∈H •(X);
2. cb(Rp∗F)∩ u= 0 for b ≥ χ(α).

Then

u ∈ P
pa
0 ⇒�∗

(
cχ(α)−1(T

rel)∩ u
) ∈ qP0 .

The first condition is used when formulating the pair Virasoro constraints in terms
of LOk as in Conjecture 2.18. Condition (2) was used in (62); in the setting of the
Lemma, it is a consequence of the fact that T�α is a vector bundle of rank χ(α)− 1.

6 Virasoro for P ∞
α

In this section, we finish the proof of the main result of this paper:

Theorem 6.1 Let X be a curve or a surface with h1,0 = h2,0 = 0. Then the mod-
uli space M of slope or Gieseker semistable torsion-free sheaves on X satisfies the
Virasoro constraints, i.e.,

[M]inv ∈ qP0 .

Under Assumption 5.8, the same statement holds for the moduli spaces of slope
semistable one-dimensional sheaves on such surfaces.

When there are no strictly semistable sheaves, the above statement proves Con-
jecture 1.5 in the cases (m,d) = (1,1), (2,2) and (2,1) under Assumption 5.8 as
shown in Sect. 4.4. More generally, this theorem provides strong evidence for Con-
jecture 1.10 even when there exist strictly semistable sheaves.
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In order to prove Theorem 6.1, we are left to prove the Virasoro constraints for
P∞

α by Theorem 5.12. This is what we now proceed to do. Recall that we explained
in Sect. 5.2 that these moduli spaces are:

1. symmetric powers C[n] for curves,
2. nested Hilbert scheme S

[0,n]
β (both in the torsion-free and torsion cases).

In the case of the symmetric power of curves, we give an elementary and direct proof
in Proposition 6.2.

Recall from Sect. 5.2 that when rk(α)= 1, there is an identification

P∞
α = P 0+

α

so it is enough to prove Virasoro constraints for the latter moduli space in this case.
Under Assumption 5.1, the natural map P 0+

α → Mα is a projective bundle – see
Remark 5.6. For a general α the map is a virtual projective bundle, see Sect. 6.2. This
structure can be used to show the equivalence between Virasoro constraints on P 0+

α

and Mα . Indeed, the implication from P 0+
α to Mα was already used in the general rank

reduction argument (Theorem 5.13). We will prove the implication from Mα to P 0+
α

in Corollary 6.4. It will follow from the formula (65), expressing the class of P 0+
α

in terms of Mα using Joyce’s Lie bracket. Although this formula can be interpreted
as a wall-crossing formula (see Remark A.1) we will give a direct proof from the
definition of the Lie bracket.

Concretely, for surfaces, this virtual projective bundle is identified with the map

S
[0,n]
β → S[n]

that forgets the divisor E and remembers the 0-dimensional subscheme Z. Virasoro
constraints were proven for Hilbert schemes of surfaces with h0,1 = 0 in [47, 48]. In
Sect. 6.3 we use this to prove the constraints for nested Hilbert schemes and finish
the proof of Theorem A (2), (3).

Finally, we point out that some of the results in this section can alternatively be
shown using Joyce-Song wall-crossing, which we discuss in the Appendix. In partic-
ular, Proposition 6.2 is a special case of the more general Theorem A.3.

6.1 Symmetric powers of curves

Symmetric powers C[n] parametrize divisors E ⊆ C of degree n or, equivalently,
non-zero maps of the form OC →OC(E). They come equipped with a universal pair

OC[n]×C →OC[n]×C(E)

where E ⊆ C[n] ×C is the universal divisor.
Let

{ej }gj=1 ⊆H 0,1(C) , {fj }gj=1 ⊆H 1,0(C)

be basis such that
∫

X

fjei =−
∫

X

eifj = δij .
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Proposition 6.2 Let C be a curve and n ≥ 1. Then the pair Virasoro conjecture (cf.
Conjecture 2.18) holds for the symmetric powers C[n], i.e.,

[
C[n]]

(O,O(E))
∈ V

pa• .

Proof Let f : Cn → C[n] be the projection from the n-fold product Cn = C×n to the
symmetric product; f is a finite morphism of degree n!. The pullback via f of the
universal pair

OC×C[n] →OC×C[n](E)

to C ×Cn is

OCn×C →OCn×C(�)

where � =∑n
i=1 �i and �i ⊆ Cn × C is the pullback of the class of the diagonal

C ⊆ C×C via the projection onto coordinates i and n+ 1. By the push-pull formula
we have

∫

Cn

ξO(�)(D)= n!
∫

C[n]
ξO(E)(D).

Thus Virasoro for symmetric powers may be formulated entirely as a relation
among integrals in Cn. Let us denote by αi ∈ H •(Cn) the pullback of a class
α ∈ H •(C) via projection onto the i-th coordinate with i = 1, . . . , n. We compute
descendents in H •(Cn); in the formulae below and from now on, we omit the geo-
metric realization morphism ξO(�):

chH
k (pt)=

∑
I⊆[n] , |I |=k

∏
i∈I

pti =
1

k!η
k

chH
k (1)= nchH

k (pt)− θchH
k−1(pt)= n

ηk

k! −
θηk−1

(k − 1)!

chH
k (ej )= chH

0 (ej )chH
k (pt)= chH

0 (ej )
ηk

k!
chH

k (fj )= chH
1 (fj )chH

k−1(pt)= chH
1 (fj )

ηk−1

(k − 1)!
where

chH
0 (ej )=

n∑
i=1

eji , chH
1 (fj )=

n∑
i=1

fji ,

θ =
g∑

j=1

chH
1 (fj )chH

0 (ej ) , η= chH
1 (pt)=

n∑
i=1

pti .

The formulae above show that the geometric realization map factors through the
ring

D̃
C =C[η, {chH

0 (ej )}gj=1, {chH
1 (fj )}gj=1],
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formally generated by symbols η, chH
0 (ej ), chH

1 (fj ). Moreover the Virasoro operators
are well defined on D̃

C . Indeed, define

L̃k = R̃k + T̃Ok : D̃C → D̃
C

as follows:

1. R̃k is a derivation on D̃
C defined on generators by

R̃k(η)= ηk+1 , R̃k(chH
0 (ej ))= 0 , R̃k(chH

1 (fj ))= (k + 1)ηkchH
1 (fj ) .

2. T̃Ok is multiplication by the element

(1− g)kηk − nηk + kθηk−1 ∈ D̃
C .

Claim 2 The following square commutes:

Proof The proof is a straightforward computation. �

We now take an element

D = η�

g∏
j=1

chH
1 (fj )

aj chH
0 (ej )

bj ∈ D̃
C .

Then we have

L̃Ok (D)= (�+ (k + 1)a)ηkD + (1− g)kηkD −mηkD + kθηk−1D

where a =∑g

j=1 aj . By degree reasons, the integral of LOk (D) vanishes unless k +
a + �= n; when that is the case, it simplifies to

L̃Ok (D)= k(a − g)ηkD+ kθηk−1D.

To finish the proof we are required to show that

(g − a)

∫

Cn

ηkD =
∫

Cn

ηk−1θD. (64)

We use the following easy claim:

Claim 3 The integral

∫

Cn

ηk+�

g∏
i=1

chH
1 (fj )

aj chH
0 (ej )

bj
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vanishes unless aj = bj ∈ {0,1} for every j = 1, . . . , g and k+ �+∑g

j=1 aj = n. In
that case, the integral is equal to

∫

Cn

ηn = n!

By the claim we may assume that aj = bj ∈ {0,1}, otherwise both sides of (64)
vanish. Letting J = {1≤ j ≤ g : aj = 1} we have

∫

Cn

ηk+�−1θ
∏
j∈J

chH
1 (fj )chH

0 (ej )

=
g∑

t=1

∫

Cn

ηk+�−1chH
1 (ft )chH

0 (et )
∏
j∈J

chH
1 (fj )chH

0 (ej )

=
∑

t∈[g]\J

∫

Cn

ηk+�−1chH
1 (ft )chH

0 (et )
∏
j∈J

chH
1 (fj )chH

0 (ej )

= (g − |J |)n! = (g − a)

∫

Cn

ηk+�
∏
j∈J

chH
1 (fj )chH

0 (ej )

showing (64) and concluding the proof. �

6.2 Virtual projective bundle compatibility

Let M = Mα be a moduli space with a universal sheaf G as in Sect. 1.2, without
strictly semistable sheaves. If H≥1(G) = 0 for every sheaf [G] ∈ M , then Rp∗G =
p∗G is a vector bundle of rank χ(α) and we may form the projective bundle

f : P = PM(Rp∗G)→M .

This projective bundle is naturally a moduli space of pairs: it parametrizes non-zero
pairs of the form OX → F such that [F ] ∈M .

More generally, H. Park considers in [55, Sect. 4] the situation in which
H≥2(G) = 0. In this case, we have a virtual projective bundle f : P →M where

P = PM(Rp∗G) := ProjSym•h0((Rp∗G)∨) .

The morphism f comes equipped with a natural relative perfect obstruction theory.
By [41], there is a virtual pullback f ! : A•(M) → A•(P ) between Chow groups. It
is easily seen that the sheaf obstruction theory on M , the pair obstruction theory
on P and the relative obstruction theory on f are compatible in the sense of [41,
Corollary 4.9], hence

[P ]vir = f ![M]vir .

The moduli space P comes equipped with a unique universal pair

OP×X → F := f ∗
G(1) .

Note that F does not depend on the choice of G.
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The virtual pullback relation between the virtual fundamental classes can be trans-
lated to Joyce’s vertex algebra framework as follows:

Proposition 6.3 Let f : P → M be a virtual projective bundle as described before.
Then we have:

[P ]vir
(O,F) =

[[M]vir, e(1,0)
]
, (65)

χ(α)[M]vir =�∗
(
cχ(α)−1(T

rel)∩ [P ]vir
(O,F)

)
. (66)

In the first formula, the bracket is the partial lift to the vertex algebra in Lemma 3.12
and e(1,0) is the class of the point {(OX,0)} in H0(P(1,0))⊆ V

pa• .

Proof The second statement (66) is a consequence of [55, Theorem 0.5 (2)]. For the
first formul we give a direct proof straight from the definition of the bracket. We do
so by evaluating both sides against descendents

D ∈D
X,pa
(1,α)

∼=H •(P(1,α)) .

By a similar argument to the one in Lemma 5.11 a) it is enough to consider D ∈
D

X
α ⊆D

X,pa
(1,α) since otherwise both sides would vanish.

We start with the left side:
∫

[P ]vir
(O,F)

D =
∫

[P ]vir
ξF(D)=

∫

f ![M]vir
ξf ∗G(1)(D)

= deg
(
f∗

(
ξf ∗G(1)(D)∩ f ![M]vir)).

By Lemma 2.8 we have

ξf ∗G(1)(D)=
∑
j≥0

1

j !f
∗ξG(R

j

−1D)c1(O(1))j

and the argument in the proof of Proposition 4.2 in [55] shows that

f∗
(
c1(O(1))j ∩ f ![M]vir)= sj−χ(α)+1(Rp∗G)∩ [M]vir ,

where si(Rp∗G) = ci(−Rp∗G) are the Segre classes of Rp∗G. Putting everything
together, we find

∫

[P ]vir
(O,F)

D =
∑
j≥0

1

j !
∫

[M]vir
ξG(R

j

−1D)sj−χ(α)+1(Rp∗G) . (67)

The analogous formula for the pairing with the right hand side can be deduced
directly from Joyce’s definition of the fields (31). Since [M]vir

G
is a lift of [M]vir we

can compute the bracket by
[[M]vir, e(1,0)

]= Resz=0 Y([M]vir
G

, z)e(1,0) .
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Recall that R−1 is dual to T and note that the pullback of �pa to M via the map

M ∼=M × {(OX,0)}→ P(0,α) ×P(1,0)

is precisely −Rp∗G. Using these two facts one checks that

∫

Y([M]vir
G

,z)e(1,0)

D =
∑
j,i≥0

zj−i−χ(α)

j !
∫

[M]vir
ξG(R

j

−1D)ci(−Rp∗G) . (68)

Clearly taking the residue in (68) gives (67), finishing the proof of (65). �

As a result, we get compatibility of the Virasoro constraints with respect to (vir-
tual) projective bundles.

Corollary 6.4 Let f : P →M be a virtual projective bundle as described before. Then
the sheaf Virasoro constraints on M imply the pair Virasoro constraints on P , i.e.,

[M]vir ∈ qV0 ⇒ [P ]vir
(O,F) ∈ V

pa
0 .

If f : P →M is actually a smooth projective bundle (i.e., R1p∗G = 0) we have the
converse implication

[P ]vir
(O,F) ∈ V

pa
0 ⇒ [M]vir ∈ qV0 .

Proof The first implication follows from the first formula in Theorem 6.3, Propo-
sition 3.13 and the straightforward fact that e(1,0) ∈ P

pa
0 . The converse implication

follows from Theorem 5.13. �

Remark 6.5 For the second implication, we really need f to be a smooth projective
bundle. This is due to the fact that in the proof of Theorem 5.13 we used that T�α is
a vector bundle of rank χ(α)− 1, see Remark 5.14. Indeed, if the moduli space M is
such that p∗G= 0 (e.g. if M =Mα(mH) for m sufficiently negative) then P is empty
but the Virasoro constraints on M are non-trivial.

6.3 Nested Hilbert scheme

We now treat the base cases for parts (2), (3) of Theorem A. Let S be a surface with
h0,1 = h0,2 = 0. Let S

[0,n]
β be the nested Hilbert scheme as in [18]. It parametrizes a

pair of subschemes

Z ⊆E ⊆ S

where E is a divisor in class β and Z ⊆E is a 0 dimensional subscheme of length n.
We have universal subschemes

Z ⊆ E ⊆ S ,
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where we use S = S × S
[0,n]
β . As explained in Sect. 5.2, the nested Hilbert scheme

S
[0,n]
β can be seen as a moduli of Bradlow pairs in 2 ways, by looking at a point

(E,Z) ∈ S
[0,n]
β either as

OS → IZ(E) or OS →OE(Z) .

That is,

S
[0,n]
β

∼= P∞(
1,β,−n+β2/2

)

∼= P∞(
0,β,n−β2/2

) .

Each description comes with a natural universal pair, namely

OS → IZ (E) and OS →OE (Z) .

The first description allows us to describe S
[0,n]
β as a virtual projective bundle over the

Hilbert scheme of points on S. Let α be such that ch(α)= (1, β,−n+ β2/2). Since
α does not decompose as α1 + α2 with r(αi) > 0, a pair OS → F is μt -(semi)stable
if and only if F is torsion free if and only if F is stable, so the moduli space P t

α does
not change with t and we have a map

f : P∞
α = P 0+

α →Mα .

Since h0,1 = 0 there exists a unique line bundle Lβ with c1(Lβ)= β . Hence,

Mα = {IZ ⊗Lβ : Z ⊆X is 0 dimensional of length n} ∼=M(1,0,−n) = S[n] .

Note that the deformation theory of Mα is smooth (see e.g. [14, Proposition 2.2]),
so under the isomorphism above the virtual fundamental class [Mα] coincides with
the usual fundamental class [S[n]].

We claim that if S
[0,n]
β is not empty then the map f is a virtual projective bundle as

described in the previous section. For this we need to show that if F = IZ ⊗Lβ ∈Mα

then H 2(F )= 0. If S
[0,n]
β is not empty then there must exist a divisor E ⊆ S in class

β . Considering the long exact sequence on cohomology obtained from

0→OS →OS(E)∼= Lβ →OE(E)→ 0

and using that H 2(OS)= 0 it follows that H 2(Lβ)= 0. Then the long exact sequence
on cohomology associated to

0→ IZ ⊗Lβ → Lβ →OZ ⊗Lβ → 0

shows that H 2(IZ ⊗Lβ)= 0.

Proposition 6.6 The nested Hilbert scheme S
[0,n]
β satisfies the Virasoro constraints

with either of the two descriptions as a pair moduli space, that is,

[
S
[0,n]
β

]vir

(O,IZ (E))
∈ P

pa
0 and

[
S
[0,n]
β

]vir

(O,OE (Z))
∈ P

pa
0 .
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Proof We begin with the first statement. It was proven in [47, Theorem 5] that the
Hilbert scheme S[n] ∼= M(1,0,−n) satisfies Virasoro constraints; see Remark 2.4 and
Proposition 2.16 for a comparison between the formulation in loc. cit. and ours. By
Lemma 2.19, it follows that Virasoro constraints hold for Mα for any α of rank 1. By
Corollary 6.4 and the discussion preceeding this Proposition,

[
S
[0,n]
β

]vir

(O,IZ (E))
= [P∞

α ]vir
(O,F) = [P 0+

α ]vir
(O,F) ∈ P

pa
0 .

We now deduce the second statement from the first. The dual of OE (Z) in K-theory
can be computed to be

OE (Z)∨ =−OE (−Z)⊗OS(E)=−IZ (E)+OS .

In the first equality we used [22, Example 3.41] and in the second we used

OE (−Z)=OE −OZ =−(OS(−E)− IZ ) .

As a consequence,

(OE (Z)−OS)∨ =−IZ (E) .

Define the involution I : DX,pa →D
X,pa by

I
(
chH,F

i (γ )
)=−(−1)i−pchH,F−V

i (γ ) ,

I
(
chH,F−V

i (γ )
)=−(−1)i−pchH,F

i (γ ) .

By the previous computation of duals, we have

ξ(O,OE (Z)) = ξ(O,IZ (E)) ◦ I .

We can see straight from the definition of the pair Virasoro operators L
pa
k (see

Sect. 2.6) that

I ◦ L
pa
k = (−1)kL

pa
k ◦ I .

With all these observations, the equivalence between the two statements becomes
clear. Indeed,

∫
[
S
[0,n]
β

]vir

(O,OE (Z))

L
pa
k (D)=

∫
[
S
[0,n]
β

]vir ξ(O,OE (Z))(L
pa
k (D))

=
∫
[
S
[0,n]
β

]vir ξ(O,IZ (E))(I(L
pa
k (D)))

= (−1)k
∫
[
S
[0,n]
β

]vir ξ(O,IZ (E))(L
pa
k (I(D)))
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= (−1)k
∫
[
S
[0,n]
β

]vir

(O,IZ (E))

L
pa
k (I(D))= 0 .

This shows that
[
S
[0,n]
β

]vir

(O,OE (Z))
∈ P

pa
0 as well and finishes the proof. �

Appendix: Joyce-Song wall-crossing and punctual Quot schemes

In Sects. 5 and 6 we have explored equivalences between Virasoro constraints in
different moduli spaces that ultimately led to the proof of Theorem A. Some of these
equivalences are shown in the following diagram:

(A.1)

where Mn and Mβ,n denote the moduli of zero-dimensional and one-dimensional
sheaves, respectively. The labels RR, JS and PB stand for rank reduction (Theo-
rem 5.12), Joyce-Song wall-crossing and projective bundle compatibility, respec-
tively. The rank reduction argument was the main content of Sect. 5. The projective
bundle compatibility was explained in Sect. 6.2 and used in Sect. 6.3 to show that
the Virasoro constraints hold for nested Hilbert schemes. This appendix concerns the
remaining arrow: Joyce-Song wall-crossing expresses the virtual fundamental class
of moduli of pairs in terms of the classes of moduli of sheaves.

A general formulation of Joyce-Song wall-crossing formula is proved in [7, The-
orem A.4], and we recall it below, see (A.4); in the case of moduli of vector bundles
on curves it appears already in [11, Theorem 2.8]. For the symmetric power of curves
the consequence of (A.4) is

[
C[n]]

(1,OE )
=

∑
n$n

1

l!
[[Mn1 ]inv,

[
. . . ,

[[Mnl
]inv, e(1,0)

]
. . .

]]
(A.2)

where e(1,0) ∈ V
pa• is the class of a point {(OX,0)} in the component P(1,0) and Mn

is the moduli space of 0-dimensional sheaves of length n.
In particular, this formula together with Lemma A.2, which shows that [Mn]inv ∈

qP0, gives an alternative proof of the Virasoro constraints for the symmetric power
of a curve (Proposition 6.2). More generally, the same approach proves the Virasoro
constraints for punctual Quot schemes QuotX(V,n) on curves and surfaces, which
are of independent interest and for which we do not know a direct proof without
wall-crossing techniques. We also remark that the first part of Proposition 6.3 is a
special case of the Joyce-Song wall-crossing.
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A.1 Joyce-Song pairs and wall-crossing

Joyce-Song stable pairs are named after their first appearance in the work of Joyce
and Song [32, Sect. 12.1]. Let X be a curve or a surface, α ∈ C(X) and let V be a
fixed torsion-free sheaf on X such that

Ext≥2(V ,F )= 0 . (A.3)

Recall that pF (z) denotes the reduced Gieseker polynomial of a sheaf F where we
will also use the notation pα(z) := pF (z). Joyce-Song pairs consist of a sheaf F and
a morphism

V
s−→ F

with the following stability condition:

1. F is Gieseker-semistable;
2. s �= 0;
3. there is no 0 �=G� F with pF (G)= pF (z) such that im(s)⊆G.

We denote the resulting moduli space by P 0+
V,α . It has an obstruction theory at each

[V → F ] ∈ P 0+
V,α given by

RHom([V → F ],F ) ,

which is 2-term by (A.3). Denote by [P 0+
V,α]vir the resulting virtual fundamental class.

When V = OX , this stability condition is essentially the one in Proposition 5.4,
except there stability is given in terms of μ-stability and we now work with Gieseker
stability because of a technicality explained in [7, Rem. A.3]. This makes no differ-
ence in our applications, because we either work with sheaves supported in dimen-
sion≤ 1 or ideal sheaves, in which cases P 0+

OX,α
coincides with the previously defined

P 0+
1,α . Note also that Assumption 5.1 implies the vanishing Ext≥2(OX,F )= 0. As ex-

plained in [7] (see Definition A.1 and the discussion afterwards), one can construct a
1-parameter family of stability conditions that connects the Joyce-Song stability to a
stability condition in which the stable objects are U ⊗ V → 0 for some vector space
U and 0→ F for some Gieseker stable F .

The author then used Joyce’s general theory to show the following wall-crossing
formula for any X = C,S (cf. [7, Theorem A.4]):

[P 0+
V,α]vir =

∑
α$α

pαi
=pα

1

l!
[[Mα1 ]inv,

[
. . . ,

[[Mαl
]inv, e(�V �,0)

]
. . .

]]
,

where e(�V �,0) ∈ V
pa• is the class of a point in the component P(�V �,0). This formula

holds in qV
pa• , but using Lemma 5.11 and the same argument that appears after the

Lemma, we can lift it to V
pa• :

[P 0+
V,α]vir

(q∗V,F) =
∑
α$α

pαi
=pα

1

l!
[[Mα1 ]inv,

[
. . . ,

[[Mαl
]inv, e(�V �,0)

]
. . .

]]
. (A.4)
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We recall the argument: clearly chV1 (pt)∩ annihilates both [P 0+
V,α]vir

(q∗V,F)
and e(�V �,0),

so by Lemma 5.11 a) it annihilates both sides of (A.4) and by part b) of the same
Lemma (together with the original wall-crossing formula in qV

pa• ), we conclude (A.4).
The necessary assumptions for wall-crossing formulae to hold, similar to the ones

alluded to in Assumption 5.8, were explicitly checked in [7, Appendix].

Remark A.1 Suppose that α is such that there are no Gieseker strictly semistable
sheaves of type α. Then condition (3) in the definition of Joyce-Song pairs is vac-
uous and P 0+

V,α admits a description as a virtual projective bundle (cf. Sect. 6.2)

P 0+
V,α = PMα

(
Rp∗

(
q∗V ∨ ⊗G

))
.

Under this assumption, there are no decompositions α = α1 + · · · + αl with pαi
=

pα , Mαi
�= ∅ and l > 1. In this case, (A.4) becomes

[P 0+
V,α]vir

(q∗V,F) =
[[Mα]inv, e(�V �,0)

]
.

When V =OX this is precisely the formula (65), for which we gave a direct proof.

A.2 Application to Quot schemes

One special case of Joyce-Song pairs are punctual Quot schemes, and we can use
(A.4) to give a proof of the Virasoro constraints for them. We currently do not have a
direct proof of these without wall-crossing techniques.

For X = C,S and a fixed torsion-free sheaf V on X, the Quot scheme QuotX(V,n)

for X = C,S parameterizes equivalence classes of surjective morphisms V → F

from V to a zero-dimensional sheaf F . When V is a vector bundle, the virtual funda-
mental classes

[
QuotX(V,n)

]vir

were constructed by Marian-Oprea-Pandharipande [42, Lemma 1.1] (see Stark [59,
Proposition 5] for a more detailed proof). It was remarked in [7, Sect. 1.1] that the
same obstruction theory given at each [V → F ] ∈QuotX(V,n) by

RHom([V → F ],F )

is perfect of tor-amplitude [−1,0] whenever V is more generally torsion-free. To ap-
ply (A.4), we use the identifications of moduli spaces and virtual fundamental classes

P 0+
V,n =QuotX(V,n) , [P 0+

V,n]vir = [
QuotX(V,n)

]vir

following immediately from their descriptions above; note that we are writing n for
the K-theory class of the sheaf O⊕n

pt . To prove the Virasoro constraints for Quot
schemes, we first show that the invariant classes counting zero-dimensional sheaves
satisfy them. Note that Mn has virtual dimension 1, which makes a direct proof ac-
cessible.
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Lemma A.2 For any n > 0 and any X = C,S, the class [Mn]inv is primary, i.e.,

[Mn]inv ∈ qP0 .

Proof By Proposition 3.16, it is sufficient to prove that
∫

[Mn]inv
(Lk − δk,0)(D)= 0 for all k ≥ 0, D ∈D

X ,

where [Mn]inv ∈ V• is the unique lift of [Mn]inv ∈ qV• satisfying chH
1 (1) ∩ [Mn]inv.

Since L0 acts as the multiplication by the conformal degree 1, the case k = 0 follows.
On the other hand R1(D) annihilates [Mn]inv by degree reasons. In conclusion, it
suffices to prove that

∫
[Mn]inv T1 = 0.

Recall the definition of T1 from Sect. 2.3 leading to

T1 =
∑

s

(−1)dim(X)
[
(−1)p

L
s + (−1)p

R
s

]
chH

0 (γ L
s )chH

1 (γ R
s )

where �∗(td(X))=∑
s γ L

s ⊗γ R
s . Therefore it suffices to consider the Kunneth com-

ponents satisfying |pL
s | = |pR

s | which is further restricted by pL
s +pR

s ≥ dim(X). On
the other hand, chH

0 (−) has a property that (after realization)

chH
0 (γ L

s )=
{∫

X
γ L
s ∪ npt if pL

s = qL
s = 0 ,

0 if pL
s = qL

s > 0 or pL
s > qR

s .

These vanishing properties are enough to prove that
∫
[Mn]inv T1 = 0 when X = C.

When X = S, we additionally need that

chH
0 (γ 1,2)∩ [Mn]inv = chH

1 (γ 2,•)∩ [Mn]inv = 0 (A.5)

for all γ 1,2 ∈ H 1,2(X) and γ 2,• ∈ H 2,•(X). This follows from [7, Lemma 4.2], but
we make the argument used to prove it explicit in terms of descendents. Note that
both chH

0 (γ 1,2) and chH
1 (γ 2,•) use the first Chern character ch1(F) of the universal

complex over Mnpt × X.22 By the construction of invariant classes, they lie in the
image of the pushforward map

ι∗ :H•(Nnpt)→H•(Mnpt) ,

where ι : Nnpt = N(0,npt) ↪→Mnpt denotes the open immersion from the stack of
zero-dimensional coherent sheaves of length n. Then the extra vanishings (A.5) fol-
low from the geometric fact that (ι× idX)∗F is the universal zero-dimensional sheaf
on Nnpt ×X hence (ι× idX)∗ch1(F)= 0. �

We now conclude the precise version of Theorem 1.12. Because of

QuotC(OC,n)= C[n] ,

Proposition 6.2 is a consequence of this more general result.

22Recall that Mnpt is the stack of all perfect complexes with class npt.
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Theorem A.3 If X = C or X = S with h2,0(S) = 0, punctual Quot schemes
QuotX(V,n) satisfy pair Virasoro constraints, i.e.,

[
QuotX(V,n)

]vir
(p∗V,F)

∈ P
pa
0 .

Proof As a corollary of (A.4), we obtain the wall-crossing formula for Quot scheme
involving invariant classes of zero-dimensional sheaves:

[
QuotX(V,n)

]vir
(q∗V,F)

=
∑
n$n

1

l!
[[Mn1 ]inv,

[
. . . ,

[[Mnl
]inv, e(�V �,0)

]
. . .

]]
.

Using Lemma A.2 and Proposition 3.13, we conclude the result. �
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