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Abstract We consider directed polymers in random environment in the criti-
cal dimension d = 2, focusing on the intermediate disorder regime when the
model undergoes a phase transition. We prove that, at criticality, the diffu-
sively rescaled random field of partition functions has a unique scaling limit:
a universal process of random measures on R2 with logarithmic correlations,
which we call the Critical 2d Stochastic Heat Flow. It is the natural candidate
for the long sought solution of the critical 2d Stochastic Heat Equation with
multiplicative space-time white noise.
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1 Introduction and main results

1.1 Overview

The model of directed polymer in random environment (DPRE) is by now a
fundamental model in statistical physics and probability theory. It is one of
the simplest and yet most challenging models for disordered systems, where
the effect of disorder—which is synonymous with random environment—can
be investigated. Originally introduced by Huse and Henley [59] in the physics
literature to study interfaces of the Ising model with random impurities, over
the years, DPRE has become an object of mathematical interest and lies at the
heart of two areas of intense research in recent years. On the one hand, it is
one of the canonical examples in the Kardar–Parisi–Zhang (KPZ) universality
class of interface growth models, which has witnessed tremendous progress
over the last two decades in spatial dimension d = 1 (see e.g. the surveys
[34,35,73]); on the other hand, it provides a discretisation of the Stochastic
Heat Equation (SHE) and (via the Cole-Hopf transformation) of the Kardar–
Parisi–Zhang (KPZ) equation, for which a robust solution theory in d = 1
has been developed only recently in the larger context of singular stochastic
partial differential equations (SPDE) [49,53,55,56,64].
Our goal in this paper is to consider DPRE in the critical spatial dimension

d = 2, for which much remains unknown. Our main result shows that, in a
critical window for the disorder strength, the family of partition functions of
DPRE converges to a universal limit, which can be interpreted as the solution
of the (classically ill-defined) 2-dimensional SHE. This is the first example
of a singular SPDE for which a solution has been constructed in the critical
dimension and for critical disorder strength.
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In the remainder of the introduction, we first recall the definition of DPRE,
its basic properties, and the works leading up to our current result. We then
present our main results and discuss their connections with singular SPDEs
and related research.

1.2 The model

The first ingredient in the definition of DPRE is a simple symmetric random
walk (S = (Sn)n�0,P) on Zd , started at S0 = 0. To specify a different starting
time m and position z, we will write P( · |Sm = z). The second ingredient
is the disorder or random environment, encoded by a family of i.i.d. random
variables (ω = (ω(n, z))n∈N,z∈Zd ,P) with zero mean, unit variance and some
finite exponential moments:

E[ω] = 0, E[ω2] = 1,
∃β0 > 0 such that λ(β) := logE[eβω] <∞ ∀β ∈ [0, β0].

(1.1)

Given N ∈ N, β > 0, and a realization of ω, the polymer measure of length
N ∈ N and disorder strength (inverse temperature) β in the random environ-
ment ω is given by

dPβ, ωN (S | S0 = z) := 1

Zβ, ωN (z)
e
�N−1
n=1 {βω(n,Sn)−λ(β)} dP(S | S0 = z), (1.2)

where

Zβ, ωN (z) = E
�

e
�N−1
n=1 {βω(n,Sn)−λ(β)}

�
�
�
� S0 = z

�

(1.3)

is the partition function. Note that λ(β) in the exponent ensures that
E[Zβ, ωN (z)] = 1.
In themathematical literature,DPREwasfirst studiedby Imbrie andSpencer

[60]. There have been many results since then, although many fundamental
questions remain open. We briefly recall what is known and refer to the recent
monograph by Comets [30] for more details and references.
DPRE exhibits a phase transition between a weak disorder phase and a

strong disorder phase. Using the martingale structure of the partition functions
(Zβ, ωN (0))N∈N, first identified by Bolthausen in [6], DPRE is said to be in the
weak disorder (or strong disorder) phase if the martingale converges almost
surely to a positive limit (or to 0). It was later shown in [33] that there is a
critical value βc � 0 such that strong disorder holds for β > βc and weak
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disorder holds for 0 � β < βc, where βc ∈ (0,∞) for d � 3 [6,60], and
βc = 0 for d = 1, 2 [22,32] (see also [10,65,72]).
In theweak disorder phase, a series ofworks culminating in [33] showed that

the random walk under the polymer measure converges to a Brownian motion
under diffusive scaling of space and time, as if the disorder is not present. In the
strong disorder phase, it is believed that under the polymer measure, the path
should be super-diffusive, but this has only been proved for special integrable
models in dimension d = 1, see [36,61]. Even less is known in d � 2 due to
the lack of integrable models within the same universality class. We mention
that the strong disorder phase can alternatively be characterised by the fact that
two polymer paths sampled independently in the same random environment
have positive overlap, see [22,32,77] and the more recent results [5,8,9,24].

1.3 The case d = 2
Henceforth, we will focus on dimension d = 2. Surprisingly, even though
βc = 0, there is still a weak to strong disorder transition, which was identified
in [17]. More precisely, if we choose β = βN = β̂/√log N , which is called an
intermediate disorder regime, then it was shown in [17] that below the critical
point β̂c = √π , the partition function ZβN , ωN (0) converges in distribution to a
log-normal random variable, which is strictly positive, while at and above β̂c,
it converges to 0 (such a transition does not occur in d = 1). This raises many
interesting questions about the 2-dimensional DPRE.
There are two main perspectives in the study of the partition functions of

DPRE. One is to investigate the fluctuation of a single log-partition function
log Zβ, ωN (0) as N → ∞. In d = 1, this is conjectured to converge, under
suitable rescaling, to the universal Tracy–Widomdistributionwheneverβ > 0.
Similar universal fluctuations are expected to arise in d � 2 when β > βc,
although only numerical results are available so far [57,58]. In d = 2 and in the
intermediate disorder regime βN = β̂/√log N with a sub-critical interaction
strength β̂ < β̂c, [17] showed that log Z

β, ω
N (0) converges to a universal normal

limit independent of the law of ω. The super-critical case ˆβ �β̂c remains a
difficult challenge.
Another perspective, which we take in this paper, is to study the diffusively

rescaled field of partition functions indexed by all starting points in space-time:

�
UN (t, x) := ZβN , ωNt (

√
Nx)

�
t>0, x∈R2, (1.4)

as well as the diffusively rescaled field of log-partition functions:

�
HN (t, x) := log ZβN , ωNt (

√
Nx)

�
t>0, x∈R2 . (1.5)
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The fields UN and HN provide natural discretizations of the solutions of the
two-dimensional Stochastic Heat Equation (SHE) and Kardar–Parisi–Zhang
equation (KPZ) respectively:

∂t u = 1
2
�u + β Ẇ u, (1.6)

∂t h = 1
2
�h + 1

2
|∇h|2 + β Ẇ , (1.7)

where Ẇ = Ẇ (t, x) denotes space-time white noise. These stochastic PDEs
are singular and ill-posed: even the recent breakthrough solution theories of
regularity structures [55,56] and paracontrolled distributions [53,54] only
apply in d = 1 but not in the critical dimension d = 2. Therefore, if UN
and HN admit non-trivial limits, then these limits are natural candidates for
the long-sought solutions of SHE and KPZ in d = 2.
The study of the random field UN was initiated in [17], which showed that

in the subcritical regime β̂ < β̂c, the centered and rescaled random field√
log N

�
UN (t, x) − 1

�
converges to the solution of the so-called Edwards–

Wilkinson equation, which is a Gaussian free field at each time t . The study
of the random field HN was first carried out in [25],1 which showed that√
log N

�
HN (t, x) − E[HN (t, x)]

�
is tight in N as a family of distribution-

valued random variables for β̂ sufficiently small; shortly after, [20] proved
convergence to the solution of the same Edwards–Wilkinson equation as for
UN for all β̂ < β̂c (simultaneously, the same result was proved in [50] for β̂
sufficiently small).
In themuchmore interesting and delicate critical regime β̂ = β̂c—there is in

fact a critical window of width O(1/ log N ) around β̂c, see (1.11) below—the
random fieldUN (t, x) no longer needs any centering and rescaling. Its limiting
correlation structurewas first identified in [7] through a different regularisation
of the 2d SHE (1.6) (mollifying the noise Ẇ instead of discretizing space and
time). In [19], the third moment of the averaged random field UN (t, ϕ) :=�
UN (t, x) ϕ(x) dx , for test functions ϕ, was computed and shown to converge

to a finite limit as N →∞, which implies that all subsequential limits of UN
have the same correlation structure identified in [7] (tightness is trivial since
E[UN ] ≡ 1). Subsequently, [51] identified the limit of all moments ofUN (t, ϕ)
(see also the more recent work [26]). However, the uniqueness of the limit of
UN remained elusive and challenging, because the limitingmoments identified
in [51] and [26] grow too fast to uniquely determine the law of the random
field.

1 More precisely, [25] and [50] both study the analogue of HN defined by mollifying the
noise Ẇ in (1.7) instead of discretizing space and time, while [17] considered both types of
regularizations.
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Our main result settles this question and shows that, in the critical window
around β̂ = β̂c, the random field UN indeed converges to a unique universal
limit, which naturally provides a notion of solution of the 2d SHE (1.6) for
disorder strength β in the critical window. Therefore, we name it the Critical
2d Stochastic Heat Flow.

1.4 Main results

To formulate our main results, we generalize the partition functions in (1.3)
by introducing a point-to-point version, where both the starting and ending
positions of the random walk are fixed: for M � N ∈ N0 = {0, 1, 2, . . .} and
w, z ∈ Z2 we set

Zβ, ωM,N (w, z) := E
�

e
�N−1
n=M+1{βω(n,Sn)−λ(β)} 1SN=z

�
�
�
� SM = w

�

, (1.8)

with the convention
�N−1
n=M+1{. . .} := 0 for N � M + 1.

To deal with parity issues, for x ∈ R2 we denote by [[x]] the closest point
z ∈ Z2even := {(z1, z2) ∈ Z2 : z1 + z2 even}; for s ∈ R we define the even
approximation [[s]] := 2 
s/2� ∈ Zeven := 2Z. We then introduce the process
of diffusively rescaled partition functions:2

ZβNN =
	

ZβNN ; s,t (dx, dy) :=
N

4
ZβN , ω[[Ns]],[[Nt]]([[

√
Nx]], [[√N y]]) dx dy




0�s�t<∞
(1.9)

where dx dy denotes the Lebesguemeasure onR2×R2, andβN will be defined
shortly.
We regard ZβNN ; s,t (dx, dy) as a random measure on R2 × R2, where we

equip the space of locally finite measures on R2 × R2 with the topology of
vague convergence:

μN → μ ⇐⇒
�

φ(x, y) μN (dx, dy)→
�

φ(x, y) μ(dx, dy)

∀φ ∈ Cc(R2 × R2).

Our main result proves weak convergence of the law ofZβN as N →∞, when
β = βN is rescaled in a suitable critical window, that we define next. Let us
introduce the sequence

2 Note that E[ZβN , ωM,N (w, z)] = P(SN = z | SM = w) = O( 1
N−M ) = O( 1N ) for M/N � c <

1, by the local limit theorem, which explains the prefactor N in (1.9). The extra factor 14 is due
to periodicity.

123



The critical 2d Stochastic Heat Flow 331

RN :=
N�

n=1

�

z∈Z2
P(Sn = z)2 =

N�

n=1
P(S2n = 0) =

N�

n=1


1

22n

	
2n

n


�2
∼ log N

π
,

(1.10)

which is the expected overlap (number of collisions) between two independent
simple symmetric random walks starting from the origin in Z2 up to time N .
Recalling that λ(·) is the disorder log-moment generating function, see (1.1),
the critical window for β = βN is

eλ(2βN )−2λ(βN ) − 1 = 1

RN

	

1+ ϑ + o(1)
log N




, for some fixed ϑ ∈ R.
(1.11)

Since λ(β) ∼ 1
2β
2 as β ↓ 0, see (1.1), we have βN ∼ β̂c/

√
log N with

β̂c = √
π irrespective of the parameter ϑ , which contributes to the second

order asymptotics, see (3.12).
We can now state our main result, which will be proved in Sect. 9.

Theorem 1.1 (Critical 2d Stochastic Heat Flow) Fix βN in the critical win-
dow (1.11), for some ϑ ∈ R. As N → ∞, the family of random measures
ZβNN = (ZβNN ; s,t (dx, dy))0�s�t<∞ defined in (1.9) converges in finite dimen-
sional distributions to a unique limit

Z ϑ = (Z ϑ
s,t (dx, dy))0�s�t<∞,

which we call theCritical 2d Stochastic Heat Flow. This limitZ ϑ is universal,
in that it does not dependon the lawof the disorderω except for the assumptions
in (1.1).

We can infer directly from its construction some basic properties of the
Critical 2d Stochastic Heat Flow, which we collect in the next result, also
proved in Sect. 9.

Theorem 1.2 TheCritical 2d StochasticHeat FlowZ ϑ is (space-time) trans-
lation invariant in law:

(Z ϑ
s+a,t+a(d(x + b), d(y + b)))0�s�t<∞ dist= (Z ϑ

s,t (dx, dy))0�s�t<∞
∀a � 0, ∀b ∈ R2,

and it satisfies the following scaling relation:

(Z ϑ
as,at (d(

√
ax), d(

√
ay)))0�s�t<∞

dist= (aZ ϑ+loga
s,t (dx, dy))0�s�t<∞ ∀a > 0.

(1.12)
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The first and second moments of Z ϑ are given by

E[Z ϑ
s,t (dx, dy)] = 1

2 g 12 (t−s)(y − x) dx dy,
Cov[Z ϑ

s,t (dx, dy),Z
ϑ
s,t (dx

�, dy�)] = 1
2 K

ϑ
t−s(x, x �; y, y�) dx dy dx � dy�,

(1.13)

where g denotes the heat kernel inR2, see (3.20), and K ϑ is an explicit kernel,
see (3.56).

Remark 1.3 The covariance kernel K ϑt−s(x, x �; y, y�)was first identified in [7]
(see also [19]) and is logarithmically divergent near the diagonals x = x � or
y = y�.
We now briefly explain the proof strategy. As noted before, the moments

of Z ϑ identified in [51] and [26] grow too fast to uniquely characterize the
law of Z ϑ . The bounds given in these works suggest that the n-th moment
is at most of order exp(exp(n2)), while our recent work [21] gives a lower
bound of exp(cn2). Physical arguments on the Delta-Bose gas [74] suggest
that the growth should be exp(exp(n)). It may thus be surprising that we are
still able to prove Theorem 1.1 and show that the limit is unique, without
criteria to uniquely identify the limit. Another prominent result of this nature,
which gave us inspiration, is the work of Kozma [63] on the convergence of the
three-dimensional loop erased random walk with dyadic scaling of the lattice
2−NZ3.
The basic strategy is to show that the laws of (ZβNN )N∈N form a Cauchy

sequence, i.e.

ZβNN and ZβMM are close in distribution for large N ,M ∈ N. (1.14)

To accomplish this, we first construct a coarse-grained model Z (cg)
ε ( · |�),

for each ε ∈ (0, 1), which is a function of a family � of coarse-grained
disorder variables. We then perform a coarse-graining approximation of the
partition function on the time-space scale (εN ,

√
εN ), which shows that ZβNN

can be approximated by the coarse-grained model Z (cg)
ε ( · |�) for a specific

choice of coarse-grained disorder� = �N ,ε that depends on N and ε, with an
approximation error which is small for small ε and large N (shown via second
moment bounds). As a consequence, we finally prove (1.14) by showing that
the coarse-grained models Z (cg)

ε ( · |�) with � = �N ,ε and � = �M,ε are
close in distribution, for small ε > 0 and large N ,M ∈ N (shown via a
Lindeberg principle).
We give a more detailed proof outline in Sect. 2. Let us just highlight here

the key proof ingredients:
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A. Coarse-Graining, which leads to a coarse-grained model with the same
structure as the original model, demonstrating a degree of self-similarity;

B. Time-Space Renewal Structure, which sheds probabilistic light on second
moment computations and leads in the continuum limit to the so-called
Dickman subordinator;

C. LindebergPrinciple formultilinear polynomials of dependent randomvari-
ables, which controls the effect of changing� in the coarse-grained model
Z
(cg)
ε ( · |�);

D. Functional Inequalities for Green’s Functions of multiple random walks
on Z2, which yield sharp higher moment bounds for the coarse-grained
model.

This framework is robust enough that it can also be used to show convergence
of other approximations of SHE (1.6) to the Critical 2d Stochastic Heat Flow.

Remark 1.4 (Mollified SHE) The same proof steps A, B, C, D can be carried
out for the solution uδ of the mollified SHE (1.6), where the space-time white
noise Ẇ is mollified spatially on the scale δ and β = βδ is chosen in the
corresponding critical window, that is β2δ = 2π

| log δ| + ϑ+o(1)
(log δ)2

(cf. (3.12)). A key
point is that coarse-graining uδ on the mesoscopic scale leads to exactly the
same coarse-grained model Z (cg)

ε ( · |�) constructed in this paper, just with
a different family of coarse-grained disorder variables � = �δ,ε. This means
that the solution uδ of the mollified SHE would converge as δ ↓ 0 to the same
universal limitZ ϑ in Theorem 1.1.We will not carry out the details here since
the paper is long enough.

We remark that Clark has proved in [28] an analogue of Theorem 1.1
for DPRE on the hierarchical diamond lattice, which is particularly useful
for renormalization analysis and can mimic Euclidean lattices of different
dimensions as the lattice parameters vary. Furthermore, in [27,29], he also
constructed the continuum polymer measures and studied their properties.
This raises interesting questions as to whether similar results can be proved
for DPRE on the Euclidean lattice, where exact renormalization analysis is no
longer available. We point out that our work developed in parallel to that of
Clark, and our proof strategies share some common features, such as coarse-
graining and controlling distributional distances via a Lindeberg principle in
our case vs. Stein’s method in [28], and showing that the laws of the partition
functions form a Cauchy sequence.
Now that we have proved the existence of a unique limitZ ϑ—the Critical

2d Stochstic Heat Flow—the next challengewill be to investigate its properties
and characterize its law.

Remark 1.5 (Alternative scaling) The simple randomwalk onZ2 is 2-periodic
and each component has variance 12 . As a consequence, the diffusively rescaled
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partition functions UN (t, x) in (1.4) provide a discretization of a slightly mod-
ified SHE (1.6), namely

∂t ũ = 1
4
�ũ +√2 β Ẇ ũ

(see [21, Appendix A.3] for more details). The SHE with the usual parameters
in (1.6) can be recovered via the change of variable UN (t, x√2 ). Therefore to
describe a candidate solution of (1.6), we should consider the rescaled Critical
2d Stochastic Heat Flow given by (recall (1.12))

�Z ϑ := �
Z ϑ
s,t

�
d x√

2
, d y√

2

��
0�s�t<∞

d= �
2Z ϑ+log 2

2s,2t (dx, dy)
�
0�s�t<∞,

which is also normalized to have mean 1 rather than 12 (see (1.13)).

1.5 Related literature

We next discuss the connection between our work and various results in the
literature and point out some future directions of research.

1.5.1 Singular SPDEs

As explained in Sect. 1.3, the scaling limit Z ϑ in Theorem 1.1 can be inter-
preted as the solution of the 2-dimensional SHE (1.6) in the critical window.
For SHE, dimension d = 2 marks the critical dimension in the language of
singular SPDEs and renormalisation group theory. To define a solution for
singular SPDEs, such as SHE and KPZ in (1.6)–(1.7), a standard approach
is to mollify the space-time noise Ẇ in space on the scale of ε, and then try
to identify a scaling limit as ε ↓ 0. Discretizing space-time by considering a
lattice model, such as the DPRE that we study in this paper, is just another way
of removing the singularity on small scales (also known as ultraviolet cutoff).
All existing solution theories for singular SPDEs, including regularity struc-

tures [55,56], paracontrolled distributions [53,54], the renormalization group
approach [64], or energy solutions [49], do not apply at the critical dimension.
The only singular SPDEs for which progress has been made in defining its
solution at the critical dimension are SHE and KPZ (via the Cole-Hopf trans-
form). The phase transition identified in [17] was unexpected, and to the best
of our knowledge no such transition has been established for other singular
SPDEs in the critical dimension. Theorem 1.1 is thus the first result to define a
solution for a singular SPDE at the critical dimension and for critical disorder
strength.
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In dimension d = 2, recently there has also been significant progress in
understanding the solution of the anisotropic version of the KPZ equation
(aKPZ), which differs from (1.7) in that |∇v|2 = (∂x1v)2 + (∂x2v)2 therein is
replaced by (∂x1v)

2 − (∂x2v)2. This case is also beyond the reach of existing
solution theories, and unlike the isotropic KPZ, it cannot be linearized via the
Cole-Hopf transformation. Cannizzaro, Erhard, and Schönbauer [11] regular-
ized the aKPZ via a cutoff in Fourier space, instead of discretizing space and
time or mollifying the noise on the spatial scale ε (all are ultraviolet cutoffs).
They showed that if the non-linear term (∂x1v)

2 − (∂x2v)2 is rescaled by a
factor λ/

√| log ε|, then the solution of the regularized aKPZ is tight with non-
trivial limit points, which is the anisotropic analogue of [25]. Very recently,
Cannizzaro, Erhard, and Toninelli [14] succeeded in proving that the limit is
in fact Gaussian and solves the Edwards–Wilkinson equation, which is the
anisotropic analogue of [20,50]. In contrast to the isotropic case (1.7), there
is no phase transition in λ for the aKPZ. The same authors also studied the
aKPZwithout scaling the non-linearity, and in a surprising result [12,13], they
showed that the solution exhibits logarithmic superdiffusive behaviour.
In the supercitical dimensions d � 3, the transition between the weak and

strong disorder phases for the directed polymer is long known [30] and has a
natural counterpart for SHE and KPZ. In recent years, there have been many
studies on the solutions of SHE and KPZ via mollification, namely, analogues
of the random fields UN and HN defined in (1.4)–(1.5). These studies are all
in the weak disorder regime and are analgous to results in d = 2, see e.g.
[31,37,38,41,52,68,69,71].

1.5.2 Coarse-graining

The first step in our approach is to construct a coarse-grained model. Coarse-
graining has a long history in statistical mechanics and renormalisation theory.
In the framework of directed polymer models, coarse-graining has played a
crucial role in the studies by Lacoin [65] and Berger–Lacoin [10] on free
energy asymptotics, which extended previousworks in the literature of pinning
models, see [47], fromwhichwe single out the fundamentalworkofGiacomin–
Lacoin–Toninelli [48].
In our analysis, we need a family of coarse-grained models which provide

a sharp approximation of the partition function at the critical point, while the
works mentioned above used coarse-grained models to provide upper bounds
away from the critical point. The need for a sharper approximation creates
several challenges, which lead to the refined estimates in Sects. 5 and 8 and
the development of the enhanced Lindeberg principle in Appendix A.
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1.5.3 DPRE on hierarchical lattices

In a series of papers [27–29], Clark successfully treated the directed poly-
mer model on hierarchical diamond lattices at the “critical dimension” and
in the critical window of disorder strength, which contains an analogue of
Theorem 1.1 and more. Due to their tree-like structure, hierarchical lattices
are especially convenient for performing exact renormalization group calcula-
tions that are typically intractable on the Euclidean lattice. By tuning suitable
parameters (such as the number of branches and the number of segments along
each branch), hierarchical lattices can mimic Euclidean lattices with different
spatial dimensions.When the branch number equals the segment number, hier-
archical lattices mimicZ2. For DPRE on these lattices, Clark was able to prove
in [28] the analogue of Theorem 1.1.
Exploiting the structure of hierarchical lattices, in [29], Clark was able to

use the limiting partition functions obtained in [28] to construct a continuum
version of the polymer measure and study its properties. Furthermore, in [27],
he identified an interesting conditional Gaussian Multiplicative Chaos (GMC)
structure among the continuum polymer measures with different parameter ϑ
(similar to ϑ in Theorem 1.1). These results raise interesting questions as to
whether similar results can be obtained for DPRE on the Euclidean lattice. In
this respect, Theorem 1.1 provides the starting point.

1.5.4 Continuum polymer measure

A continuum version of the DPRE polymer measure in dimension d = 1
was constructed in [1,2], exploiting the continuum limit of the point-to-point
partition functions. The same approach was applied in [15] to pinning models
with tail exponent α ∈ (12 , 1). An essential feature of these constructions, as
well as the one by Clark [29] in the hierarchical setting in the critical regime,
is that the continuum partition functions are random functions of the polymer
endpoints. The same holds for DPRE in dimension d = 2 in the subcritical
regime βN ∼ β̂/√log N , with β̂ < β̂c = √π , where it was recently shown in
[44] that the discrete polymer measure, diffusively rescaled, converges to the
law of Brownian motion.
The situation for DPRE in dimension d = 2 in the critical window is

radically different, because the continuum partition functions Zϑz,t (dx, dy)
given in Theorem 1.1 are only random measures and undefined pointwise.
The point-to-plane partition function ZβN ,ωN defined in (1.3) in fact converges
to 0 as N →∞, as shown in [17]. For this reason, constructing a continuum
version of the polymer measure—or studying the scaling properties of the
discrete polymer measure—started from a fixed point, remains a significant
challenge.However, ifwe consider discrete polymermeasureswith the starting
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point chosen uniformly from a ball on the diffusive scale, then the same proof
strategy as that for Theorem 1.1 should be applicable to show that themeasures
converge to a continuum polymer measure starting from a ball, whose finite
dimensional distributions are uniquely determined.

1.5.5 Schrödinger operators with point interactions

When the disorderω is standard normal, a direct calculation shows that for k ∈
N, the k-th moment of the polymer partition function in (1.3) is the exponential
moment (with parameter β2) of the total pairwise collision local time up to
time N among k independent random walks on Z2. When k = 2, by a classic
result of Erdös and Taylor [42] (see also [46]), the collision local time rescaled
by 1/ log N converges to an exponential random variable with parameter π .
In the critical window we consider here, we have βN = β̂c/

√
log N with

β̂c = √π , and hence the parameter of the exponentialmomentmatches exactly
the parameter of the limiting exponential randomvariable, making themoment
analysis particularly delicate.
Via theFeynman–Kac formula, it can alsobe seen that the k-thmoment of the

partition function is the solution of a discrete space-time parabolic Schrödinger
equation with a potential supported on the diagonal (point interaction). In the
continuum setting, there have been a number of studies on the Schrödinger
operator with point interactions (also called Delta-Bose gas) in dimension
d = 2 [3,4,39,40]. Using ideas from these studies, especially the works of
Dell’Antonio–Figari–Teta [39] and of Dimock–Rajeev [40], Gu, Quastel, and
Tsai [51] were able to compute asymptotically all moments of the averaged
solution of the mollified SHE, which are analogues of the averaged polymer
partition functions ZβNN ; s,t (ϕ, ψ) :=

��
ϕ(x) ψ(y)ZβNN ; s,t (dx, dy) in (1.9),

withϕ andψ assumed to be in L2 in [51]. Previously, only the thirdmoment had
been obtained in [19].Whenϕ is a delta function, themoments ofZβNN ; s,t (ϕ, ψ)
diverge as N →∞, and the asymptotics of the third moment has been inves-
tigated in [43]. But all mixed moments of the form E

��n
i=1Z

βN
N ; s,t (ϕi , ψi )

�

converge if ϕi are chosen to be distinct δ functions, which was shown recently
by Chen in [26].
As an input to the Lindeberg principle mentioned in the proof sketch for

Theorem 1.1, we need to bound the fourth moment of the coarse-grained
model, which approximates the original partition function. The results from
the Schrödinger operator literature and [51] are not applicable in our set-
ting, because they rely on explicit Fourier calculations. We therefore develop
an alternative and more robust approach based on functional inequalities for
Green’s function of multiple random walks on Z2, see Lemma 6.8. Instead of
working with ϕ,ψ ∈ L2 as in [51], we can work withweighted L p–Lq spaces
with 1p + 1

q = 1. The choice of a weight allows us to consider a wider class

123



338 F. Caravenna et al.

of boundary conditions, such as ψ ≡ 1 and ϕ an approximate delta function,
and also to control spatial decay when the support of ϕ and ψ are far apart, all
of which are needed in our proof. See Sect. 6 for more details.

1.5.6 Lindeberg principle

A Lindeberg principle is said to hold when the law of a function � of a
family of random variables does not change much if the family of random
variables is switched to another family with some matching moments. Lin-
deberg principles have been very powerful tools in proving universality. The
usual formulation such as in [23] requires the family of random variables to
be independent (or exchangeable), and � needs to have bounded first three
derivatives. This is not satisfied when � is a multilinear polynomial, whose
derivatives are unbounded. This case was addressed in [70,76] when the argu-
ments are independent random variables (see also [16]).
In the proof ofTheorem1.1,we need to dealwith amultilinear polynomial of

dependent random variables with a local form of dependence. We formulate
an extension of the Lindeberg principle to this setting in Appendix A. Our
calculations are inspired by a work of Röllin on Stein’s method [75], which is
an analogue of [23] for a function � (with bounded first three derivatives) of
dependent random variables.

1.6 Structure of the paper

The rest of the paper is organized as follows.

• In Sect. 2, we give a detailed proof outline.
• In Sect. 3, we introduce some basic notation and tools that we need for
the rest of the paper, which includes in particular the polynomial chaos
expansion and second moment asymptotics for the partition function.

• In Sect. 4, we define the coarse-grained modelZ (cg)
ε ( · |�) and the coarse-

grained disorder� = �N ,ε. Then in Sect. 5, we show thatZ (cg)
ε ( · |�N ,ε)

provides a good L2 approximation for the diffusively rescaled partition
functions ZN in (1.9).

• In Sects. 6, 7 and 8, we derive key moment bounds for ZN , �N ,ε and
Z
(cg)
ε ( · |�).

• In Sect. 9, we wrap up the proof of our main results: Theorems 1.1 and 1.2.
• In Appendix A, we formulate an enhanced Lindeberg principle for multi-
linear polynomials of dependent random variables.
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Notation

We denote by Cb(Rd), resp. Cc(Rd), the space of bounded, resp. compactly
supported functions ϕ : Rd → R. The usual L p norms will be denoted by
�ϕ�p for functions ϕ : Rd → R and by �X�L p for random variables X . For
notational simplicity, we will use c,C,C �,C �� to denote generic constants,
whose values may change from place to place.

2 Proof outline

We elaborate in more detail our proof strategy for Theorem 1.1, especially
the coarse-graining procedure. After reading the proof strategy, to see how the
pieces fit together more precisely, we encourage the reader to go directly to
Sect. 9.1 to read the proof of Theorems 1.1 and 1.2. The proof is contingent
on some earlier results, such as Theorems 4.7 and 8.1, but otherwise is mostly
self-contained.
Recalling (1.9), we just consider a single averaged partition function

ZN := ZβNN ,0,1(ϕ, ψ) =
�

R2×R2
ϕ(x) ψ(y)ZβNN ,0,1(dx, dy),

for some ϕ ∈ Cc(R2), ψ ∈ Cb(R2), and βN = βN (ϑ) chosen as in (1.11)
for some fixed ϑ ∈ R. To prove that ZN converges in distribution to a limit
as claimed in Theorem 1.1, we will show that the laws of (ZN )N∈N form a
Cauchy sequence.
The starting point of our analysis is a polynomial chaos expansion for ZN ,

which will be recalled in more detail in Sect. 3.3. In short, by introducing the
i.i.d. random variables

ξN (n, z) := eβNω(n,z)−λ(βN ) − 1, (n, z) ∈ N× Z2,

which have mean 0 and variance σ 2N as in (1.11), we can expand ZN as a
multilinear polynomial in the ξN ’s as follows:

ZN = qN0,N (ϕ, ψ)+
1

N

∞�

r=1

�

z1,...,zr∈Z2
0<n1<...<nr<N

qN0,n1(ϕ, z1) ξN (n1, z1)

×
 r�

j=2
qn j−1,n j (z j−1, z j )ξN (n j , z j )

�

qNnr ,N (zr , ψ),

(2.1)
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where qm,n(x, y) := P(Sn = y|Sm = x) is the random walk transition kernel,
and qNm,n(ϕ, z1), q

N
m,n(zr , ψ), q

N
m,n(ϕ, ψ) are the averages of qm,n(x, y) w.r.t.

ϕ(x/
√
N ), ψ(y/

√
N ), or both (see (3.16)–(3.18)).

Each term in the sum in (2.1) contains a sequence of disorder variables
(ξN (n j , z j ))1� j�r linked by random walk transition kernels, and different
terms in the sum are L2-orthogonal. We will see that when it comes to sec-
ond moment calculations, the sequence of points (n1, z1), . . . , (nr , zr ) can be
interpreted as a time-space renewal configuration.
Before explaining our proof strategy and ingredients, we first give a heuris-

tic calculation that already shows universality, namely that as N → ∞, the
limiting law of ZN in (2.1) (if a unique limit exists) does not depend on the
law of the i.i.d. random variables ξN (·, ·) provided the first two moments are
unchanged. The heuristic is based on a Lindeberg principle, which will help
to illustrate some key ideas in our proof.

A heuristic calculation

Let us writeZN (ξN ) to emphasise the dependence on the i.i.d. family ξN (·, ·),
and let ZN (ηN ) be defined similarly with ξN replaced by an i.i.d. family ηN
withmatchingfirst twomoments andfinite thirdmoment. To show thatZN (ξN )
and ZN (ηN ) are close in law, it suffices to show that for any f : R→ R with
bounded first three derivatives,

lim
N→∞ | f (ZN (ξN ))− f (ZN (ηN ))| = 0. (2.2)

This difference can be bounded by a Lindeberg principle. In particular, we can
apply Theorem A.4 to the case of i.i.d. random variables (the sums in (A.9)–
(A.10) will only contain indices k = l = m due to the i.i.d. assumption) to get
the bound

| f (ZN (ξN ))− f (ZN (ηN ))| � C� f ����∞
�

1�n�N ,z∈Z2

� 1

0
E[|∂(n,z)Z(ξ (t)N )|3]dt,

(2.3)

where ξ (t)N := √
t ξN +

√
1− t ηN interpolates between ηN and ξN , and

∂(n,z)Z(ξN ) denotes partial derivative w.r.t. ξN (n, z). Since Z(ξ (t)N ) is a multi-
linear polynomial in ξ (t)N (·, ·), it is easily seen from (2.1) that

∂(n,z)Z(ξ (t)N ) =
1

N
Z(ϕ, (n, z))Z((n, z), ψ),
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where Z((n, z), ψ) is the point-to-plane partition function starting from the
point (n, z) and terminating at time N with boundary condition ψ , and
Z(ϕ, (n, z)) is the plane-to-point partition function with initial boundary
condition ϕ and terminating at the point (n, z). Since ϕ has compact sup-
port, only (n, z) on the diffusive scale (n of order N and z ∈ Z2 of order√
N ) contribute to the sum in (2.3), and there are N 2 such terms. This sum

is more than compensated by the factor 1
N3
from E[|∂ξN (n,z)Z(ξN )|3] =

1
N3
E[|Z(ϕ, (n, z))|3]E[|Z((n, z), ψ)|3], where we used the independence

betweenZ(ϕ, (n, z)) andZ((n, z), ψ). To deduce (2.2), it suffices to show that
the moment of the point-to-plane partition function E[|Z((n, z), ψ)|3] � N
as N →∞, which holds by Remark 6.5 below.
This heuristic can be made rigorous using the results we establish in Sect. 6.

But this argumentwill not show thatZN (ξN ) has a unique limit in law. For that,
we need to define coarse-grained models and compare ZN (ξN ), for different
N , with the same coarse-grained model. We outline the proof strategy below,
which contains many of the same ideas in the heuristic above, but in a more
complicated setting.

A. Coarse-graining

As a first step, for each ε ∈ (0, 1), we approximate ZN in L2 by a
coarse-grained model Z (cg)

ε (ϕ, ψ |�N ,ε), which is a multi-linear polynomial
in suitable coarse-grained disorder variables �N ,ε and depends on N only
through �N ,ε. The details will be given in Sect. 4. Here we give a sketch.
We partition N× Z2 into mesoscopic time-space boxes

BεN (i,a) := ((i− 1)εN , iεN ]
� �� �

TεN (i)

× ((a− (1, 1))√εN ,a√εN ]
� �� �

SεN (a)

∩ Z3even,

(2.4)

where (i,a) ∈ N×Z2 is the mesoscopic time-space index of BεN (i,a), which
has temporal width εN and spatial side length

√
εN , and (a− b,a] = (a1 −

b1,a1]× (a2−b2,a2] for squares inR2. We then decompose the sum in (2.1)
according to the sequence of mesoscopic time intervals TεN (i1), . . . , TεN (ik)
visited by the renewal configuration (n1, z1), . . . , (nr , zr ). For each TεN (i j ),
we then further decompose according to the first and last mesoscopic spa-
tial boxes SεN (a j ),SεN (a�j ) visited in this time interval. This replaces the
microscopic sum over (n1, z1), . . . , (nr , zr ) in (2.1) by amesoscopic sum over
time-space renewal configurations (i1; a1,a�1), . . . , (ik; ak,a�k), which specify
the sequence of mesoscopic boxes BεN (i j ,a j ) and BεN (i j ,a�j ) visited. See
Fig. 1 for an illustration.
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Ideally,wewould like to replace each randomwalk kernelqn,m(x, y) in (2.1)
that connects two consecutive visited mesoscopic boxes BεN (i j ,a�j ) � (n, x)
and BεN (i j+1,a j+1) � (m, y) by a corresponding heat kernel. Namely, by the
local limit theorem (3.21), replace qn,m(x, y) by

2 g1
2 (i j+1−i j )εN

((a j+1 − a�j )
√
εN ) = 2

εN
g1
2 (i j+1−i j )

(a j+1 − a�j ),

where the factor 2 is due to periodicity.With such replacements, given a meso-
scopic renewal configuration (i1; a1,a�1), . . . , (ik; ak,a�k), as we sum over
compatible microscopic renewal configurations (n1, z1), . . . , (nr , zr ) in (2.1),
the contributions of ξN (n, z) from each interval TεN (i j )would decouple, lead-
ing to a product of coarse-grained disorder variables of the form

�N ,ε(i j ; a j ,a�j ) :=
2

εN

∞�

r=1

�

(n1,z1),...,(nr ,zr )∈Z3even
z1∈SεN (a j ),zr∈SεN (a�j )
n1<···<nr , ni∈TεN (i j )

ξN (n1, z1)

×
r�

j=2
qn j−1,n j (z j−1, z j )ξN (n j , z j ), (2.5)

with consecutive coarse-grained disorder variables �N ,ε(i j ; a j ,a�j ) and
�N ,ε(i j+1; a j+1,a�j+1) linked by the heat kernel g1

2 (i j+1−i j )
(a j+1 − a�j ) (we

absorbed the factor 2
εN into (2.5)). This would give our desired coarse-grained

model Z (cg)
ε (ϕ, ψ |�N ,ε).

Unfortunately, this ideal procedure does not produce a sharp approximation
of the partition function ZN in (2.1). Indeed, the kernel replacement

qn,m(x, y)�
2

εN
g1
2 (i j+1−i j )

(a j+1 − a�j ) (2.6)

induces an L2-error, and this error is small (in the sense that it vanishes as
ε ↓ 0, uniformly in large N ) only if i j+1 − i j is sufficiently large (we will
choose it to be larger than Kε = (log 1ε )6) and |a j+1 − a�j | is not too large
on the diffusive scale (we will choose it to be smaller than Mε

�
i j+1 − i j with

Mε = log log 1ε ). We address this issue as follows.
The first crucial observation is that, modulo a small L2 error, micro-

scopic renewal configurations (n1, z1), …, (nr , zr ) in (2.1) cannot visit three
or more mesoscopic time intervals TεN (i j ), TεN (i j+1), and TεN (i j+2) with
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Fig. 1 An illustration of the chaos expansion for the coarse-grained model (2.7). The solid
laces represent heat kernels linking consecutively visited mesoscopic time-space boxes. The
grey blocks represent the regions defining the coarse-grained disorder variables �N ,ε . The

double block in the middle represents a coarse-grained disorder variable �N ,ε(�i, �a) visiting
two mesoscopic time intervals TεN (i) and TεN (i�) with |i� − i| � Kε = (log 1ε )6 and cannot be
decoupled

both i j+1 − i j � Kε and i j+2 − i j+1 � Kε (see Lemma 5.1 below). Fur-
thermore, with a small L2 error, we can also enforce a diffusive truncation
|a j+1 − a�j | � Mε

�
i j+1 − i j (see Lemma 5.6 below). We will then make the

random walk/heat kernel replacement (2.6) only between mesoscopic boxes
BεN (i j ,a�j ) � (n, x) and BεN (i j+1,a j+1) � (m, y) that satisfy the constraint
i j+1 − i j > Kε.
After such kernel replacements, what are left between the heat kernels

decouple and appear as a product of two types of coarse-grained disorder
variables:

• one type is as given in (2.5), which visits a single mesoscopic time interval
TεN (i);

• another type visits two mesoscopic time intervals TεN (i) and TεN (i�), with
i� − i � Kε: we denote it by �N ,ε(�i, �a) with �i = (i, i�) and �a = (a,a�),
wherea identifies thefirstmesoscopic spatial boxvisited in the time interval
TεN (i), while a� identifies the last mesoscopic spatial box visited in the time
interval TεN (i�) (see (4.11)).

This leads to the actual coarse-grained model we will work with:
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Z
(cg)
ε (ϕ, ψ |�) := 1

2 g 12
(ϕ, ψ)+ ε

2

(log 1
ε
)2�

r=1

�

(�i1,...,�ir )
(�a1,...,�ar )

g 1
2 i1
(ϕε,a1)�(�i1, �a1)

×
 r�

j=2
g 1
2 (i j−i�j−1)(a j − a

�
j−1)�(�i j , �a j )

�

g 1
2 (
1
ε
−i�r )(a

�
r , ψε),

(2.7)

where ϕε and ψε are averaged versions of ϕ and ψ on the spatial scale
√
ε,

while gi/2(ϕε,a), gi/2(a�, ψε), gi/2(ϕε, ψε) are averages of the heat kernel
gi/2(a− a�) w.r.t. ϕε, ψε, or both.
In the sum in (2.7),we have hidden the various constraints on themesoscopic

time-space variables for simplicity (see (4.8) for the complete definition). Also
note that in (2.7) we denote by � = (�(�i, �a)) a generic family of coarse-
grained disorder variables; in order to approximate the averaged partition
function ZN , we simply set � = �N ,ε.
Remark 2.1 (Self-similarity) The coarse-grained model Z (cg)

ε (ϕ, ψ |�) in
(2.7) has the same form as the original partition function ZN in (2.1), with
1/ε in place of N , �N ,ε in place of ξN , and the heat kernel gi/2 in place of
the random walk kernel qn . This shows a remarkable degree of self-similarity:
coarse-graining retains the structure of the model.

B. Time-Space Renewal Structure

Once we have defined precisely the coarse-grained modelZ (cg)
ε (ϕ, ψ |�N ,ε),

see Sect. 4, we need to show that it indeed provides a good L2 approximations
of the original partition function ZN , in the following sense:

lim
ε↓0 lim supN→∞

�
�Z

(cg)
ε (ϕ, ψ |�N ,ε)− ZN

�
�2
L2 = 0. (2.8)

This approximations will be carried out in Sect. 5, where we rely crucially
on the time-space renewal interpretation of the sum in (2.1), which in the
continuum limit with N → ∞ leads to the so-called Dickman subordinator
[18]. This will be reviewed in Sect. 3.5.

C. Lindeberg Principle

In view of (2.8), given ε > 0 small, we can approximate ZN by
Z
(cg)
ε (ϕ, ψ |�N ,ε), where the L2 error is uniform in large N and tends to

0 as ε ↓ 0. To prove that the laws of (ZN )N∈N form a Cauchy sequence, it

123



The critical 2d Stochastic Heat Flow 345

then suffices to show that given ε > 0 we can bound the distributional dis-
tance betweenZ (cg)

ε (ϕ, ψ |�M,ε) andZ (cg)
ε (ϕ, ψ |�N ,ε)uniformly inM � N

large, and furthermore, this bound can be made arbitrarily small by choosing
ε > 0 sufficiently small. This would then complete the proof that ZN con-
verges in distribution to a unique limit.
The control of the distributional distance is carried out via a Lindeberg

principle for the coarse-grained model Z (cg)
ε (ϕ, ψ |�N ,ε), which is a multi-

linear polynomial in the family of coarse-grained disorder variables �N ,ε =
{�N ,ε(�i, �a)}. We note that �N ,ε((i, i�), (a,a�)) and �N ,ε((j, j�), (b,b�)) have
non-trivial dependence if (i,a) or (i�,a�) coincides with either (j,b) or (j�,b�).
We thus need a Lindeberg principle for multilinear polynomials of dependent
random variables, which we formulate in Appendix A and is of independent
interest.

D. Functional Inequalities for Green’s Functions

To successfully apply the Lindeberg principle, we need to control the second
and fourth moments of the coarse-grained disorder variables �N ,ε. We also
need to control the influence of each �N ,ε, which boils down to bounding

the fourth moment of the coarse-grained model Z (cg)
ε (ϕ, ψ |�N ,ε), with the

choice of boundary conditions ψ ≡ 1 and ϕ(x) = 1
ε
1|x |�√ε.

The moment bounds on �N ,ε and Z
(cg)
ε (ϕ, ψ |�N ,ε) are technically the

most delicate parts of the paper, especially since we need to allow ϕ(x) =
1
ε
1|x |�√ε and ψ ≡ 1. Since the structure of �N ,ε is similar to an averaged
partition function, we will first derive general moment bounds on the averaged
partition function ZN in Sect. 6. The fourth moment bound on �N ,ε then
follows as a corollary in Sect. 7.
The approach we develop is different from the methods employed in [51]

to bound the moments of the averaged solution of the mollified SHE. Our
approach is based on functional inequalities for theGreen’s function of random
walks (see Lemma 6.8) and it is robust enough to be applied also to the coarse-
grained model defined in (2.7), which will be carried out Sect. 8.

3 Notation and tools

In this section, we introduce some basic notation and tools, including the
polynomial chaos expansion for the partition function, randomwalk estimates,
the renewal interpretation for the second moment of partition functions and
the Dickman subordinator that arises in the continuum limit.
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3.1 Random walk and disorder

As in Sect. 1.2, let (S = (Sn)n�0,P) be the simple symmetric random walk
on Z2, whose transition kernel we denote by

qn(z) := P(Sn = z), qm,n(x, z) := qn−m(z − x) = P(Sn = z | Sm = x).
(3.1)

Let (ω = (ω(n, z))n∈N,z∈Z2,P) be the disorder, given by a family of i.i.d.
random variables with zero mean, unit variance and locally finite exponential
moments, see (1.1).
The expected overlap between two independent walks is (see [18, Proposi-

tion 3.2])

RN :=
N�

n=1

�

z∈Z2
qn(z)

2 =
N�

n=1
q2n(0) = log N

π
+ α
π
+ o(1)

with α := γ + log 16− π � 0.208, γ := −
� ∞

0
e−u log u du � 0.577.

(3.2)

Note that RN is the expected number of collisions up to time N between two
independent copies of the randomwalk S when both start from the origin. Also
note that γ is the Euler–Mascheroni constant. We further define

u(n) :=
�

x∈Z2
qn(x)

2 = q2n(0) ∼ 1

π
· 1
n

as n→∞, (3.3)

where the asymptotic behavior follows by the local limit theorem, see (3.21)
below.
In order to deal with the periodicity of simple random walk, we set

Z
d
even := {z = (z1, . . . , zd) ∈ Zd : z1 + . . .+ zd is even}. (3.4)

Given x ∈ Rd with d � 2, we denote by [[x]] the point in Zdeven closest to x
(fix any convention to break the tie if [[x]] is not unique). More explicitly, we
have

[[x]] = v ∈ Zdeven
⇐⇒ x ∈ B(v) := �

x ∈ Rd : |x1 − v1| + . . .+ |xd − vd | < 1
�
.

(3.5)
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For s ∈ R it is convenient to define the even approximation [[s]] ∈ 2Z by

[[s]] := 2
�
s

2

�

. (3.6)

3.2 Partition functions at criticality

The point-to-point partition functions ZβM,N (w, z) were defined in (1.8). We
mainly consider the case M = 0, for which we write

ZβN (w, z) = E
�

e
�N−1
n=1 {βω(n,Sn)−λ(β)} 1SN=z

�
�
�
� S0 = w

�

. (3.7)

The field of diffusively rescaled partition functions ZβN ;s,t (dx, dy) was
introduced in (1.9). In the special case s = 0 we simply write:

ZβN ,t (dx, dy) :=
N

4
Zβ[[Nt]]([[

√
Nx]], [[√N y]]) dx dy,

where we recall that dx dy denotes the Lebesguemeasure onR2×R2.We next
define averaged partition functions ZβN ,t (ϕ, ψ) for suitable ϕ,ψ : R2→ R:

ZβN ,t (ϕ, ψ) :=
��

R2×R2
ϕ(x)ZβN ,t (dx, dy) ψ(y)

= 1

4N

��

R2×R2
ϕ( x√

N
) Zβ[[Nt]]([[x]], [[y]]) ψ( y√

N
) dx dy.

(3.8)

Wecan rewrite the integrals in (3.8) as sums. For a locally integrable function
ϕ : R2 → R, we define ϕN : Z2even → R as the average of ϕ( ·√

N
) over cells

B(v) ⊆ R2, see (3.5):

ϕN (v) := 1

|B(v)|
�

B(v)

ϕ
� x√
N

�
dx = 1

2

�

{|x1−v1|+|x2−v2|<1}
ϕ
� x√
N

�
dx .

(3.9)

If we similarly define ψN : Z2even → R given ψ : R2 → R, we can rewrite
the second line of (3.8) as a sum over the points v = [[x]], w = [[y]] ∈ Z2even
as follows:

ZβN ,t (ϕ, ψ) =
1

N

�

v,w ∈Z2even
ϕN (v) Z

β
[[Nt]](v,w) ψN (w). (3.10)
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Remark 3.1 (Parity issue) Let Zdodd := Z
d\Zdeven. If in (3.10) we sum over

v,w ∈ Z2odd, we obtain an alternative “odd version” of the averaged partition
function, which is independent of the “even version” because two simple
random walks started at even vs. odd sites can never meet. This explains why
we enforce a parity restriction in (3.10).

Finally, we recall the critical window of the disorder strength (inverse tem-
perature) that was introduced in (1.11). Given the definition (3.2) of RN , for
some fixed ϑ ∈ R, we choose β = βN = βN (ϑ) such that

σ 2N := Var[eβNω−λ(βN )] = eλ(2βN )−2λ(βN ) − 1 =
1

RN

	

1+ ϑ + o(1)
log N




.

(3.11)

We can spell out this condition more explicitly in terms of βN (see [18,
Appendix A.4]):

β2N =
1

RN
− κ3

(RN )3/2
+ ϑ/π + (

3
2κ
2
3 − 7

12κ4 − 1
2 )

(RN )2
+ o

	
1

(RN )2




= π

log N
− κ3 π

3/2

(log N )3/2
+ π(ϑ − α)+ π

2(32κ
2
3 − 7

12κ4 − 1
2 )

(log N )2

+ o
	

1

(log N )2




,

(3.12)

whereκ3, κ4 are the disorder cumulants, i.e.λ(β) = 1
2β
2+ κ33! β3+ κ44! β4+o(β4)

as β ↓ 0, and α � 0.208 is as in (3.2). Henceforth we always set β = βN .

3.3 Polynomial chaos expansion

We now recall the polynomial chaos expansion of the partition function. This
is based on the following product expansion, valid for any set A and any family
of real numbers (hn)n∈A labelled by A:

e
�
n∈A hn =

�

n∈A

�
1+ (ehn − 1)� = 1+

�

∅�=B⊆A

�

n∈B
(ehn − 1). (3.13)
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If we apply (3.13) to the partition function ZβNd, f (x, y) in (1.8), by (3.1) we
obtain

ZβNd, f (x, y) − qd, f (x, y)
= E

��
e
� f−1
n=d+1

�
z∈Z2 (βNω(n,z)−λ(βN ))1Sn=z − 1

�
1S f=y

�
�
�
� Sd = x

�

=
∞�

r=1

�

d<n1<...<nr< f
z1,...,zr∈Z2

E

� r�

j=1

�
e
(βNω(n j ,z j )−λ(βN ))1Sn j =z j − 1

��

× 1S f=y
�
�
�
� Sd = x

�

.

Recalling (3.11), we introduce a family (ξN (n, z))(n,z)∈Z2 of i.i.d. random
variables by

ξN (n, z) := eβNω(n,z)−λ(βN ) − 1
so that E[ξN (n, z)] = 0, Var[ξN (n, z)] = σ 2N .

(3.14)

These variables allow us to write

e(βNω(n,z)−λ(βN ))1Sn=z − 1 = (eβNω(n,z)−λ(βN ) − 1)1Sn=z = ξN (n, z)1Sn=z,

hence, by the Markov property for the random walk with kernel q, we get

ZβNd, f (x, y) = qd, f (x, y)+
∞�

r=1

�

d<n1<...<nr< f
z1,...,zr∈Z2

qd,n1(x, z1) ξN (n1, z1)

×
 r�

j=2
qn j−1,n j (z j−1, z j ) ξN (n j , z j )

�

qn j , f (z j , y),

(3.15)

where
�r
j=2(. . .) := 1 if r = 1.We have expressed the point-to-point partition

function as a multilinear polynomial (polynomial chaos) in the independent
random variables ξN (n, z).
A similar polynomial chaos representation holds for the averaged partition

function ZβNN ,t (ϕ, ψ) given in (3.10). To simplify notation, it is convenient to
define an averaged version of the random walk transition kernel qm,n(x, y).
Given suitable ϕ,ψ : R2 → R, a time horizon M ∈ (0,∞), and two points
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(m, w), (n, z) ∈ Z3even, recalling ϕN and ψN from (3.9), we define

qN0,m(ϕ,w) :=
�

v∈Z2even
ϕN (v) q0,m(v,w), (3.16)

qNn,M(z, ψ) :=
�

w∈Z2even
qn,[[M]](z, w)ψN (w), (3.17)

qN0,M(ϕ, ψ) =
1

N

�

v,w∈Z2even
ϕN (v) q0,[[M]](v,w)ψN (w). (3.18)

Then (3.15) yields the following polynomial chaos expansion for ZβNN ,t (ϕ, ψ)
in (3.10):

ZβNN ,t (ϕ, ψ) = qN0,Nt (ϕ, ψ) +
1

N

∞�

r=1

�

0<n1<...<nr<Nt
z1,...,zr∈Z2

qN0,n1(ϕ, z1) ξN (n1, z1)

·
 r�

j=2
qn j−1,n j (z j−1, z j ) ξN (n j , z j )

�

· qNnr ,[[Nt]](zr , ψ).
(3.19)

As will be explained later, when it comes to second moment calculations,
the time-space points (n1, z1), . . . , (nr , zr ) in the sum can be interpreted as a
time-space renewal configuration.

3.4 Random walk estimates

Let gt : R2→ (0,∞) denote the heat kernel on R2:

gt (x) := 1

2π t
e−

|x |2
2t , gt (x, y) := gt (y − x), (3.20)

where, unless otherwise specified, we denote by | · | the Euclidean norm on
R
d .
The asymptotic behavior of the random walk transition kernel qn(x) =

P(Sn = x) is given by the local central limit theorem: as n → ∞ we have,
uniformly for x ∈ Z2,

qn(x) =
�
gn
2
(x)+ O� 1

n2
��
21(n,x)∈Z3even

= gn
2
(x) e

O
� 1
n

�
+O

� |x |4
n3

�

21(n,x)∈Z3even ,
(3.21)

where the two lines are two different variants of the local central limit theorem
for the simple symmetric random walk on Z2 given by Theorems 2.3.5 and
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2.3.11 in [66]. We recall that Zdeven is defined in (3.4), the multiplicative factor
2 comes from the periodicity of the simple random walk Sn = (S(1)n , S(2)n ) on
Z
2, while the factor 12 in the time argument of the heat kernel comes from the

fact that E[S(i)n S( j)n ] = n
2 1i= j . We also note that

gn
2
(x) = 1

N g 12
n
N
( x√
N
) ∀n, N ∈ N, ∀x ∈ Z2. (3.22)

Similar to the averaged random walk kernels qN·,· defined in (3.16)–(3.18),
givenϕ ∈ L1(R2),ψ ∈ L∞(R2), t > 0, and a, b ∈ R2, we define the averaged
heat kernels

gt (ϕ, a) :=
�

R2
ϕ(x) gt (a − x) dx, (3.23)

gt (b, ψ) :=
�

R2
gt (y − b) ψ(y) dy, (3.24)

gt (ϕ, ψ) :=
�

R2×R2
ϕ(x) gt (y − x) ψ(y) dx dy. (3.25)

Recall qN0,Nt (ϕ, ψ) from (3.18). By the local limit theorem (3.21), recalling
(3.9) and (3.22), we have

∀t > 0 : lim
N→∞ q

N
0,Nt (ϕ, ψ) = 1

2 g t2 (ϕ, ψ), (3.26)

where the prefactor 12 is due to periodicity.
Wewill also need the following lemma, which allows us to replace a random

walk transition kernel by a heat kernel even if the time-space increments are
perturbed.

Lemma 3.2 Let qn(·) be the transition kernel of the simple symmetric random
walk on Z2, see (3.1), and let gt (·) be the heat kernel on R2, see (3.20). Then
there exists C ∈ (0,∞) such that, for all n ∈ N and for all x ∈ Z2 with
|x | � n 34 , we have

qn(x) � C gn2 (x). (3.27)

Let �1, �2 > 0 and set C := 2e �1 �2. Then, given an arbitrary m ∈ N, for
all n1, n2 ∈ N with n1 � m and n2n1 ∈ [1/�1, �2], and for all x1, x2 ∈ R2 with|x1 − x2| � √m, we have

gn1
2
(x1) � Cg�1n2(x2) =

C

m
g �1n2

m

� x2√
m

�
. (3.28)
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Proof Let us prove (3.27): by the second variant of the local limit theorem in
(3.21),

qn1(x1) = 1{(n1,x1)∈Z3even} 2 gn12 (x1) exp
 
O
� 1

n1

�
+O

� |x1|4
n31

�!
�C gn1

2
(x1).

We next prove (3.28): by the assumption n2n1 ∈ [1/�1, �2], we have

gn1
2
(x1)

g�1n2(x2)
= 2�1n2

n1
exp

 |x2|2
2�1n2

− |x1|
2

n1

!

� 2�1�2 exp
 |x2|2
2n1

− |x1|
2

n1

!
� 2�1�2 e,

where the last inequality holds because |x2|2 � 2(|x1|2 + |x2 − x1|2) �
2|x1|2 + 2m and n1 � m by assumption. ��

3.5 Renewal estimates and Dickman subordinator

Wenext present the time-space renewal process underlying the secondmoment
calculations for the partition function. Under diffusive scaling, this leads to
the so-called Dickman subordinator in the continuum limit. This approach was
developed in [18,19].
We first define a slight modification of the partition function Zβd, f (x, y) in

(1.8),wherewe “attach” disorder variables ξN (n, z), see (3.14), at the boundary
points (d, x) and ( f, y) (which may coincide, if d = f ):

XβNd, f (x, y) :=
"
ξN (d, x)1{y=x} if f = d
ξN (d, x) Z

βN
d, f (x, y) ξN ( f, y) if f � d + 1

. (3.29)

Such quantities will appear as basic building blocks in our proofs. Note that
E[XβNd, f (x, y)] = 0. The second moment of XβNd, f (x, y) can be computed
explicitly by the polynomial chaos expansion (3.15) and it can be expressed
as follows:

E
�
XβNd, f (x, y)

2� = σ 2N UN ( f − d, y − x), (3.30)
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where we recall that σ 2N = Var(ξN (a, x)), and for n ∈ N0 = {0, 1, 2, . . .} and
x ∈ Z2 we define

UN (n, x)

:=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1{x=0} if n = 0,
σ 2N q(n, x)

2 +
∞�

r=1
(σ 2N )

r+1 �

0<n1<...<nr<n
z1,...,zr∈Z2

q0,n1(0, z1)
2

×
 r�

j=2
qn j−1,n j (z j−1, z j )2

�

qnr ,n(zr , x)
2

if n � 1.

(3.31)

The quantityUN (n, x), which plays an important role throughout this paper,
admits a probabilistic interpretation as a renewal function. More precisely,
let (τ (N )r , S(N )r )r�0 denote the random walk (time-space renewal process) on
N0 × Z2 starting at (0, 0) and with one-step distribution

P
�
τ
(N )
1 = n, S(N )1 = x� = qn(x)

2

RN
1{1,...,N }(n), (3.32)

where RN is the random walk overlap defined in (3.2). Then we can write,
recalling (3.11),

UN (n, x) =
∞�

r=1
(λN )

r P
�
τ (N )r = n, S(N )r = x�

where λN := σ 2N RN = 1+
ϑ + o(1)
log N

.

(3.33)

When λN = 1, we see that UN (n, x) is just the renewal function of
(τ
(N )
r , S(N )r )r�0. When λN �= 1, we can think ofUN (n, x) as an exponentially
weighted renewal function, weighted according to the number of renewals.
Note that the first component τ (N ) = (τ

(N )
r )r�0 is a renewal process with

one-step distribution

P
�
τ
(N )
1 = n� = u(n)

RN
1{1,...,N }(n), (3.34)
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where u(n) =�
x qn(x)

2 is defined in (3.3). Correspondingly, we can define

UN (n) :=
�

x∈Z2
UN (n, x) =

∞�

r=1
(λN )

r P
�
τ (N )r = n�. (3.35)

The asymptotic behaviors of UN (n, x) and UN (n) were obtained in [18],
exploiting the fact that τ (N ) is in the domain of attraction of the so-called
Dickman subordinator, defined as the pure jump Lévy process with Lévy
measure 1x 1(0,1)(x) dx . More precisely, we have the following convergence
result, which is an extension of [18, Proposition 2.2] from finite dimensional
distribution convergence to process level convergence.

Lemma 3.3 Let (τ (N )r , S(N )r )r�0 be the space-time random walk defined in
(3.32). Let (Ys)s�0 be the so-called Dickman subordinator [18], i.e. the pure
jump Lévy process with Lévy measure 1t 1(0,1)(t)dt , and let Vs := 1

2WYs where
W is an independent Brownian motion. Then we have the convergence in
distribution

	
τ
(N )

s log N�
N

,
S(N )
s log N�√

N




s�0
�⇒
N→∞ (Y s)s�0 := (Ys, Vs)s�0, (3.36)

on the space of càdlàg paths equipped with the Skorohod topology.

Proof Denote Y (N )s = (Y (N )s , V (N )s ) :=
�
τ
(N )

s log N�
N ,

S(N )
s log N�√
N

�
. The convergence

of finite dimensional distributions was already proved in [18, Proposition 2.2].
We prove tightness by verifying Aldous’ tightness criterion [62, Theorem
14.11], namely that for any bounded sequence of stopping times τN with
respect to (Y (N )s )s�0 and any positive constants hN ↓ 0, we have Y (N )τN+hN −
Y (N )τN → 0 in probability as N → ∞. This follows immediately from the
fact that the increments of Y (N ) are i.i.d. and Y (N )hN

→ (0, 0) in probability as
N →∞. ��
For ϑ ∈ (0,∞), we define the exponentially weighted Green’s function for

Y = (Y s)s�0:

�Gϑ(t, x) =
� ∞

0
eϑs f s(t, x)ds, (3.37)

where f s(·, ·) is the density of the law of Y s on [0,∞) × R2, given that
Y0 = (0, 0) (we take notation from (3.36)). It was shown in [18] that

�Gϑ(t, x) := �Gϑ(t) g t
4
(x), (3.38)
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where g·(·) is the heat kernel, see (3.20), and �Gϑ(t) :=
�
R2

�Gϑ(t, x)dx is
closely related to the so-called Dickman function in number theory. For t � 1,
it can be computed explicitly as

�Gϑ(t) = Gϑ(t) :=
� ∞

0

e(ϑ−γ )s s ts−1

�(s + 1) ds, (3.39)

with γ as in (3.2) (see [18]3). We will also denote Gϑ(t, x) := Gϑ(t) g t
4
(x).

Note that for t � 1, Gϑ(t, x) and Gϑ(t) are the continuum analogues of
UN (n, x) and UN (n), respectively. It is therefore no surprise that the asymp-
totics ofUN will be expressed in terms ofGϑ , which we record below for later
use.
In light of (3.30), it is convenient to define

UN (n, x) := σ 2N UN (n, x), UN (n) := σ 2N UN (n) =
�

x∈Z2
UN (n, x).

(3.40)

Recalling (3.31), we can give a graphical representation forUN (b−a, y− x)
as follows:

UN (b − a, y − x) ≡
(a, x) (b, y)

:=
�

k�1

�

n1,...,nk
x1,...,xk (a, x) (n1, x1) (n2, x2) (nk, xk) (b, y)

· · · (3.41)

where in the second line we assign weights qn�−n(x � − x) to any solid line
going from (n, x) to (n�, x �) and we assign weight σ 2N to every solid dot.
Recall that σ 2N ∼ π

log N , see (3.11) and (3.2). We now rephrase some results
from [18]. Fix T > 0.
• By [18, Theorem 1.4], for any fixed δ > 0, as N →∞ we have

UN (n) = π

N

�
Gϑ

� n
N

�+ o(1)� uniformly for δN � n � T N ,
(3.42)

and moreover there is C <∞ such that

UN (n) �
C

N
Gϑ

� n
N

� ∀0 < n � T N . (3.43)

3 In [18], there was no separate notation �Gϑ for the weighted Green’s function, which might
cause some confusion.
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• By [18, Theorem 2.3 and 3.7], for any fixed δ > 0, as N →∞ we have

UN (n, x) = π

N 2
�
Gϑ

� n
N ,

x√
N

�+ o(1)� 21(n,x)∈Z3even
uniformly for δN � n � T N and |x | � 1

δ

√
N .
(3.44)

The prefactor 2 is due to periodicity and, moreover, there is C <∞ such
that

UN (n, x) �
C

N

1

n
Gϑ

� n
N

� ∀0 < n � T N , ∀x ∈ Z2. (3.45)

• By [18, Proposition 1.6], for t ∈ (0, 1] the function Gϑ(t) is C∞ and
strictly positive, and as t ↓ 0 it has the following asymptotic behavior:

Gϑ(t) = 1

t (log 1t )
2



1+ 2ϑ

log 1t
+ O

	
1

(log 1t )
2


�

, (3.46)

hence as t ↓ 0
� t

0
Gϑ(s)ds = 1

log 1t



1+ ϑ

log 1t
+ O

	
1

(log 1t )
2


�

. (3.47)

Remark 3.4 In the proof of (3.42)–(3.45), the case T > 1 has to be treated
differently from T = 1. In [18], the case T > 1 was reduced to T = 1 through
a renewal decomposition and recursion (see [18, Section 7]). Alternatively,
we can reduce the case T > 1 to T = 1 by first setting 'N := T N , ϑ̃ :=
ϑ + log T + o(1) so that σ 2N = σ 2N (ϑ) = σ 2'N (ϑ̃) by their definitions in (3.11),
and then applying (3.42)–(3.45) with N replaced by 'N , using the observation
that 1T Gϑ+log T (

t
T ) = Gϑ(t).

We will also need the following bound to complement (3.44).

Lemma 3.5 There exists c ∈ (0,∞) such that for all λ � 0 and 0 � n � N,
�

x∈Z2
UN (n, x) e

λ|x | � c ecλ
2n U N (n). (3.48)

Note that by theMarkov inequality and optimisation overλ > 0, (3.48) implies
that the probability kernelUN (n, ·)/UN (n) has Gaussian decay on the spatial
scale

√
n.
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Proof Recall the definition ofUN (n, x) from (3.33). Conditioned on τ
(N )
1 , . . . ,

τ
(N )
r with τ (N )r = n, we can write S(N )r = ζ1 + · · · + ζr for independent ζi ’s
with

P(ζi = x) = qni (x)
2

�
y∈Z2 qni (y)2

,

where ni := τ (N )i − τ (N )i−1 and x ∈ Z2. For each i , denote by ζi,1 and ζi,2 the
two components of ζi ∈ Z2. Then we note that there exists c > 0 such that for
any λ � 0, ni ∈ N,

E[e±λζi, j ] � ecλ2ni , j = 1, 2. (3.49)

This can be seen byTaylor expanding the exponential and using that E[ζi,·] = 0
by symmetry, |E[ζ 2k+1i,· ]| � 1

2 (E[ξ2ki,· ] + E[ζ 2k+2i,· ]) by Young’s inequality, as
well as E[ζ 2ki,· ] � (Cni )k(2k − 1)!! for some C > 0 uniformly in ni , k ∈ N.
The bound on E[ζ 2ki,· ] holds because by (3.21),

P(ζi = x) = qni (x)
2

q2ni (0)
�

supx∈Z2 qni (x)
q2ni (0)

�

qni (x) � C � qni (x),

where qni has the same Gaussian tail decay as the heat kernel gni/2. Using
e|x | � ex + e−x , this then implies

E
�
eλ|S

(N )
r |��τ (N )·

� = E
(
eλ|

�r
i=1 ζi |

)
� E

(
e2λ|

�r
i=1 ζi,1|

) 1
2
E
(
e2λ|

�r
i=1 ζi,2|

) 1
2

�
�

j=1,2

�
E
(
e2λ

�r
i=1 ζi, j

)
+ E

(
e−2λ

�r
i=1 ζi, j

)� 1
2

=
�

j=1,2

� r�

i=1
E
(
e2λζi, j

)
+

r�

i=1
E
(
e−2λζi, j

)� 1
2

� 2e4cλ2n.

The bound (3.48) then follows readily from the definitions of UN (n, x) and
UN (n) in (3.33) and (3.35), recalling thatUN (n, x) andUN (n) are defined in
(3.40). ��
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3.6 Second moment of averaged partition function

Using XβNd, f (x, y) as introduced in (3.29), and recalling (3.15), we can now

rewrite the chaos expansion for the averaged partition function ZβNN ,t (ϕ, ψ) in
(3.19) as follows:

ZβNN ,t (ϕ, ψ)=qN0,Nt (ϕ, ψ)+
1

N

�

0<d� f<Nt
x,y∈Z2

qN0,d(ϕ, x) X
βN
d, f (x, y) q

N
f,Nt (y, ψ),

(3.50)

so that by (3.30) and the fact that UN := σ 2NUN , we have

E
�
ZβNN ,t (ϕ, ψ)

2� = qN0,Nt (ϕ, ψ)
2

+ 1

N 2
�

x,y∈Z2
0<d� f<Nt

qN0,d(ϕ, x)
2UN ( f − d, y − x) qNf,Nt (y, ψ)2.

(3.51)

We now compute the limit of E
�
ZβNN ,t (ϕ, ψ)2

�
as N → ∞. This was first

obtained for the Stochastic Heat Equation in [7] in the special caseψ ≡ 1; see
also [19, Theorems 1.2 and 1.7] for an alternative derivation, that also includes
directed polymers.

Proposition 3.6 (First and second moments) Recall Gϑ(t) from (3.39) for all
t > 0. For ϕ : R2→ R, define4

�ϕ�2Gt :=
��

R2×R2
ϕ(z)Gt (z� − z) ϕ(z�) dz dz�,

where Gt (x) :=
� t

0
gs(x) ds. (3.52)

Then for all ϕ with �ϕ�Gt <∞ and all ψ ∈ L∞(R2), we have

lim
N→∞E

�
ZβNN ,t (ϕ, ψ)

� = 1
2 g t2 (ϕ, ψ), (3.53)

lim
N→∞E

�
ZβNN ,t (ϕ, ψ)

2� = 1
4 g t2 (ϕ, ψ)

2 + 1
2V

ϑ
t (ϕ, ψ), (3.54)

4 The positivity of �ϕ�2Gt can be seen via Fourier transform.
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where

V ϑt (ϕ, ψ) =
����

(R2)4

ϕ(z) ϕ(z�) K ϑt (z, z�;w,w�) ψ(w)ψ(w�) dz dz� dw dw�

� π �ψ�2∞ �ϕ�2Gt
� t

0
Gϑ(u) du,

(3.55)

and the kernel K ϑt is defined by

K ϑt (z, z
�;w,w�) = π g t

4

�
w+w�
2 − z+z�

2

�

×
��

0<s<u<t

gs(z
� − z)Gϑ(u − s) gt−u(w� − w) ds du.

(3.56)

Proof Thefirstmoment convergence (3.53) holds becausebyE
�
ZβNN ,t (ϕ, ψ)

�=
qN0,Nt (ϕ, ψ), see (3.50), in view of the asymptotic relation (3.26).
For the second moment computation (3.54) we exploit (3.51), where the

first term in the r.h.s. converges to 1
4 gt/2(ϕ, ψ)

2 by (3.26), which matches
the first term in the r.h.s. of (3.54). It remains to show that the sum in (3.51)
converges to the term 1

2V
ϑ
t (ϕ, ψ) in (3.54).

Recall the definition of qN· in (3.16)–(3.17). By the local limit theorem
(3.21) and in view of (3.22), we see that for any ε > 0, uniformly form > εN
and w ∈ Z2, we have as N →∞

qN0,m(ϕ,w) =
�
g 1
2
m
N

�
ϕ, w√

N

� + o(1)
�
1(m,w)∈Z3even ,

and similarly, uniformly for n � (1− ε)Nt and z ∈ Z2,

qNn,Nt (z, ψ) =
�
g 1
2 (t− n

N )

� z√
N
, ψ

� + o(1)
�
1(n,z)∈Z3even .

Applying the asymptotic relation (3.44) for UN ( f − d, y − x), we see that
the sum in (3.51) is a Riemann sum that converges as N →∞ to the multiple
integral5

5 The contributions to the sum in (3.51) given by m � εN and n > (1− ε)Nt are small when
ε > 0 is small, uniformly in large N , as can be checked using the uniform bound (3.27).
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1

2
V ϑt (ϕ, ψ)

:= π
2

����

0<s<u<t
a,b∈R2

g s
2
(ϕ, a)2 Gϑ(u − s, b − a) g t−u

2
(b, ψ)2ds du da db,

(3.57)

where the prefactor 12 results from combining the periodicity factor 2 in
(3.44) with the volume factor 12 · 12 which originates from the restrictions
(d, x), ( f, y) ∈ Z3even in (3.51). Then it follows by (3.23), (3.24) and (3.38)
that the equality in (3.55) holds with

K ϑt (z, z
�;w,w�)=π

����

0<s<u<t
a,b∈R2

�
g s
2
(a − z) g s

2
(a − z�)�Gϑ(u − s) gu−s

4
(b − a)

× �
g t−u

2
(w − b) g t−u

2
(w� − b)� ds du da db.

We can simplify both brackets via the identity gt (x) gt (y) = g2t (x −
y) g t

2
(
x+y
2 ), see (3.20). Performing the integrals over a, b ∈ R2 we then obtain

(3.56).
The bound in (3.55) follows by bounding ψ with �ψ�∞ and then succes-

sively integrating out w,w�, followed by u and s in (3.56). ��
Remark 3.7 (Point-to-plane partition function) For ψ(w) = 1(w) ≡ 1, we
can view ZβNN ,t (ϕ,1) as the point-to-plane partition function Z

βN
N (z) in (1.3)

averaged over its starting point z. By (3.53)–(3.56),

lim
N→∞E

�
ZβNN ,t (ϕ,1)

� = 1
2
g t
2
(ϕ, 1) = 1

2

�

R2

ϕ(z) dz,

lim
N→∞Var

�
ZβNN ,t (ϕ,1)

� = 1
2
V ϑt (ϕ, 1) =

1

2

��

(R2)2

ϕ(z) ϕ(z�) K ϑt (z − z�)dzdz�,

where we set

K ϑt (x) := π
��

0<s<u<t
gs(x)Gϑ(u − s) ds du.

We note that both the asymptotic mean and the asymptotic variance of
ZβNN ,t (ϕ,1) are half of those obtained in [19, eq. (1.19)–(1.20)]. This is because
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here we have defined ZβNN ,t (ϕ, ψ) as a sum over Z2even, see (3.10), while in
[19], the sum is over both Z2odd and Z

2
even, which give rise to two i.i.d. limits

as N →∞ by the parity of the simple random walk on Z2.

4 Coarse-graining

In this section, we give the details of how to coarse-grain the averaged partition
function and what is the precise definition of the coarse-grained model, which
were outlined in Sect. 2. The main result is Theorem 4.7, which shows that
the averaged partition function ZβNN ,t (ϕ, ψ), see (3.10), can be approximated
in L2 by the coarse-grained model.

4.1 Preparation

The starting point is the polynomial chaos expansion (3.19) for the averaged
partition functionZβNN ,t (ϕ, ψ),which is amultilinear polynomial in the disorder
variables ξN (n, z). We will call the sequence of time-space points (n1, z1), …,
(nr , zr ) ∈ N × Z2 in the sum in (3.19) a microscopic (time-space) renewal
configuration. We assume that the disorder strength is chosen to be βN =
βN (ϑ) as defined in (3.11)–(3.12). For simplicity, we assume the time horizon
to be t N with t = 1.
Given ε ∈ (0, 1) and N ∈ N, we partition discrete time-space {1, . . . , N }×

Z
2 into mesoscopic boxes

BεN (i,a) := ((i− 1)εN , iεN ]
� �� �

TεN (i)

× ((a− (1, 1))√εN ,a√εN ]
� �� �

SεN (a)

∩ Z3even,

(4.1)

where TεN (i) is mesoscopic time interval and SεN (a) a mesoscopic spatial
square.6 These boxes are indexed by mesoscopic variables

(i,a) ∈ {1, . . . , 
1
ε
�} × Z2.

Recall fromSect. 2 that to carry out the coarse-graining, we need to organize
the chaos expansion (3.19) according to which mesoscopic boxes BεN are
visited by the microscopic renewal configuration (n1, z1), …, (nr , zr ). To
perform the kernel replacement (2.6), which allows each summand in the
chaos expansion (3.19) to factorize into a product of coarse-grained disorder
variables�N ,ε connected by heat kernels, we will impose some constraints on

6 We use the notation (a− b,a] = (a1 − b1, a1] × (a2 − b2, a2] for squares in R2.

123



362 F. Caravenna et al.

the set of visited mesoscopic time intervals TεN (·) and spatial boxes SεN (·),
which will be shown to have negligible costs in L2. We first introduce the
necessary notation.
Let us fix two thresholds

Kε := (log 1ε )6, Mε := log log 1ε . (4.2)

We will require that the visited mesoscopic time intervals TεN (i1), …, TεN (ik)
belong to

A(no triple)ε :=
*

k∈N

 
(i1, . . . , ik) ∈ Nk : Kε � i1 < i2 < . . .< ik � 
1ε � − Kε

such that if i j+1 − i j < Kε, then i j+2 − i j+1 � Kε
!
.

(4.3)

We call this the no-triple condition, since it forbids three consecutive meso-
scopic time indices i j , i j+1, i j+2 with both i j+1−i j < Kε and i j+2−i j+1 < Kε.
We can then partition (i1, . . . , ik) into time blocks such that i j , i j+1 belong to
the same block whenever i j+1 − i j < Kε.
Definition 4.1 (Time block) We call a time block any pair �i = (i, i�) ∈ N× N
with i � i�. The width of a time block is

|�i| := i� − i+ 1.
The (non symmetric) “distance” between two time blocks�i, �m is defined by

dist(�i, �m) := m− i� for �i = (i, i�) and �m = (m,m�),
and we write “�i < �m” to mean that “�i precedes �m”:

�i < �m ⇐⇒ dist(�i, �m) > 0 i.e. i� < m.
With the partitioning of the indices (i1, . . . , ik) of the visited mesoscopic time
intervals into consecutive time blocks as defined above, which we denote by
�i1 = (i1, i�1), …, �ir = (ir , i�r ) with possibly i� = i��, the constraint A(no triple)ε

then becomes the following:

�A(no triple)ε :=
*

r∈N

 
time blocks Kε � �i1 < . . . < �ir � 
 1

ε
� − Kε

such that |�i j | � Kε ∀ j = 1, . . . , r, dist(�i j−1, �i j ) � Kε ∀ j = 2, . . . , r
!
.

(4.4)
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If the time horizon is Nt with t �= 1, then in (4.3) and (4.4) we just replace
the upper bound �ir � 
1ε � − Kε by �ir � 
 tε� − Kε.
Given a time block �i = (i, i�) with i� − i + 1 � Kε (possibly i = i�),

which identifies two mesoscopic time intervals TεN (i) and TεN (i�) visited by
the microscopic renewal configuration (n1, z1), . . . , (nr , zr ) from (3.19) and
no intervals in-between is visited, we can identify the first and last mesoscopic
spatial boxes visited in the time intervals TεN (i) and TεN (i�), respectively. We
call this pair of mesoscopic spatial indices a space block.

Definition 4.2 (Space block) We call a space block any pair �a = (a,a�) ∈
Z
2 × Z2. The width of a space block is

|�a| := |a� − a|,
with | · | being the Euclidean norm. The (non symmetric) “distance” between
two space blocks �a, �b is

dist(�a, �b) := |b− a�| for �a = (a,a�) and �b = (b,b�).
Putting the time block and space block together, we have the following.

Definition 4.3 (Time-space block) We call a time-space block any pair (�i, �a)
where �i is a time block and �a is a space block. We also define

Tε :=
 
time-space blocks (�i, �a) with |�i| � Kε and |�a| � Mε

+

|�i|
!
.

(4.5)

In (3.19), we will restrict to (n1, z1), . . . , (nr , zr ) (interpreted as a time-space
renewal configuration) that satisfy condition (4.3), so that they determine a

sequence of mesoscopic time-space blocks {(�i1, �a1),…, (�ir , �ar )} ∈ �A(no triple)ε .
This would give the main contribution in (3.19). We now impose further con-
straints on the spatial components that still capture the main contribution.
Given two “boundary variables” b, c ∈ Z2 and a sequence of time blocks

(�i1, . . . ,�ir ), we denote by �A(diff)ε;b,c = �A(diff)ε;b,c(�i1, . . . ,�ir ) the following subset
of space blocks (�a1, . . . , �ar ), where we impose diffusive constraints on their
widths and distances:

�A(diff)ε;b,c :=


space blocks �a1, . . . , �ar such that |�a j | � Mε
+

|�i j |

∀ j = 1, . . . , r, dist(�a j−1, �a j ) � Mε
+

dist(�i j−1, �i j ) ∀ j = 2, . . . , r,

|a1 − b| � Mε
�
i1 and |c− a�r | � Mε

+


 1ε � − i�r
�

.

(4.6)
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Fig. 2 An illustration of the coarse-graining procedure. The solid lines represent the heat
kernels after the kernel replacement (2.6), which connect adjacent coarse-grained disorder

variables �(cg)N ,ε (
�i, �a) consisting of sums over the dashed lines in each visited time-space block

BεN (�i, �a) (see (4.11)). The solid and the dashed lines satisfy the diffusive constraint given in
�A(diff)ε;b,c and (4.11), respectively

Given a sequence of mesoscopic time-space blocks (�i1, �a1), …, (�ir , �ar ) deter-
mined by the microscopic renewal configuration (n1, z1), . . . , (nr , zr ) from

(3.19), which satisfies the constraints �A(no triple)ε and �A(diff)ε;b,c, we will perform
the kernel replacement (2.6), which leads to a factorization of each summand
in (3.19) as the product of coarse-grained disorder variables �N ,ε(�i j , �ar ),
1 � j � r , connected by the heat kernels g1

2 (i j+1−i j )
(a j+1 − a�j ). See Fig. 2.

4.2 Coarse-grained model

We are now ready to give the precise definition of the coarse-grained model
Z
(cg)
ε (ϕ, ψ |�) given earlier in (2.7), which depends on ε ∈ (0, 1) and is a

multilinear polynomial of a given family of random variables � = {�(�i, �a)}
indexed by time-space blocks (�i, �a).
Definition 4.4 (Coarse-grained model) Fix ε ∈ (0, 1) and a family of random
variables � = (�(�i, �a))

(�i,�a)∈Tε indexed by the set Tε of time-space blocks
defined in (4.5). Fix two locally integrable functions ϕ,ψ : R2 → R and
define ϕε, ψε : Z2→ R as follows:
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ϕε(b) :=
�

(b−(1,1),b]
ϕ(
√
εx) dx, ψε(c)

:=
�

(c−(1,1),c]
ψ(
√
εy) dy for b, c ∈ Z2. (4.7)

Recall the heat kernel gt (·) from (3.20). Then the coarse-grained model
Z
(cg)
ε (ϕ, ψ |�) is

Z
(cg)
ε (ϕ, ψ |�) := 1

2
g 1
2
(ϕ, ψ)

+ ε

2

(log 1
ε
)2�

r=1

�

b,c∈Z2

�

(�i1,...,�ir )∈ �A(no triple)ε

(�a1,...,�ar )∈ �A(diff)ε; b,c

ϕε(b)g 1
2 i1
(a1 − b)�(�i1, �a1)

×
 r�

j=2
g 1
2 (i j−i�j−1)(a j − a

�
j−1)�(�i j , �a j )

�

× g 1
2 (
 1ε �−i�r )(c− a

�
r )ψε(c).

(4.8)

Note that in (4.8), for technical reasons that will become clear later (to control
the error induced by kernel replacements—see Sect. 5.3), we also imposed the
constraint that the number of time-space blocks cannot exceed (log 1

ε
)2. This

coarse-grained model has the same structure as the original averaged partition
function ZβNN ,1(ϕ, ψ) in (3.19), with 1/ε replacing N ,� replacing ξN , and the
heat kernels replacing the randomwalk kernels. Note that when ϕ has compact
support, (4.8) is a sum over finitely many terms.

Remark 4.5 To approximate the averaged partition function ZβNN ,t (ϕ, ψ) with
t �= 1, we define a corresponding coarse-grained modelZ (cg)

ε,t (ϕ, ψ |�)which
is obtained from (4.8) simply replacing g 1

2
(ϕ, ψ) by g t

2
(ϕ, ψ) and g 1

2 (
1ε �−i�r )
by g 1

2 (
 tε �−i�r )
, as well as modifying accordingly �A(no triple)ε and �A(diff)ε; b,c (replac-

ing 
1
ε
� by 
 t

ε
� therein).
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4.3 Coarse-grained disorder variables

We now identify the coarse-grained disorder variables �(cg)N ,ε so that the

averaged partition function ZβNN ,t (ϕ, ψ) can be approximated in L2 by the
coarse-grained model Z (cg)

ε,t (ϕ, ψ |�) with � = �(cg)N ,ε .

Recall the point-to-point partition function ZβNd, f (x, y)with its chaos expan-
sion as in (3.15). Assuming f − d � εN , we introduce a diffusive truncation
as follows, the effect of which will be negligible in L2, but it ensures that the
coarse-grained disorder variable�(cg)N ,ε will only depend on ξN (n, z) in a local-
ized time-space window. In (3.15), let a = a(x) ∈ Z2 be such that x ∈ SεN (a)
(recall (4.1)). We then restrict y and all space variables z j in (3.15) to those
mesoscopic boxes SεN (ã) with |ã − a| � Mε = log log 1

ε
as in (4.2), and

define

Z (diff)d, f (x, y)

:=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if y /∈ ,

|ã−a|�Mε
SεN (ã),

qd, f (x, y)+
∞�

r=1

�

d<n1<...<nr< f
z1,...,zr ∈,|ã−a|�Mε SεN (ã)

qd,n1(x, z1) ξN (n1, z1)

×
 r�

j=2
qn j−1,n j (z j−1, z j ) ξN (n j , z j )

�

× qn j , f (z j , y)

if y ∈ ,

|ã−a|�Mε
SεN (ã).

(4.9)

Similar to the definition of XβNd, f (x, y) in (3.29), we define

X (diff)d, f (x, y) :=
"
ξN (d, x) if f = d
ξN (d, x) Z

(diff)
d, f (x, y) ξN ( f, y) if f � d + 1

. (4.10)

Note that we omit the dependence of Z (diff)d, f (x, y) and X
(diff)
d, f (x, y) on N , ε.

The coarse-grained disorder variables�(cg)N ,ε(
�i, �a) are defined as follows (see

Fig. 2).

Definition 4.6 (Coarse-grained disorder variable) Given N ∈ N, ε ∈ (0, 1)
and a time-space block (�i, �a), with �i = (i, i�) and �a = (a,a�), the associated
coarse-grained disorder variable �(cg)N ,ε(

�i, �a) is defined by
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�
(cg)
N ,ε(
�i, �a)

:=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2

εN

�

(d,x)∈BεN (i,a)
( f,y)∈BεN (i,a�)
with d� f

X (diff)d, f (x, y) if |�i| = 1,

2

εN

�

(d,x)∈BεN (i,a)
( f �,y�)∈BεN (i�,a�)

�

b: |b−a|�Mε
b�: |b�−a�|�Mε
such that

|b�−b|�Mε
√
i�−i

�

( f,y)∈BεN (i,b)
(d �,x �)∈BεN (i�,b�)

such that
d� f, d �� f �

X (diff)d, f (x, y) q f,d �(y, x
�) X (diff)d �, f � (x

�, y�)

if |�i| > 1.

(4.11)

In the special case |�i| = 1, i.e., i = i�, we will also write�(cg)N ,ε(i; a,a�) in place
of �(cg)N ,ε(

�i, �a).
We point out that the prefactor 2 in (4.11) is due to periodicity, because the
sums are restricted to BεN (i,a) ⊆ Z3even, see (4.1).

4.4 Coarse-graining approximation

We can finally state the key result of this section, which approximates the
averaged partition function ZβNN ,t (ϕ, ψ) in L2 by the coarse-grained model
Z
(cg)
ε,t (ϕ, ψ |�(cg)N ,ε), with an error which ismuch smaller thanVar(Z

βN
N ,t (ϕ, ψ))

in (3.55) when N is large and ε is small. Recall � · �Gt from (3.52).
Theorem 4.7 (Coarse-graining) Let ZβNN ,t (ϕ, ψ) be the averaged partition
function in (3.8), where βN = βN (ϑ) satisfies (3.11) for some fixed ϑ ∈ R. Let
Z
(cg)
ε,t (ϕ, ψ |�) be the coarse-grained model from (4.8), with Kε = (log 1ε )6

and Mε = log log 1ε as in (4.2), and let �(�i, �a) = �(cg)N ,ε(
�i, �a) be the coarse-

grained disorder variables from Definition 4.6. Then, for any T ∈ (0,∞),
there exists C = C(T ) <∞ such that, for ε > 0 small enough, we have

lim sup
N→∞

�
�ZβNN ,t (ϕ, ψ) − Z (cg)

ε,t (ϕ, ψ |�(cg)N ,ε)
�
�2
L2

� C
	

�ϕ�2GKεε +
�ϕ�2GT+
log 1

ε




�ψ�2∞, (4.12)

uniformly in t ∈ [0, T ], ψ ∈ L∞(R2) and ϕ : R2→ R with �ϕ�GT <∞.
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Note that the r.h.s. of (4.12) tends to 0 as ε ↓ 0, because Kε ε → 0. The
whole of Sect. 5 is devoted to the proof of Theorem 4.7.

5 Second moment bounds for averaged partition functions

This section is devoted mainly to the proof of Theorem 4.7, which approxi-
mates the averaged partition function ZβNN ,t (ϕ, ψ) from (3.10) by the coarse-
grained model Z (cg)

ε,t (ϕ, ψ |�(cg)N ,ε) from (4.8). We may assume t = T = 1
without loss of generality. The uniformity in t � T will be clear from the
proof. Throughout this section we simply writeZN (ϕ, ψ), omitting the depen-
dence on t = 1 and on βN .
The starting point of our proof of Theorem 4.7 is the polynomial chaos

expansion (3.19). In the second moment calculations, the time-space renewal
representation and the limiting Dickman subordinator presented in Sect. 3.5
play a crucial role. The proof will be carried out in three steps, presented in
Sects. 5.1–5.3 below: given ε > 0, we introduce two intermediate approxi-
mations Z(no triple)N ,ε (ϕ, ψ) and Z(diff)N ,ε (ϕ, ψ) of the averaged partition function
ZN (ϕ, ψ), and bound the following in L2.

• Step 1.WeboundZN (ϕ, ψ)−Z(no triple)N ,ε (ϕ, ψ), see Lemma5.1 in Sect. 5.1:

this is the cost of imposing the constraints A(no triple)ε and �A(no triple)ε , see
(4.3) and (4.4).

• Step 2. We bound Z(no triple)N ,ε (ϕ, ψ) − Z(diff)N ,ε (ϕ, ψ), see Lemma 5.6 in

Sect. 5.2: this is the cost of imposing diffusive constraints, including �A(diff)ε; b,c
in (4.6) and the diffusive truncation in the definition of �(cg)N ,ε in (4.11).

• Step 3. We bound Z(diff)N ,ε (ϕ, ψ) − Z (cg)
ε (ϕ, ψ |�N ,ε), see Lemma 5.8 in

Sect. 5.3: this is the cost of the kernel replacement (2.6).

Combining Lemmas 5.1, 5.6 and 5.8 then gives Theorem 4.7.
In the last Sect. 5.4, we will prove a separate second moment estimate for

the coarse-grained model, which is needed later in Sect. 8 for higher moment
bounds.
The proof details in this section are technically a bit heavy and could be

skipped in a first reading.

5.1 Step 1: constraints on mesoscopic time variables

In this step, we introduce our first approximation Z(no triple)N ,ε (ϕ, ψ) and show
that it is close to ZN (ϕ, ψ).
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Recall themesoscopic time intervals TεN (i) := ((i−1)εN , iεN ] introduced
in (4.1), to which we associate the mesoscopic time index i ∈ {1, . . . , 1

ε
}. In

the chaos expansion for ZβNN (ϕ, ψ) in (3.19), each time index n j belongs to
TεN (i) for some i ∈ {1, . . . , 1ε }. The first step of coarse-graining is to group
the terms in the expansion in (3.19) in terms of the mesoscopic time intervals
TεN (·) visited by the sequence of time indices n1, . . . , nr . Namely, we can
rewrite (3.19) as (omitting βN from ZβNN (ϕ, ψ), and expanding qN0,n1(ϕ, z1)
and qNnr ,N (zr , ψ) according to their definitions in (3.16)–(3.17)):

ZN (ϕ, ψ) = qN0,N (ϕ, ψ)

+ 1

N

�

v,w∈Z2even
ϕN (v)

∞�

k=1

�

0<i1<...<ik� 1ε

�

d1� f1 ∈ TεN (i1), ... , dk� fk ∈ TεN (ik)
x1, y1, ...,xk , yk ∈Z2

q0,d1(v, x1) Xd1, f1(x1, y1)

×
 k�

j=2
q f j−1,d j (y j−1, x j ) Xdj , f j (x j , y j )

�

q fk ,N (yk, w)ψN (w),

(5.1)

where ϕN , ψN were defined in (3.9), and Xd, f (x, y) was defined in (3.29).
Recall from (4.2) that Kε = (log 1ε )6. We will show that in (5.1), the dom-

inant contribution (in L2) comes from mesoscopic time variables (i1, . . . , ik)
which contains no consecutive triples i j , i j+1, i j+2 with both i j+1 − i j < Kε
and i j+2 − i j+1 < Kε. This is encoded in A(no triple)ε from (4.3), which we
recall here

A(no triple)ε :=
*

k∈N

 
(i1, . . . , ik) ∈ Nk : Kε � i1 < i2 < . . . < ik � 
 1ε � − Kε

such that if i j+1 − i j < Kε, then i j+2 − i j+1 � Kε
!
.

(5.2)

We will further restrict the sum in (5.1) to (i1, . . . , ik) with k � (log 1ε )2,
which leads to the following first approximation of ZN (ϕ, ψ):

Z(no triple)N ,ε (ϕ, ψ) := qN0,N (ϕ, ψ) +
1

N

�

v,w∈Z2even
ϕN (v)

×
(log 1

ε
)2�

k=1

�

(i1,...,ik)∈A(no triple)ε

�

d1� f1 ∈ TεN (i1), ... , dk� fk ∈ TεN (ik)
x1, y1, ...,xk , yk ∈Z2
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q0,d1(v, x1) Xd1, f1(x1, y1)

 k�

j=2
q f j−1,d j (y j−1, x j ) Xdj , f j (x j , y j )

�

q fk ,N (yk, w)ψN (w). (5.3)

The main result of this subsection is the following approximation, which
constitutes part of the bound in (4.12). The proof is a bit lengthy, but it contains
many important ingredients, including a key renewal interpretation of second
moment bounds.

Lemma 5.1 (No close triples) Recall from (4.2) that Kε = (log 1ε )6 and recall� · �Gt from (3.52). There exists C ∈ (0,∞) such that for ε > 0 small enough,
we have: for all ϕ with �ϕ�2G1 <∞ and ψ ∈ L∞(R2),

lim sup
N→∞ with N∈2N

�
�
�
Z(no triple)N ,ε − ZN

�
(ϕ, ψ)

�
�2
L2

� C
	

�ϕ�2GKεε +
(log Kε)2

log 1
ε

�ϕ�2G1



�ψ�2∞.
(5.4)

Proof The random variables Xd, f (x, y) depend on the disorder variables
ξN (n, x) for d � n � f , see (3.29). They are centered and orthogonal in
L2 and, by (3.30) and (3.40),

E[Xd, f (x, y) Xd �, f �(x �, y�)] = 1{(d, f,x,y)=(d �, f �,x �,y�)}UN ( f − d, y − x).

Since the sum which defines Z(no triple)N ,ε (ϕ, ψ) is a subset of that of ZN (ϕ, ψ),
cf. (5.1) and (5.3), it follows that we can write

�
�
�
Z(no triple)N ,ε − ZN

�
(ϕ, ψ)

�
�2
L2

= 1

N 2

 �

k>(log 1
ε
)2

�

0<i1<...<ik� 1
ε

� �� �
IN ,ε

+
(log 1

ε
)2�

k=1

�

(i1,...,ik )∈(A(no triple)ε )c

� �� �
IIN ,ε

�

×
�

d1� f1 ∈ TεN (i1), ... , dk� fk ∈ TεN (ik )
x1, y1, ...,xk , yk ∈Z2

	 �

v∈Z2even
ϕN (v) q0,d1(v, x1)


2

×UN ( f1 − d1, y1 − x1)
 k�

j=2
q f j−1,d j (y j−1, x j )2 UN ( f j − d j , y j − x j )

�

×
	 �

w∈Z2even
q fk ,N (yk , w)ψN (w)


2
,

(5.5)

123



The critical 2d Stochastic Heat Flow 371

where IN ,ε and IIN ,ε are the contributions of {k > (log 1ε )2} and {(i1, . . . , ik) ∈
(A(no triple)ε )c}. We split the proof in two parts, where we show that for some
C <∞ we have:

lim sup
N→∞ with N∈2N

IN ,ε � C
1

log 1
ε

�ϕ�2G1 �ψ�2∞, (5.6)

lim sup
N→∞ with N∈2N

IIN ,ε � C
	

�ϕ�2GKεε +
(log Kε)2

log 1
ε

�ϕ�2G1



�ψ�2∞. (5.7)

Remark 5.2 Let us sketch a probabilistic interpretation of (5.5). From (3.33),
we recall that the expansion for UN ( f − d, y − x) has a time-space renewal
interpretation, and from (3.51) the expansion of E

�
ZN (ϕ, ψ)2

�
consists of a

mixture of UN ( f − d, y − x), with weight 1
N2
qN0,d(ϕ, x)

2qNf,Nt (y, ψ)
2. We

can therefore write

E
�
ZN (ϕ, ψ)2

� =
�

S={(n1,z1),...,(nr ,zr )}
1�n1<···nr�N , z1,...,zr ∈Z2

Mϕ,ψN (S),

where denoting S = {(n1, z1), . . . , (nr , zr )} with r = |S|, we define

Mϕ,ψN (S) := σ
2r
N R

2(r−1)
N

N 2

	 �

v∈Z2even
ϕN (v) q0,n1 (v, z1)


2

×
	 �

w∈Z2even
qnr ,N (zr , w)ψN (w)


2

× P
��
τ
(N )
i , S(N )i

� = (ni , zi )∀ 1 � i � r
�
�
� (τ

(N )
1 , S(N )1 ) = (n1, z1)

�
.

(5.8)

The measure Mϕ,ψN (·) is called a spectral measure since Mϕ,ψN (S) equals the
square of the coefficient of

�
(ni ,zi )∈S ξN (ni , zi ) in the chaos expansion (3.19)

for ZN (ϕ, ψ), where different terms in the expansion are orthogonal in L2,
similar to a Fourier decomposition. For more on spectral measure, see e.g.
[45].
The r.h.s. of (5.5) can then be written as

�
�
�
Z (no triple)N ,ε − ZN

�
(ϕ, ψ)

�
�2
L2

= Mϕ,ψN
�
|I(S)| > (log 1

ε
)2 or I(S) ∈ (A(no triple)ε )c

�
, (5.9)

where given S ⊆ {1, . . . , N } × Z2,
I(S) := �

i ∈ {1, . . . , 1
ε
} : S ∩ �

TεN (i)× Z2
� �= ∅�.

123



372 F. Caravenna et al.

Thanks to Lemma 3.3, it can be shown that as N →∞, Mϕ,ψN converges to a
similarly re-weighted measure for the continuum time-space renewal process
introduced in Lemma 3.3, whose time component is the Dickman subordi-
nator (Ys)s�0 with exponentially weighted Green’s function Gϑ , see (3.37)
and (3.39).

Second Moment Bound via Renewal. We first explain the common steps
in bounding IN ,ε and IIN ,ε from (5.5), which also applies to the variance of
ZN (ϕ, ψ) and the mean squared error of later approximations. The common
feature is that they all have the same expansion as in (5.5), except the summa-
tion constraints are different.
Consider IIN ,ε from (5.5). We first sum out the space variables in (5.5).

Recall (3.9) and note that

�ψN��∞ := sup
w∈Z2

|ψN (w)| � �ψ�∞, (5.10)

so that in (5.5) we can bound

	 �

w∈Z2even
q fk ,N (yk, w)ψN (w)


2
� �ψN�2�∞ � �ψ�2∞. (5.11)

We can plug this bound into (5.5) and sum over the space variables in reverse
order, from yk, xk until y2, x2, y1, thus replacing UN ( f j − d j , y j − x j ) by
UN ( f j − d j ) and q f j−1,d j (y j−1, x j )2 by u(d j − f j−1), see (3.40) and (3.3).
Finally, we sum over x1 and observe that

�

x1∈Z2

	 �

v∈Z2even
ϕN (v) q0,d1(v, x1)


2
=

�

v,v�∈Z2even
ϕN (v)ϕN (v

�) q2d1(v − v�)

=: N �N
�d1
N

�
,

(5.12)

where we introduced the function �N . Substituting these bounds into (5.5)
then gives

IIN ,ε �
C �ψ�2∞
N

(log 1
ε
)2�

k=1

�

(i1,...,ik)∈(A(no triple)ε )c

�

d1� f1 ∈ TεN (i1), ..., dk� fk ∈ TεN (ik)

�N

�d1
N

�
UN ( f1 − d1)

 k�

j=2
u(d j − f j−1)UN ( f j − d j )

�

. (5.13)
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A similar estimate can be derived for IN ,ε, with a corresponding summation
constraint.
We now compute the limit as N →∞ of the r.h.s. of (5.13). Recalling ϕN

from (3.9), the local limit theorem (3.21), and (3.22), if d1/N → s ∈ (0, 1),
then for �N in (5.12) we have

�N

�d1
N

�
:= 1

N

�

v,v�∈Z2even
ϕN (v) ϕN (v

�) q2d1(v − v�)

−→
N→∞

��

R2×R2
ϕ(z)ϕ(z�)gs(z� − z) dzdz� =: �(s),

(5.14)

where we note that, by the definition of �ϕ�Gt from (3.52),
� t

0
�(s)ds = �ϕ�2Gt . (5.15)

We will use the following result, which says that as N → ∞, for each
I := (i1, . . . , ik) ⊂ {1, . . . , 1

ε
}, the term in (5.13) converges to a limit that

can be interpreted in terms of the Dickman subordinator, as mentioned in
Remark 5.2.

Lemma 5.3 Let�N and� be defined as in (5.14). For any fixed ε > 0, k ∈ N
and I := {i1, . . . , ik} ⊂ {1, . . . , 1ε } with i1 < i2 < . . . < ik , we have

lim
N→∞

1

N

�

d1� f1 ∈ TεN (i1), ..., dk� fk ∈ TεN (ik)

�N
�d1
N

�
UN ( f1 − d1)

 k�

j=2
u(d j − f j−1)UN ( f j − d j )

�

= I�ε (I),

(5.16)

with

I�ε (I) :=
�

· · ·
�

a1�b1 ∈ Tε(i1), ... , ak�bk ∈ Tε(ik)
da1 db1 · · · dak dbk

�(a1)Gϑ(b1 − a1)
 k�

j=2

1

a j − b j−1 Gϑ(b j − a j )
�

,

(5.17)

where Tε(i) := (ε(i − 1), εi], and Gϑ (see (3.39) and (3.37)) is the weighted
Green’s function for theDickman subordinatorwith Lévymeasure 1t 1(0,1)(t)dt
introduced in Lemma 3.3.
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Proof If we introduce the macroscopic variables ai := di/N , bi := fi/N in
(5.16), the sums converge to corresponding integrals as N → ∞ (for fixed
ε > 0), by the asymptotic expansions (3.3), (3.11), (3.42) and (3.43) for u(·),
σ 2N , UN (·) (also recall (3.2)), as well as the local limit theorem (3.21). This
gives (5.16)–(5.17). ��

We can interpret I�ε (I) in (5.17) as the weight associated to a Dickman
subordinator. More precisely, recall that Gϑ is the weighted Green’s function
of the Dickman subordinator Y introduced in Lemma 3.3, and satisfies the
following renewal property [18, eq. (6.14)]:

∀s < t̄ < t : Gϑ(t − s)
=
��

u∈(s,t̄), v∈(t̄,t)
Gϑ(u − s) 1

v − u Gϑ(t − v) du dv. (5.18)

In (5.17), let us denote by Is,tε (i1, . . . , ik) the integral where the extreme vari-
ables a1 and bk are not integrated out but rather fixed to be s and t respectively,
namely,

Is,tε (I) :=
�

· · ·
�

s�b1 ∈ Tε(i1), ... , ak�t ∈ Tε(ik)
db1 da2 db2 · · · dak−1 dbk−1 dak

Gϑ(b1 − s)
 k−1�

j=2

1

a j − b j−1 Gϑ(b j − a j )
�

1

ak − bk−1 Gϑ(t − ak).

(5.19)

This is the weight of renewal configurations that only visit the intervals Tε(i1),
…, Tε(ik), and a j , b j are the first and last renewal points in Tε(i j ), while

1
a j−b j−1 comes from the Lévy measure of the Dickman subordinator. An iter-
ative application of (5.18) then shows that

∀j � j�, ∀s ∈ Tε(j), ∀t ∈ Tε(j�) :
∞�

k=1

�

j=:i1<i2<...<ik−1<ik :=j�
Is,tε (i1, . . . , ik) = Gϑ(t − s), (5.20)

which is just a renewal decomposition by summing over the set of possible
intervals Tε(i), j � i � j�, visited by the Dickman subordinator Y , given that
s, t are in the range of Y .
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Applying Lemma 5.3 to (5.13) then gives

lim sup
N→∞

IIN ,ε � C �ψ�2∞
(log 1

ε
)2�

k=1

�

(i1,...,ik)∈(A(no triple)ε )c

I�ε (i1, . . . , ik),

(5.21)

With the same arguments, we obtain a corresponding bound for IN ,ε:

lim sup
N→∞

IN ,ε � C �ψ�2∞
�

k>(log 1
ε
)2

�

0<i1<...<ik� 1ε

I�ε (i1, . . . , ik). (5.22)

To complete the proof of Lemma 5.1, it remains to derive (5.6) and (5.7) from
these bounds. We start with IIN ,ε, which is more involved, but we first make
a remark.

Remark 5.4 (Variance bound) Ifwe remove any constraint on k and (i1, . . . , ik)
from formula (5.5), summing over all k ∈ N and 0 < i1 < · · · < ik � 1

ε
,

we obtain Var(ZN (ϕ, ψ)) (recall (3.19)). We thus have a simpler analogue of
(5.21) and (5.22):

lim sup
N→∞

Var(ZN (ϕ, ψ)) � C �ψ�2∞
∞�

k=1

�

0<i1<···<ik� 1ε
I�ε (i1, . . . , ik)

� C �ψ�2∞
��

0<s<t<1

�(s)Gϑ(t − s) dt ds

� C �ψ�2∞
	� 1

0
Gϑ(t)dt


	� 1

0
�(s) ds




= Ccϑ�ψ�2∞�ϕ�2G1,
(5.23)

where in the second inequality we applied the renewal decomposition (5.20),
with s and t being the first and last renewal points, we denoted cϑ :=
� 1
0 Gϑ(t)dt , see (3.46), and recalled (5.15). Note that this bound is the same
as the one in (3.55) and does not depend on ε.

Bound for IIN ,ε: proof of (5.7). We start with (5.21). The constraint
(A(no triple)ε )c contains I = (i1, . . . , ik)with either 1 � i1 < Kε, or ik > 1

ε
−Kε,

or i j+1 − i j , i j+2 − i j+1 < Kε for some j (hence k � 3). We will treat the
three cases one by one.
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For the first case 1 � i1 < Kε, omitting the factor �ψ�2∞, its contribution
is bounded by

(log 1
ε
)2�

k=1

�

0<i1<Kε
i1<...<ik� 1ε

I�ε (i1, . . . , ik)

�
��

0<s<Kεε
s<t<1

�(s)Gϑ(t − s) ds dt � cϑ�ϕ�2GKεε , (5.24)

where we applied the renewal decomposition (5.20) as in (5.23), and recalled
from (5.15) that �ϕ�2GKεε =

� Kεε
0 �(s)ds. This gives the first term in (5.7).

For the second case ik > 1
ε
−Kε, omitting �ψ�2∞, its contribution is bounded

by

(log 1
ε
)2�

k=1

�

0<i1<...<ik−1<ik
1
ε
−Kε<ik� 1ε

I�ε (i1, . . . , ik)

�
��

0<s<t
1−Kεε<t<1

�(s)Gϑ(t − s) ds dt

� C
	� Kεε

0
G(t)dt


	� 1

0
�(s)ds




�
C�ϕ�2G1
log 1

ε

,

where in the second inequality, we used that
� a+Kεε
a Gϑ(t) dt � C

� Kεε
0

Gϑ(t)dt � C/ log 1ε uniformly in ε small enough and a ∈ (0, 1) (by (3.46)–
(3.47) and the choice (4.2) of Kε). This bound is much smaller than the second
term in (5.7).
For the third case with i j+1 − i j , i j+2 − i j+1 < Kε for some j , we need to

bound

Wε :=
(log 1

ε
)2�

k=3

k−2�

j=1

�

0<i1<...<ik� 1ε
i j+1−i j<Kε and i j+2−i j+1<Kε

I�ε (i1, . . . , ik)

�
�

0<i<i�<i��� 1
ε

|i�−i|<Kε
|i��−i�|<Kε

����

b∈Tε(i)
a��b�∈Tε(i�)
a��∈Tε(i��)

db da� db� da��
� b

0
ds

� 1

a��
dt
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×�(s)Gϑ(b − s) 1

a� − b Gϑ(b
� − a�) 1

a�� − b� Gϑ(t − a
��).

where we again applied the renewal decomposition (5.20). Bounding the inte-
gral of Gϑ(t − a��) over t by cϑ =

� 1
0 Gϑ(u) du, we obtain

Wε �
1
ε�

i=1

i+Kε�

i�=i+1

i�+Kε�

i��=i�+1

����

b∈Tε(i)
a��b�∈Tε(i�)
a��∈Tε(i��)

db da� db� da��

×
� b

0
cϑ�(s)

Gϑ(b − s)
a� − b

Gϑ(b� − a�)
a�� − b� ds.

(5.25)

Note that if we restrict the sum to 2 � i�− i, i��− i� � Kε, then using (3.47), it is
not difficult to see that the integrals can be bounded by C (log Kε)

2

log 1
ε

� 1
0 �(s)ds.

Complications only arise when i� = i+ 1 or i�� = i� + 1.
Wewill proceed in three steps. The following boundwill be used repeatedly:

∀δ ∈ (0, 12 ), ∀z ∈ [δ,∞) :
� δ

0
Gϑ(x) log

	

1+ z

δ − x



dx

� C
log(1+ z

δ
)

log 1
δ

. (5.26)

Indeed, splitting the integral over (0, δ2 ) and (
δ
2 , δ) and exploiting (3.46), we

note that:

• for x < δ
2 we have log(1 + z

δ−x ) � log(1 + z
δ/2 ) � C log(1 + z

δ
) and

� δ/2
0 Gϑ(x) dx � C �

log 1
δ

;

• for x > δ
2 we can bound Gϑ(x) �

C
δ(log 1

δ
)2
and, by the change of variable

t := z
δ−x ,

� δ

0
log

	

1+ z

δ − x



dx = z
� ∞
z
δ

log(1+ t)
t2

dt � C � δ log
	

1+ z
δ




.

(5.27)

We now continue to bound the r.h.s. of (5.25).
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Step 1. Given i� ∈ N and a� ∈ Tε(i�), we bound the integrals over a�� and b� in
(5.25):

i�+Kε�

i��=i�+1

��

b�∈Tε(i�): b�>a�
a��∈Tε(i��)

da�� db� Gϑ(b� − a�) 1

a�� − b�

=
� εi�

a�
db� Gϑ(b� − a�) log ε(i

� + Kε)− b�
εi� − b�

=
� � δ

0
dx Gϑ(x) log

	

1+ εKε
δ − x


��
�
�
�
δ:=εi�−a�

� C
log(1+ εKε

εi�−a� )
log 1

εi�−a�
,

where we used (5.26) and changed variable x := b� − a�. Plugging it into
(5.25), we obtain

Wε � C

1
ε�

i=1

i+Kε�

i�=i+1

��

b∈Tε(i)
a�∈Tε(i�)

db da�

×
� b

0
ds �(s)Gϑ(b − s) 1

a� − b
log(1+ εKε

εi�−a� )
log 1

εi�−a�
. (5.28)

Step 2. Given i ∈ N and b ∈ Tε(i), we focus on the integral over a� in (5.28):

i+Kε�

i�=i+1

� εi�

ε(i�−1)
da� 1

a� − b
log(1+ εKε

εi�−a� )
log 1

εi�−a�

=
i+Kε�

i�=i+1

� ε

0

1

εi� − b − x
log(1+ εKε

x )

log 1x
dx, (5.29)

by the change of variables x := εi� −a�. We first bound the sum from i� = i+2
onward, for which we note that for x ∈ (0, ε),
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i+Kε�

i�=i+2

1

εi� − b − x �
1

ε
log
ε(i+ Kε + 1)− b − x
ε(i+ 1)− b − x

= 1

ε
log

	

1+ εKε
ε(i+ 1)− b − x




� 1

ε
log

	

1+ εKε
εi− b




.

Moreover, by the change of variables x = ε e−t ,

� ε

0

log(1+ εKε
x )

log 1x
dx = ε

� ∞

0
e−t log(1+ Kεe

t )

t + log 1
ε

dt

� ε

log 1
ε

� ∞

0
e−t (t + log(1+ Kε)) dt,

(5.30)

because t + log 1
ε
� log 1

ε
and 1+ Kεet � (1+ Kε)et . Therefore

i+Kε�

i�=i+2

� ε

0

1

εi� − b − x
log(1+ εKε

x )

log 1x
dx � C log(1+ Kε)

log 1
ε

log

	

1+ εKε
εi− b




.

Now for the case i� = i+ 1, we have

� ε

0

1

ε(i+ 1)− b − x
log(1+ εKε

x )

log 1x
dx

� 2

ε

� ε/2

0

log(1+ εKε
x )

log 1x
dx + C log(1+ Kε)

log 1
ε

� ε

ε/2

1

ε(i+ 1)− b − x dx

� C
log(1+ Kε)
log 1

ε

	

1+ log
	

1+ ε/2

εi− b




� C log(1+ Kε)
log 1

ε

log

	

1+ εKε
εi− b




.
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Substituting the above bounds into (5.28) then gives

Wε � C � log(1+ Kε)
log 1

ε

1
ε�

i=1

�

b∈Tε(i)
db

� b

0
ds �(s)Gϑ(b − s)

× log
	

1+ εKε
εi− b




= C � log(1+ Kε)
log 1

ε

1
ε�

i=1

� εi

0
ds�(s)

� εi

max{s,ε(i−1)}
db Gϑ(b − s)

× log
	

1+ εKε
εi− b




.

(5.31)

Step 3. Given s ∈ (0, 1), we bound the integral over b in (5.31).
• For s ∈ (ε(i− 2), εi) we can bound, by (5.26) with δ = εi− s,

� εi

s
Gϑ(b − s) log

	

1+ εKε
εi− b




db � C
log(1+ εKε

εi−s )
log 1

εi−s
� C � log(1+ Kε),

(5.32)

where the last inequality (which is very rough) holds, say for ε ∈ (0, 14),
uniformly for s ∈ (ε(i− 2), εi) and Kε � 1, because x := 1

εi−s �
1
2ε � 2

and

sup
x�2

log(1+ (εKε)x)
log x

� sup
x�2

log((1+ Kε)x)
log x

= log((1+ Kε)2)
log 2

� 2

log 2
log(1+ Kε).

• For s � ε(i − 2) we can bound Gϑ(b − s) � C Gϑ(ε(i − 1) − s), see
(3.46), and

� εi

ε(i−1)
log

	

1+ εKε
εi− b




db

=
� ε

0
log

	

1+ εKε
x




dx � C � ε log(1+ Kε),

by the change of variables x := εi− b and the estimate (5.27) with δ = ε
and z = εKε.
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Substituting these bounds into (5.31) then gives

Wε �C ��
(log(1+ Kε))2

log 1
ε

1
ε�

i=1

� εi

ε(i−2)+
�(s) ds

+ ε
� ε(i−2)+

0
�(s)Gϑ(ε(i− 1)− s) ds

�

�C �� (log(1+ Kε))
2

log 1
ε

� 1

0
�(s)



2 +
1
ε�

i=2+" s
ε
#
εGϑ(ε(i− 1)− s)

�

ds

�C (log(1+ Kε))
2

log 1
ε

� 1

0
�(s) ds = C (log(1+ Kε))

2

log 1
ε

�ϕ�2G1,

(5.33)

where the last sum can be seen as a Riemann sum and bounded by amultiple of
cϑ =

� 1
0 Gϑ(x) dx . This bound gives the second term in (5.7) and completes

its proof.
Bound for IN ,ε: proof of (5.6). In view of (5.22) and (5.15), we need to show
that

Vε :=
�

I⊂{1,..., 1
ε
}, |I|>(log 1

ε
)2

I�ε (I) � C

	� 1

0
�(t) dt



1

log 1
ε

. (5.34)

By Markov’s inequality, we can bound

Vε �
1

(log 1
ε
)2

�

I⊂{1,..., 1
ε
}, |I|>(log 1

ε
)2

|I| I�ε (I) �
1

(log 1
ε
)2

1
ε�

j=1

�

I⊂{1,..., 1
ε
},I�j
I�ε (I).

Recalling the renewal interpretation of I�ε (I) after Lemma 5.3 and the renewal
decomposition (5.20), we can integrate over the first renewal visit s, the last
visited point u ∈ Tε(j), the first visited point v after Tε(j), and the last renewal
visit t � 1, to obtain the bound

Vε �
1

(log 1
ε
)2

�

1�j� 1
ε

����

0<s<u<v<t�1
u∈Tε(j),v>εj

�(s)Gϑ(u − s)

× 1

v − u Gϑ(t − v) ds du dv dt
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� cϑ
(log 1

ε
)2

�

1�j� 1
ε

��

0<s<u, u∈Tε(j)
�(s)Gϑ(u − s) log 1

εj− u ds dt.

Observe that the sum of the integrals is exactly the same as in the r.h.s. of (5.31)
with Kε replaced by 1ε . Therefore the bounds leading to (5.33) also applies,
which gives

Vε �
cϑ

(log 1
ε
)2
C �� log

�
1+ 1

ε

� � 1

0
�(s)ds � C

log 1
ε

� 1

0
�(s) ds.

This matches our goal (5.34) and completes the proof of (5.6). ��

5.2 Step 2: diffusive truncation in space

In this step, we introduce our second approximation Z(diff)N ,ε (ϕ, ψ) and show

that it is close to Z(no triple)N ,ε (ϕ, ψ).

For a = (a(1),a(2)) ∈ Z2, recall from (4.1) the mesoscopic spatial square

SεN (a) :=
�
(a− (1, 1))√εN , a√εN �

= �
(a(1) − 1)√εN , a(1)√εN �× �

(a(2) − 1)√εN , a(2)√εN �
,

(5.35)

to which we associate the mesoscopic space variable a. We now per-
form coarse-graining in space by grouping terms in the expansion of
Z(no triple)N ,ε (ϕ, ψ) in (5.3) according to the mesoscopic spatial boxes visited
by the space variables v, xi , yi , w in (5.3). Namely, recall the definition (4.1)
of the mesoscopic time-space box

BεN (i,a) =
�
TεN (i)× SεN (a)

� ∩ Z3even. (5.36)

We can rewrite (5.3) by introducing themesocopic space variables b0,a1,b1,
. . . ,ak,bk,ak+1:

Z(no triple)N ,ε (ϕ, ψ) = qN0,N (ϕ, ψ)

+ 1

N

(log 1
ε
)2�

k=1

�

(i1,...,ik)∈A(no triple)ε

�

b0∈Z2

�

a1,b1, ...,ak ,bk ∈Z2
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×
�

(d1,x1)∈BεN (i1,a1)
( f1,y1)∈BεN (i1,b1)

with d1� f1

· · ·
�

(dk ,xk)∈BεN (ik ,ak)
( fk ,yk)∈BεN (ik ,bk)

with dk� fk

×
	 �

v∈SεN (b)∩Z2even
ϕN (v) q0,d1(v, x1)




Xd1, f1(x1, y1)

×
 k�

j=2
q f j−1,d j (y j−1, x j ) Xdj , f j (x j , y j )

�

×
	 �

ak+1∈Z2

�

w∈SεN (ak+1)∩Z2even
q fk ,N (yk, w)ψN (w)




. (5.37)

We now perform a diffusive scale truncation by replacing each Xdi , fi (xi , yi )

in the above expansion by its truncated version X (diff)di , fi
(xi , yi ) defined in (4.10).

Let us stress that

X (diff)d, f (x, y) = 0 for x ∈ SεN (a), y ∈ SεN (b) with |b − a| > Mε.
(5.38)

Furthermore, we restrict the mesoscopic space variables (a1, b1, . . . ,ak, bk)
in (5.37) to a “diffusive set” that depends on the initial and final space variables
b0 and ak+1, and time variables (i0 := 0, i1, . . . , ik, ik+1 := 1

ε
):

A(diff)
ε;b0,ak+1 :=

 
(a1, b1, . . . , ak, bk) ∈ (Z2)2k

s.t. ∀ 1 � j � k, |b j − a j | � Mε,
and ∀ 1 � j � k + 1, |a j − b j−1| � Mε

+
i j − i j−1

!
.

(5.39)

Remark 5.5 Once (i1, . . . , ik) ∈ A(no triple)ε are grouped into time blocks, see
Definition 4.1, we can then group (a1, b1, . . . ,ak, bk) ∈ A(diff)ε;b,c into space-
blocks, see Definition 4.2. The constraint A(diff)

ε;b,c then maps to the constraint
�A(diff)ε;b,c defined in (4.6).

More explicitly, we can approximate Z(no triple)N ,ε (ϕ, ψ) from (5.37) by
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Z(diff)N ,ε (ϕ, ψ) := qN0,N (ϕ, ψ)+
1

N

(log 1
ε
)2�

k=1

�

(i1,...,ik)∈A(no triple)ε
�

b0,ak+1 ∈Z2

�

(a1,b1, ...,ak ,bk)∈A(diff)ε;b0,ak+1
�

(d1,x1)∈BεN (i1,a1)
( f1,y1)∈BεN (i1,b1)

with d1� f1

· · ·
�

(dk ,xk)∈BεN (ik ,ak)
( fk ,yk)∈BεN (ik ,bk)

with dk� fk

�

y0∈SεN (b0)∩Z2even
ϕN (y0)

×
 k�

j=1
q f j−1,d j (y j−1, x j ) X

(diff)
d j , f j

(x j , y j )

�

�

xk+1∈SεN (ak+1)∩Z2even
q fk ,N (yk, xk+1) ψN (xk+1), (5.40)

where f0 := 0. The main result of this subsection is the following, where the
approximation error is much smaller than Var(ZβNN ,1(ϕ, ψ)) in (3.55).

Lemma 5.6 (Diffusive bound) Recall from (4.2) that Mε = log log 1
ε
and

recall � · �Gt from (3.52). There exist c,C ∈ (0,∞) such that for ε > 0 small
enough, we have: for all ϕ with �ϕ�2G1 <∞ and ψ ∈ L∞(R2),

lim sup
N→∞ with N∈2N

�
�
�
Z(diff)N ,ε − Z(no triple)N ,ε

�
(ϕ, ψ)

�
�2
L2 � C e−cM2ε �ϕ�2G1�ψ�2∞.

(5.41)

Proof We argue as in the proof of Lemma 5.1. Note that the chaos expansion
for Z(diff)N ,ε is a restricted sum of terms in the expansion for Z(no triple)N ,ε due to
the following two effects:

(I) the replacement of Xdj , f j (x j , y j ) by X
(diff)
d j , f j

(x j , y j ) (cf. (4.10)–(4.9)
and (3.29));

(II) the restriction of (a1, b1, . . . , ak, bk) to A(diff)ε;b0,ak+1 .

Since terms in the chaos expansion are mutually L2 orthogonal, we can write

�
�
�
Z(diff)N ,ε − Z(no triple)N ,ε

�
(ϕ, ψ)

�
�2
L2 = IN ,ε + IIN ,ε, (5.42)

where IN ,ε and IIN ,ε are the squared L2 error as we first make the replacement
in (I) and then impose the restriction in (II).
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To be more precise, we can define X (superdiff)d, f (x, y) by the equality

Xd, f (x, y) = X (diff)d, f (x, y)+ X (superdiff)d, f (x, y). (5.43)

In view of (3.30) and (3.40), we define

U
(diff)
N , d, f (x, y) := E

�
X (diff)d, f (x, y)

2�, (5.44)

U
(superdiff)
N , d, f (x, y) := E�X (superdiff)d, f (x, y)2

�
. (5.45)

Note that X (superdiff)d, f (x, y) and X (diff)d, f (x, y) are orthogonal in L
2, see (4.10)–

(4.9) and (3.29). As a consequence, if we plug (5.43) into (5.37) and expand
the product, we obtain

IN ,ε = 1

N 2

(log 1
ε
)2�

k=1

�

(i1,...,ik )∈A(no triple)ε

�

b0,b0 �
a1, b1, ...,ak ,bk

∈Z2

�

(d1,x1)∈BεN (i1,a1)
( f1,y1)∈BεN (i1,b1)

with d1� f1

· · ·
�

(dk ,xk )∈BεN (ik ,ak )
( fk ,yk )∈BεN (ik ,bk )

with dk� fk

×
	 �

v∈SεN (b0)∩Z2even
v�∈SεN (b0 �)∩Z2even

ϕN (v) ϕN (v
�) q0,d1 (v, x1) q0,d1 (v�, x1)




×
 k�

j=2
q f j−1,d j (y j−1, x j )2

� 	 �

w∈Z2even
q fk ,N (yk , w)ψN (w)


2

×
�

J⊆{1,...,k}: |J |�1

�

j∈J
U
(superdiff)
N , d j , f j (x j , y j )

�

j∈{1,...,k}\J
U
(diff)
N , d j , f j (x j , y j ).

(5.46)

The term IIN ,ε in (5.42) accounts for the further restriction to (a1, b1, . . . ,
ak, bk) ∈ A(diff)ε;b0,ak+1 ∩ A

(diff)
ε;b�0,a�k+1 for some b0,b0

�,ak+1,a�k+1 ∈ Z2, and
hence

IIN ,ε = 1

N 2

(log 1
ε
)2�

k=1

�

(i1,...,ik )∈A(no triple)ε

�

b0,b0 �,ak+1,a�k+1∈Z2
(a1,b1, ...,ak ,bk )∈(A(diff)ε;b0 ,ak+1 )

c∩(A(diff)
ε;b0 �,a�k+1

)c

×
�

(d1,x1)∈BεN (i1,a1)
( f1,y1)∈BεN (i1,b1)

with d1� f1

· · ·
�

(dk ,xk )∈BεN (ik ,ak )
( fk ,yk )∈BεN (ik ,bk )

with dk� fk

×
	 �

v∈SεN (b0)∩Z2even
v�∈SεN (b0 �)∩Z2even

ϕN (v) ϕN (v
�) q0,d1 (v, x1) q0,d1 (v�, x1)
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× U
(diff)
N , d1, f1 (x1, y1)

 k�

j=2
q f j−1,d j (y j−1, x j )2U

(diff)
N , d j , f j (x j , y j )

�

×
	 �

xk+1∈SεN (ak+1)∩Z2even
x �k+1∈SεN (a�k+1)∩Z2even

q fk ,N (yk , xk+1)q fk ,N (yk , x �k+1)ψN (xk+1)ψN (x �k+1)



. (5.47)

To prove (5.41), it suffices to show that for some c,C ∈ (0,∞),

lim sup
N→∞ with N∈2N

IN ,ε � Ce−cM
2
ε �ϕ�2G1�ψ�2∞ and

lim sup
N→∞ with N∈2N

IIN ,ε � Ce−cM
2
ε �ϕ�2G1�ψ�2∞. (5.48)

We need the following bound, which follows easily fromLemma 3.5. Recall
UN (n) and UN (n) from (3.35) and (3.40).

∃ c,C ∈ (0,∞) s.t. ∀ N ∈ N, ε > 0, d � f ∈ N with | f − d| � εN :
�

y∈Z2
U
(superdiff)
N , d, f (x, y) � C e−cM2ε UN ( f − d). (5.49)

We are ready to bound IN ,ε in (5.46). As in the proof of Lemma 5.1, the last

term
��

w∈Z2 q fk ,N (yk, w)ψN (w)
�2 can be bounded as in (5.11). We then

sum over all space variables in reverse order from yk, xk until y1. We will use�
x∈Z2 q f,d(y, x)2 = u(d − f ) by (3.3), apply (5.49) together with the fact

that

�

y∈Z2
U
(diff)
N , d, f (x, y) �

�

y∈Z2
UN ( f − d, y − x) = UN ( f − d), (5.50)

and finally sum over x1, noting that, by (5.12),

�

a1∈Z2

�

x1∈SεN (a1)

�

b0,b0 �∈Z2

�

v∈SεN (b0)∩Z2even
v�∈SεN (b0 �)∩Z2even

ϕN (v) ϕN (v
�) q0,d1(v, x1) q0,d1(v�, x1)

=
�

v,v�∈Z2even
ϕN (v) ϕN (v

�) q2d1(v − v�) = N �N
�d1
N

�
.

(5.51)
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We then obtain an analogue of (5.13):

IN ,ε �
C �ψ�2∞
N

(log 1
ε
)2�

k=1

�

(i1,...,ik)∈A(no triple)ε

�

d1� f1 ∈ TεN (i1) , ..., dk� fk ∈ TεN (ik)
� �

J⊆{1,...,k}: |J |�1
C e−cM2ε |J |

�

�N

�d1
N

�
UN ( f1 − d1)

×
 k�

j=2
u(d j − f j−1)UN ( f j − d j )

�

.

(5.52)

For k � (log 1
ε
)2, recalling that Mε = log log 1ε , we can bound for ε > 0 small

enough

� �

J⊆{1,...,k}: |J |�1
C e−cM2ε |J |

�

= C �
(1+ e−cM2ε )k − 1�

� 2Ck e−cM2ε � 2Ce− c2M2ε .

We now plug this bound into (5.52) and sum freely over all 0 < i1 < . . . <
ik � 1

ε
. As N → ∞, by Lemma 5.3 and similar to (5.21), we obtain (with

c = c
2 )

lim sup
N→∞

IN ,ε � C �ψ�2∞ e−cM
2
ε

(log 1
ε
)2�

k=1

�

0<i1<...<ik� 1ε

I�ε (i1, . . . , ik),

(5.53)

The renewal decomposition (5.20), together with cϑ =
� 1
0 Gϑ(x) dx < ∞,

yields

∞�

k=1

�

0<i1<...<ik� 1ε

I�ε (i1, . . . , ik)

=
��

0<s<t<1
�(s)Gϑ(t − s) ds dt � cϑ

� 1

0
�(s) ds. (5.54)

By (5.15), this proves the first bound in (5.48).
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We now prove the bound on IIN ,ε in (5.48). Note from (5.39) that

(A(diff)
ε;b0,ak+1)

c =
k*

l=1

�|bl − al | > Mε
� ∪

k+1*

j=1

 
|a j − b j−1| > Mε

+
i j − i j−1

!
. (5.55)

The first union in (5.55) gives no contribution to (5.47) sinceU
(diff)
N ,d, f (x, y) = 0

when x ∈ SεN (a) and y ∈ SεN (b)with |b−a| > Mε, by (5.38) and (5.44). It
remains to consider the contribution to (5.47) from the second union in (5.55),
namely, |a j − b j−1| > Mε

�
i j − i j−1 for some j ∈ {1, . . . , k, k + 1}.

In contrast to the bound on IN ,ε where a small factorCe−cM
2
ε comes from the

bound on
�
y j∈Z2 U

(superdiff)
N , d j , f j (x j , y j ) in (5.49), in the bound for IIN ,ε, the same

small factor now comes from the following estimates: there exists c ∈ (0,∞)
such that for any i < i�, f ∈ TεN (i), d � ∈ TεN (i�), b ∈ Z2, and y ∈ SεN (b),
we have

�

a�∈Z2: |a�−b|>Mε
√
i�−i

�

x �∈SεN (a�)
q f,d �(y, x

�) � C e−cM2ε , (5.56)

�

a�∈Z2: |a�−b|>Mε
√
i�−i

�

x �∈SεN (a�)
q f,d �(y, x

�)2 � C e−cM2ε u(d � − f ),

(5.57)

where recall from (3.3) that u(n) :=�
z∈Z2 qn(z)2 = q2n(0). The first bound

follows from the fact that qn(·) has Gaussian tail decay. The second bound is
a consequence of the first bound, because supz qn(z) � C �

n � Cu(n) by the
local limit theorem (3.21) and (3.3).
The bound on IIN ,ε then follows the same steps as that for IN ,ε, where we

take a union bound over all 1 � j � k+ 1 � (log 1
ε
)2+ 1 with |a j −b j−1| >

Mε
�
i j − i j−1.

• For j = k + 1, bounding ψ by �ψ�∞ and applying (5.56), the sum over
w,w� and ak+1,a�k+1 in (5.47) under the super-diffusive constraint |ak+1−
bk | > Mε

+
1
ε
− ik leads to an extra factor of Ce−cM2ε compared with the

bound when this constraint is not present (see (5.11)).
• For 2 � j � k, by (5.57), the sum of q f j−1,d j (y j−1, x j )2 over x j in
(5.47) under this super-diffusive constraint gives an extra factor ofCe−cM2ε
compared to the case when this constraint is not present.
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• For j = 1, given b0,b�0 ∈ Z2, we could have either |a1 − b0| > Mε
√
i1

or |a1 − b�0| > Mε
√
i1; either way, given v ∈ SεN (b0), v� ∈ SεN (b�0) and

d1 ∈ TεN (i1), the sumof q0,d1(v, x1)q0,d1(v�, x1) in (5.47) under this super-
diffusive constraint gives a factor Ce−cM2ε compared to the case when this
constraint is not present.

Since there are at most (log 1
ε
)2 + 1 choices of such j , this leads to the same

bound we had for IN ,ε in (5.53), which establishes the second inequality in
(5.48).
This completes the proof of Lemma 5.6. ��

5.3 Step 3: kernel replacement

In this step, we introduce a last approximation Z(cg)N ,ε(ϕ, ψ) and show that it is

close both toZ(diff)N ,ε (ϕ, ψ) and to the coarse-grainedmodelZ
(cg)
ε (ϕ, ψ |�(cg)N ,ε).

This completes the proof of Theorem 4.7.
Let us first summarize the previous steps. So far, we have performed

coarse-graining by grouping terms in the chaos expansion for ZN (ϕ, ψ)
in (3.19) according to the mesoscopic time-space boxes BεN (i,a) visited
by the microscopic time-space renewal configuration (n1, z1), . . . , (nr , zr )
in (3.19). Imposing suitable restrictions, we have defined the approxima-
tions Z(no triple)N ,ε (ϕ, ψ) in (5.3) and Z(diff)N ,ε (ϕ, ψ) in (5.40). The next step
is to replace the relevant random walk transition kernels in the expansion
(5.40) for Z(diff)N ,ε (ϕ, ψ) by heat kernels as in (2.6), i.e., replace the random
walk transition kernels q f j−1,d j (y j−1, x j ) connecting the microscopic points
( f j−1, y j−1) ∈ BεN (i j−1,b j−1) and (d j , x j ) ∈ BεN (i j ,a j ) by a heat kernel
that depends on the mesoscopic time-space variables (i j−1,b j−1) and (i j ,a j ).
However, such an approximation is only good if i j − i j−1 is sufficiently large,
say at least Kε = (log 1ε )6 as in (4.2).
This naturally leads to the decomposition of (i1, . . . , ik) into time blocks,

where consecutive i j−1, i j with distance less than Kε are grouped into a single
block. The constraint A(no triple)ε in (5.2) ensures that each time block consists
of either a single i j , or two consecutive i j−1, i j , leading to the definition of
time blocks �i in Definition 4.1, while A(no triple)ε is mapped to the constraint
�A(no triple)ε introduced in (4.4) for a sequence of time blocks. Given a sequence
of time blocks (�i1, . . . ,�ir ) visited by the microscopic time-space renewal con-
figuration, for each time block�il = (il , i�l), we can identify the first mesoscopic
box SεN (al) visited by the renewal configuration in the time interval TεN (il),
as well as the last mesoscopic box SεN (a�l) visited by the renewal configura-
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tion in the time interval TεN (i�l). This produces a space block �al := (al,a�l) as
in Definition 4.2.
Summarizing: we can rewrite the expansion for Z(diff)N ,ε (ϕ, ψ) in (5.40)

according to the sequence of visited time-space blocks (�i1, �a1), …, (�ir , �ar ),
where the diffusive constraint A(diff)

ε;b,c in (5.39) is mapped to �A
(diff)
ε;b,c defined in

(4.6) for the sequence of space blocks. See Fig. 2.
We are ready to define our last approximation Z(cg)N ,ε(ϕ, ψ): having rewrit-

ten the expansion (5.40) for Z(diff)N ,ε (ϕ, ψ) in terms of the visited time-space

blocks (�i1, �a1),…, (�ir , �ar ), we replace each randomwalk transition kernel con-
necting two consecutive time-space blocks by a heat kernel depending only
on the mesoscopic variables (�i·, �a·). More precisely, given ( f j−1, y j−1) ∈
BεN (i�j−1,a�j−1) and (d j , x j ) ∈ BεN (i j ,a j ), we make within (5.40) the
replacement

q f j−1,d j (y j−1, x j ) �
2

εN
g 1
2 (i j−i�j−1)(a j − a

�
j−1), (5.58)

where the prefactor 2 is due to periodicity (note that i j − i�j−1 � Kε by the

constraint �A(no triple)ε from (4.4)). We similarly replace the “boundary kernels”
in (5.40), namely

qN0,N (ϕ, ψ) �
1

2
g 1
2
(ϕ, ψ), (5.59)

q0,d1(y0, x1) �
2

εN
g 1
2 i1
(a1 − b0) for

y0 ∈ SεN (b0),
(d1, x1) ∈ BεN (i1,a1),

(5.60)

q fk ,N (yk, xk+1) �
2

εN
g 1
2 (
1
ε
−ik)(ak+1 − bk) for

( fk, yk) ∈ BεN (ik,bk),
xk+1 ∈ SεN (ak+1),

(5.61)

where the constraint A(no triple)ε (which maps to �A(no triple)ε ) ensures i1 � Kε
and 1

ε
− ik � Kε. We thus define Z(cg)N ,ε(ϕ, ψ) as the expression obtained from

(5.40) via the replacements (5.58) and (5.59)–(5.61) (this description is useful
to compare Z(cg)N ,ε(ϕ, ψ) with Z

(diff)
N ,ε (ϕ, ψ)).
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An alternative, equivalent description of Z(cg)N ,ε(ϕ, ψ) is through the follow-
ing formula:

Z(cg)N ,ε (ϕ, ψ) =
1

2
g 1
2
(ϕ, ψ)+ 1

N

(log 1
ε
)2�

r=1

�

(�i1,...,�ir )∈ �A(no triple)ε

a�0,ar+1∈Z2,(�a1,...,�ar )∈ �A
(diff)
ε;a�0 ,ar+1

	 �

v∈SεN (a�0)∩Z2even
ϕN (v)




×
r�

l=1
g 1
2 (il−i�l−1)(al − a

�
l−1)�

(cg)
N ,ε (
�il , �al)

×
	

g 1
2 (
1
ε
−i�r )(ar+1 − a

�
r )
2

εN

�

w∈SεN (ar+1)∩Z2even
ψN (w)




, (5.62)

where i�0 := 0 and�(cg)N ,ε(
�i j , �a j ) is the coarse-grained disorder variable defined

in (4.11), which collects the contributions in (5.40) from a given visited time-
space block (�i j , �a j ), and it arises thanks to the factorisations induced by the
replacements in (5.58) and (5.59)–(5.61).

Remark 5.7 Only the prefactor 2
εN arising from the last replacement (5.61)

appears explicitly in (5.62): all other factors of 2
εN arising from (5.58) and

(5.60) have been absorbed in the coarse-grained disorder variable�(cg)N ,ε(
�i j , �a j )

following the replaced kernel q, see (4.11).

Finally, to compare Z(cg)N ,ε(ϕ, ψ) with the coarse-grained model Z
(cg)
ε

(ϕ, ψ |�(cg)N ,ε) defined in (4.8), we introduce the notation

ϕ(N )ε (a�0) :=
2

εN

	 �

v∈SεN (a�0)∩Z2even
ϕN (v)




, ψ(N )ε (ar+1) := 2

εN

	 �

w∈SεN (ar+1)∩Z2even
ψN (v)




,

(5.63)

which allows us to rewrite (5.62) more compactly as

Z(cg)N ,ε(ϕ, ψ) =
1

2
g 1
2
(ϕ, ψ)+ ε

2

(log 1
ε
)2�

r=1

�

a�0,ar+1 ∈Z2

�

(�i1,...,�ir )∈ �A(no triple)ε

(�a1,...,�ar )∈ �A(diff)ε;a�0,ar+1

ϕ(N )ε (a�0)

×
 r�

l=1
g 1
2 (il−i�l−1)(al − a

�
l−1)�

(cg)
N ,ε(
�il, �al)

�

× g 1
2 (
1
ε
−i�r )(ar+1 − a

�
r ) ψ

(N )
ε (ar+1).

(5.64)
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Compare this with Z (cg)
ε (ϕ, ψ |�(cg)N ,ε) in (4.8), the only difference is that ϕε

and ψε in (4.8) are now replaced by ϕ
(N )
ε and ψ(N )ε .

The main result of this subsection is the following L2 approximation, which
completes the proof of Theorem 4.7.

Lemma 5.8 (Coarse graining) Recall Z(diff)N ,ε (ϕ, ψ) from (5.62), Z (cg)
ε (ϕ,

ψ |�(cg)N ,ε) from (4.8) and � · �Gt from (3.52). There exists C ∈ (0,∞) such that
for ε > 0 small enough, we have: for all ϕ with �ϕ�2G1 <∞ andψ ∈ L∞(R2),

lim sup
N→∞ with N∈2N

�
�
�
Z(cg)N ,ε(ϕ, ψ)− Z(diff)N ,ε

�
(ϕ, ψ)

�
�2
L2 �

C

log 1
ε

�ϕ�2G1�ψ�2∞,
(5.65)

lim
N→∞ with N∈2N

�
�Z

(cg)
ε (ϕ, ψ |�(cg)N ,ε)− Z(cg)N ,ε(ϕ, ψ)

�
�2
L2 = 0. (5.66)

Proof Wefirst prove (5.65). To defineZ(cg)N ,ε(ϕ, ψ) fromZ
(diff)
N ,ε (ϕ, ψ) in (5.40),

we first replaced the summation constraint 1 � k � (log 1
ε
)2 in (5.40)

(on the number of visited mesoscopic time intervals) with the constraint
1 � r � (log 1

ε
)2 in (5.62) (on the number of visited coarse-grained dis-

order variables), where each coarse-grained disorder variable can visit either
one or two mesoscopic time intervals. This amounts to adding some terms
with (log 1

ε
)2 < k � 2(log 1

ε
)2 in (5.40). The error from such additions is

bounded as in (5.34) and agrees with the bound in (5.65). We then replaced
the random walk kernels by heat kernels as in (5.58) and (5.59)–(5.61). We
will make these replacements sequentially and control the error in each step,
showing that it is bounded by the r.h.s. of (5.65).
First note that the replacement (5.59) simply changes the first term in (5.40),

which is a deterministic constant. Since the l.h.s. of (5.59) converges to the
r.h.s. as N → ∞, see (3.26), the L2 cost of the replacement (5.59) vanishes
as N →∞, which does not contribute to the bound in (5.65).
Next note that thanks to the diffusive constraintA(diff)

ε;b0,ak+1 in (5.40), which

maps to �A(diff)ε;a�0,ar+1 in (5.62), the replacements in (5.58) and (5.60)–(5.61) are
all of the form

qs,t (x, y) � 2

εN
g 1
2 (i j−i)(b− a)

for some (s, x) ∈ BεN (i,a) and (t, y) ∈ BεN (j,b), with (t−s, y−x) ∈ Z3even,
j − i � Kε, and |b − a| � Mε

�
j− i (recall from (4.2) that Mε = log log 1ε ).

We can then apply the local limit theorem (3.21) and refine the bounds in
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Lemma 3.2 as follows:

qs,t (x, y) = 2g t−s
2
(y − x) exp

 
O
�
1
t−s

�
+ O

� |y−x |4
(t−s)3

�!

= 2g t−s
2
(y − x) eO

� M4ε
εKεN

�

= 2

εN
g j−i
2
(b− a) ·

εNgt−s
2
(y − x)

g j−i
2
(b− a) e

O
� M4ε
εKεN

�

= 2

εN
g j−i
2
(b− a) eO

� M4ε
εKεN

�

· εN (j− i)
t − s

× exp
 
− |y − x |

2

t − s + |b− a|
2

j− i
!
,

where since |(t− s)−εN (j− i)| � εN and |(y− x)−√εN (b−a)| � √2εN
we can bound

εN (j− i)
t − s = 1+ O� 1Kε

�
, −|y − x |

2

t − s + |b− a|
2

j− i = O
�
Mε√
Kε

�
,

so that for some c > 0, uniformly in ε > 0 small enough and N large, we
have

e−cMε/
√
Kε � qs,t (x, y)

2
εN g j−i

2
(b− a) � e

cMε/
√
Kε . (5.67)

Namely, every time we replace a random walk kernel by the corresponding
heat kernel, we introduce an error factor of e±cMε/

√
Kε .

We first estimate the cost of the bulk replacements (5.61). Consider each
term in the sum in (5.40), which we abbreviate by Zi for simplicity, where i
gathers the indices k and i j ,a j ,b j , (d j , x j ), ( f j , y j ) for 1 � j � k (excluding
b0, y0 and ak+1, xk+1). Note that within each term Zi , we replace at most
(log 1

ε
)2 random walk kernels, which amounts to replacing Zi by γiZi with

e−c(log 1ε )2Mε/
√
Kε � γi � ec(log

1
ε
)2Mε/

√
Kε . We then have

E[(γiZi − Zi )2]=(γi − 1)2 E[Z2i ]�C
�
log 1

ε

�4 M2ε
Kε
E[Z2i ]�

C

log 1
ε

E[Z2i ],
(5.68)

since Mε = log log 1ε and Kε =
�
log 1

ε

�6 by (4.2). Since the terms Zi in the
sum in (5.40) are mutually orthogonal, we can sum the bound above over i

123



394 F. Caravenna et al.

and we see that the contribution of the bulk replacements to (5.65) is at most

C

log 1
ε

lim sup
N→∞ with N∈2N

Var(Z(diff)N ,ε (ϕ, ψ)) �
C

log 1
ε

�ψ�2∞�ϕ�2G1, (5.69)

where the last bound follows from (5.23). This agrees with (5.65).
We next consider the boundary replacements (5.59) and (5.61). Replacing

the leftmost random walk kernel q0,d1(y0, x1) in (5.40) by the corresponding
heat kernel introduces an error factor e−cMε/

√
Kε � γy0,(d1,x1) � e+cMε/

√
Kε ,

see (5.67), which affects the L2 norm by {�y0 ϕN (y0)(γy0,(d1,x1) − 1)}2 �
C M

2
ε

Kε
{�y0 |ϕN (y0)|}2 (no disorder variable is attached to y0). Thus, as in

(5.69), the left boundary replacement contributes to (5.65) at most by

M2ε
Kε

lim sup
N→∞ with N∈2N

Var(Z(diff)N ,ε (|ϕ|, ψ)) �
C

(log 1
ε
)5
�ψ�2∞�ϕ�2G1,

which is a stronger bound than (5.65). The right boundary replacement (5.61)
is controlled in a similar fashion, which completes the proof of (5.65).
Lastly, we prove (5.66). As noted before, the only difference between

Z(cg)N ,ε(ϕ, ψ) and Z
(cg)
ε (ϕ, ψ |�(cg)N ,ε) is that ϕε, ψε in (4.8) are replaced by

ϕ
(N )
ε , ψ

(N )
ε in (5.64). For a ∈ Z2, εϕε(a) is the integral of ϕ over the square

Sε(a) = (√εa−(√ε,√ε),√εa], by the definition of ϕε in (4.7). On the other
hand, by the definition of ϕ(N )ε in (5.63) and ϕN in (3.9), εϕ

(N )
ε is the integral

of ϕ over the region S̃ε(a) :=,
v∈Sε(a)∩(Z2even/

√
N ) {x ∈ R2 : |x−v|1 � 1√

N
}.

The difference between Sε(a) and S̃ε(a) is contained in a shell of thickness
1/
√
N around the boundary of Sε(a). Therefore, if ϕ : R2 → R is locally

integrable, then ϕ(N )ε converges pointwise to ϕε as functions on Z2, while if
ψ : R2 → R is also bounded, then ψ(N )ε converges uniformly to ψε. If ϕ
has bounded support, then (5.66) is easily seen to hold since we already have
control over Var(Z(cg)N ,ε(ϕ, ψ)) that is uniform in N . General ϕ can then be
handled by truncating its support. This concludes the proof of Lemma 5.8. ��
Combining Lemmas 5.1, 5.6 and 5.8 then gives Theorem 4.7.

5.4 A second moment bound for the coarse-grained model

In this subsection, we prove a second moment bound for the coarse-grained
model, which is loosely speaking the analogue of Lemma 3.5. This is needed
when we bound the fourth moment of the coarse-grained model in Sect. 8.
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First we introduce some notation. Let us define the following variants of
�A(no triple)ε and �A(diff)ε;b,c (see (4.4) and (4.6)), without dependence on the bound-
ary conditions:

�A(no triple)ε :=
 
time blocks �i1 < . . . < �ir

such that |�i j | � Kε ∀ j = 1, . . . , r
and dist(�i j−1, �i j ) � Kε ∀ j = 2, . . . , r

!
, (5.70)

�A(diff)ε :=


space blocks �a1, . . . , �ar

such that |�a j | � Mε
+

|�i j | ∀ j = 1, . . . , r,
dist(�a j−1, �a j ) � Mε

+

dist(�i j−1, �i j ) ∀ j = 2, . . . , r
�

. (5.71)

Recall the definition (3.40)–(3.41) of U (n − m, x − y). We introduce an
analogous quantity for the coarse-grained model defined in (4.8) (illustrated
in Fig. 2). Given n ∈ N0 and x ∈ Z2, we define a coarse-grained analogue of
Xd, f (x, y) in (3.29):

X
(cg)
N ,ε (n, x)

:=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�
(cg)
N ,ε

�
(0,n), (0, x)

�
if n < Kε,

(log 1
ε
)2�

r=2

�

(�i1,...,�ir )∈ �A(no triple)ε

i1=0, i�r=n

�

(�a1,...,�ar )∈ �A(diff)ε

a1=0, a�r=x

�
(cg)
N ,ε(
�i1, �a1)

×
r�

j=2
g 1
2 (i j−i�j−1)(a j − a

�
j−1)�

(cg)
N ,ε(
�i j , �a j )

if n � Kε,

(5.72)

and define

U
(cg)
N ,ε(n, x) := E[(X (cg)

N ,ε (n, x))
2]. (5.73)

We prove the following analogue of Lemma 3.5 (with an extra sum in the
time index).

Lemma 5.9 For every c ∈ (0,∞), there exist C = C(c) ∈ (0,∞) and
λ̂0 = λ̂0(c) ∈ (0,∞) such that: there exists ε0 > 0 such that for all ε ∈ (0, ε0)
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and λ̂ ∈ (λ̂0,∞), we have

lim sup
N→∞

2/ε�

n=0
e−λ̂εn

�

x∈Z2
ec
√
ε|x|U (cg)N ,ε(n, x) �

C

log λ̂
. (5.74)

Proof The basic strategy is to first undo the replacement of the random
walk kernels by heat kernels in the definition of the coarse-grained model
Z(cg)N ,ε(ϕ, ψ) in Sect. 5.3. We then undo the summation constraints imposed in

Sects. 5.1 and 5.2, which allows us to boundU
(cg)
N ,ε(n, x), the secondmoment of

X
(cg)
N ,ε (n, x), in terms of the second moment of the original partition function,

so that Lemma 3.5 can be applied. The details are as follows.
Let us recall how the coarse-grainedmodelZ(cg)N ,ε(ϕ, ψ) in (5.62)was defined

from Z(diff)N ,ε (ϕ, ψ) in (5.40) by replacing the random walk kernels with heat
kernels in the chaos expansion (see (5.58), (5.60)–(5.61)). It was shown in
the proof of Lemma 5.8, in particular, in (5.67) and (5.68), that the aggregate
effect of such replacements is to change the second moment by a factor that
is bounded between 1 − C/ log 1

ε
and 1 + C/ log 1

ε
. We can therefore undo

these replacements, which only changes the second moment by a factor that
is bounded between 1− C �/ log 1

ε
and 1+ C �/ log 1

ε
(� 2 for ε small). More

precisely, define

XN ,ε(n, x) := 2

εN

∞�

r=1

�

n1<...<nr
z1,...,zr ∈Z2

(n1,z1)∈BεN (0,0), (nr ,zr )∈BεN (n,x)

ξN (n1, z1)

×
r�

j=2
qn j−1,n j (z j−1, z j ) ξN (n j , z j ),

which is obtained by reversing the replacements of the randomwalk transition
kernels byheat kernels in the definitionofX (cg)

N ,ε (n, x) in (5.72), plugging in the

chaos expansion for the coarse-grained disorder variables �(cg)N ,ε from (4.11),
(4.10) and (4.9), and then relaxing the constraints on the time-space summation
indices. The pre-factor 2/εN comes from the first �(cg)N ,ε in (5.72) and is a
normalising factor in its definition in (4.11). Since relaxing the summation
constraint only increases the second moment because the terms of the chaos
expansion are L2 orthogonal, we have that for ε sufficiently small and all N
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large,

U
(cg)
N ,ε(n, x) = E[(X (cg)

N ,ε (n, x))
2]

� 2E[(XN ,ε(n, x))2]
= 8

(εN )2
�

(m,y)∈BεN (0,0), (n,x)∈BεN (n,x)
UN (n − m, x − y),

(5.75)

where we have used the definition of UN (n − m, x − y) from (3.40)–(3.41).
Substituting this bound into the l.h.s. of (5.74) then gives

2/ε�

n=0
e−λ̂εn

�

x∈Z2
ec
√
ε|x|U (cg)N ,ε(n, x)

� 8

(εN )2
�

(m,y)∈BεN (0,0)

2/ε�

n=0
e−λ̂εn

�

x∈Z2
ec
√
ε|x| �

(n,x)∈BεN (n,x)
UN (n − m, x − y).

We now observe that for (m, y) ∈ BεN (0, 0) and (n, x) ∈ BεN (n, x) we have
n−m
εN ∈ [n−1,n+1] and |x−y|√

εN
∈ [|x|−√2, |x|+√2], hence εn = n−m

N +O(ε)
and

√
ε|x| = x−y√

N
+ O(√ε). Recalling that |BεN (0, 0)| = O((εN )2), the

change of variables (n − m, x − y) = (l, z) then yields

lim sup
N→∞

2/ε�

n=0
e−λ̂εn

�

x∈Z2
ec
√
ε|x|U (cg)N ,ε (n, x)

� C lim sup
N→∞

3N�

l=0
e−λ̂

l
N

�

z∈Z2
e
c |z|√

N U N (l, z)

� C lim sup
N→∞

3N�

l=0
e−(λ̂−cc2)

l
N U N (l) � C lim sup

N→∞

3N�

l=1
e−(λ̂−cc2)

l
N
1

N
Gϑ

� l

N

�

= C
� 3

0
e−(λ̂−cc2)sGϑ (s)ds � C

� 1√
λ̂

0
e−

λ̂
2 sGϑ (s)ds + C

� 3

1√
λ̂

e−
λ̂
2 sGϑ (s)ds

� C

log λ̂
,

where we applied Lemma 3.5 and (3.43) in the second and third inequalities,
then we chose λ̂ � 2cc2 =: λ̂0 and applied (3.47) in the last line. This
concludes the proof of Lemma 5.9. ��
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6 Higher moment bounds for averaged partition functions

In this section, we bound higher moments of the averaged partition function
ZβN (ϕ, ψ) (see (3.8) and (3.19)) in the critical window as specified in Theo-
rem 1.1 and (3.11)–(3.12). As noted in Sect. 1.5 and the discussion therein on
Schrödinger operators with point interactions, these bounds are very delicate
in the critical window. Unlike in the sub-critical regime considered in [17,20],
where the chaos expansion ofZβN (ϕ, ψ) is supported (up to a small L2 error) on
chaoses of finite order independent of N , for β = βN in the critical window,
the expansion is supported on chaoses of order log N , so hypercontractiv-
ity can no longer be used to bound higher moments in terms of the second
moment. Instead, the expansion has to be controlled with much greater care.
Bounds on the third moment were first obtained in [19]. Bounds on higher
moments of the averaged solution of the mollified stochastic heat equation
(continuum analogues of ZβN (ϕ, ψ)), for ϕ,ψ ∈ L2, were then obtained in
[51] using techniques from the study of Schrödinger operator with point inter-
actions (also called Delta-Bose gas) [39,40]. The recent work [26] studied the
semigroup associated with the Schrödinger operator and allowed ϕ to be delta
functions.
Our goal is to develop similar moment bounds as in [51] for the aver-

aged polymer partition functionZβN (ϕ, ψ). The approach of [51] used explicit
Fourier calculations and the underlying space-time white noise, which can-
not be easily adapted to lattice models with general disorder. We develop an
alternative approach, where the key ingredient is a functional inequality for
the Green’s function of multiple random walks on Z2 (see Lemma 6.8). This
leads to Theorem 6.1, which is the main result of this section, where instead
of working with ϕ,ψ ∈ L2 as in [51], we will work with weighted L p–Lq
spaces with 1

p + 1
q = 1, which allows ψ(y) ≡ 1 and ϕ(x) = ε−11|x |�√ε

to be an approximate delta function on the scale
√
ε, and it also gives spatial

decay if the support of ϕ and ψ are far apart. Our approach is robust enough
that it can be applied the coarse-grained disorder variables �(cg)N ,ε , which can
be seen as an averaged partition functions (see Lemma 7.2), and it can also be
adapted to the coarse-grained model Z (cg)

ε,t (ϕ, ψ |�(cg)N ,ε), as we will show in
Theorem 8.1.

6.1 Statement and proof

Given a countable set T and a function f : T → R, we use the standard
notation

� f ��p = � f ��p(T)
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:=
	�

z∈T
| f (z)|p


1/p
for p ∈ [1,∞), � f ��∞ := sup

z∈T
| f (z)|, (6.1)

while we let �g�p denote the usual L p norm of g : R2 → R. We will ignore
parity issues, since this only affects the bounds by a constant multiple: for
a locally integrable function ϕ : R2 → R, we consider its discretization
ϕN : Z2 → R in (3.9) to be defined on the whole Z2 (rather than just on
Z
2
even). Here is the main result of this section.

Theorem 6.1 (Higher moments) For N � Ñ ∈ N, let ZβÑN (ϕ, ψ) =
ZβÑN ,1(ϕ, ψ) be the averaged partition function in (3.8), where β = βÑ =
βÑ (ϑ) satisfies (3.11) for some ϑ ∈ R. Fix p, q ∈ (1,∞) with 1p + 1

q = 1,
an integer h � 3, and a weight function w : R2 → (0,∞) such that logw
is Lipschitz continuous. Then there exist C,C� < ∞ such that, uniformly in
large N � Ñ ∈ N and locally integrable ϕ,ψ : R2→ R, we have

�
�
�E
(�
ZβÑN (ϕ, ψ)− E[Z

βÑ
N (ϕ, ψ)]

�h)��
�

� C

log(1+ Ñ
N )

1

Nh

�
�
�
ϕN

wN

�
�
�
h

�p
�ψN�h�∞ �wN1BN �h�q

� C�

log(1+ Ñ
N )

�
�
�
ϕ

w

�
�
�
h

p
�ψ�h∞ �w1B�hq ,

(6.2)

where ϕN , ψN , wN : Z2 → R are defined from ϕ,ψ,w : R2 → R by (3.9),
we denote by B ⊆ R2 a ball on which ψ is supported (possibly B = R2), and
we set BN := B

√
N.

Theorem 6.1 will be needed later in the proof of Lemma 7.2, where we
consider N = εÑ with ε ∈ (0, 1); this is why we allow for β = βÑ with
Ñ � N .

Remark 6.2 The second line of (6.2) follows from the first line by Riemann
sum approximation (note that w( x+y√

N
) = (1 + O( |y|√

N
)) w( x√

N
) by the Lips-

chitz continuity of logw).

Remark 6.3 Typically wewill letw(x) = e−|x |, which allowsψ ≡ 1 provided
ϕ decays sufficiently fast at∞. If ψ is bounded with compact support, (6.2)
also gives exponential spatial decay as the support ofψ moves to infinity. This
answers the conjecture in [51, Remark 1.2] in our lattice setting, which can be
extended to their continuum setting.

123



400 F. Caravenna et al.

Remark 6.4 Similar to [51, Theorem 1.1], we can show that the moments in
the l.h.s. of (6.2) converge as N → ∞. However, the limits are expressed as
series of iterated integrals and are not very informative, so we will not state
them here.

Remark 6.5 In the bound (6.2), we could first assign ϕN , ψN : Z2 → R

and then define the corresponding ϕ,ψ : R2 → R, e.g. by piecewise con-
stant extension ϕ(x) := ϕN ([[

√
Nx]]) and ψ(y) := ψN ([[

√
Nx]]), because

ZβN (ϕ, ψ) depends on the functions ϕ,ψ : R2 → R only through their dis-
cretizations ϕN , ψN in (3.9), see (3.10).
In particular, we can apply the bound (6.2) to the point-to-plane partition

function ZβNN (0) defined in (1.3). More precisely, we can write Z
βN
N (0) =�

y∈Z2 Z
βN
N (0, y) =: ZβNN (ϕ,1) with ϕN (w) = N1{w=0} and ψN (z) =

1(z) ≡ 1, cf. (3.7) and (3.10), which correspond to ϕ(x) := ϕN ([[
√
Nx]]) =

N 1{|x1|+|x2|�1/
√
N } andψ(y) ≡ 1. Note that �ϕ�p = O(N 1−

1
p ). Then, apply-

ing (6.2) with w(x) = e−|x | implies that for any integer h � 3 and for any
p > 1, there exists Cp,h <∞ such that for all N ∈ N,
�
�
�E
(�
ZβNN (0)− E

�
ZβNN (0)

��h)��
� =

�
�
�E
(�
ZβNN (0)− 1

�h
)�
�
� � Cp,h N

h(1− 1p ).
(6.3)

Since we can take any p > 1, this shows that centered moments of any order
h � 3 of the point-to-plane partition function ZβNN (0) diverge as N → ∞
more slowly than any polynomial.

Proof of Theorem 6.1 Our starting point is the polynomial chaos expansion of

ZβÑN (ϕ, ψ) as in (3.19), which gives

Mϕ,ψ
N ,Ñ ,h

:= E
(�
ZβÑN (ϕ, ψ)− E[Z

βÑ
N (ϕ, ψ)]

�h)

= 1

Nh
E

(� ∞�

r=1

�

z1,...,zr∈Z2
0<n1<...<nr�N

qN0,n1(ϕ, z1) ξ(n1, z1)

×
 r�

j=2
qn j−1,n j (z j−1, z j ) ξ(n j , z j )

!
qNn j ,N (z j , ψ)

�h)
, (6.4)

where ξ(n, z) = ξÑ (n, z) is as defined in (3.14) with βN therein replaced by
βÑ (ϑ) so that Var(ξ) = σ 2Ñ . We will expand the h-fold product above, which
gives a sum over h microscopic time-space renewals (ni1, z

i
1), . . . , (n

i
ri , z

i
ri ),
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1 � i � h. Given these h renewals, each lattice point (m, x) will contribute a
factor of E[ξ(m, x)#], where # is the number of times (m, x) appears among
the h time-space renewals. Recall ξ and σÑ from (3.14) and (3.11), we have

E[ξ(m, x)] = 0, E[ξ(m, x)2] = σ 2
Ñ
∼ π

log Ñ
,

�
�E[ξ(m, x)l]�� � Cσ l

Ñ
for l � 3. (6.5)

Therefore a given configuration of h time-space renewals will give a non-zero
contribution to the expansion in (6.4) if each (m, x) is visited by none or by at
least two of the h renewals.Wewill rewrite the expansion byfirst summing over
all possible choices of the set of time coordinates

,h
i=1{ni1, . . . , niri }, then for

each time n in this set, sum over the locations x ∈ Z2 such that (n, x) is visited
by (at least two) of the h renewals (ni1, z

i
1), . . . , (n

i
ri , z

i
ri ), and lastly, determine

which of the h renewals visits (n, x). Note that in the expansion (6.4), for each
of the h renewal sequences that visits (n, x), there is a random walk transition
kernel q entering (n, x) and another one exiting (n, x), while for each renewal
that does not visit the time plane {(n, y) : y ∈ Z2}, there is a transition kernel
qa,b(x, z) with a < n < b, for which we will use Chapman–Kolmogorov to
rewrite it as qa,b(x, z) =�

y∈Z2 qa,n(x, y)qn,b(y, z).7

To expand the centred moment Mϕ,ψ
N ,Ñ ,h

in (6.4) as described above, we first
introduce some notation. Given h � 2, let I % {1, ..., h} denote a partition
I = I (1) � · · · � I (m) of {1, ..., h} into disjoint subsets I (1), ..., I (m) with
cardinality |I | = m. Write k

I∼ l if k and l belong to the same partition

element of I . The interpretation is that, for a given time n, we have k
I∼ l if the

k-th and l-th time-space renewals visit the same time-space point (n, x) for
some x ∈ Z2, which leads to a power of the disorder variable ξ(n, x). Given
I % {1, . . . , h}, denote

E[ξ I ] :=
�

1� j�|I |,|I ( j)|�2
E[ξ |I ( j)|]. (6.6)

For x ∈ (Z2)h , we denote

x ∼ I if xk = xl ∀ k I∼ l. (6.7)

7 This is the key difference between the expansions in [19] and [51]. This decomposition was
used in [51], which allows a functional analytic interpretation of the iterated sums and helps
bypass the combinatorial complexity encountered in [19], which the authors could control for
the third moment but seemed intractable for higher moments.
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For x, x̃ ∈ (Z2)h , denote the h-component random walk transition probabili-
ties by

Qt (x, x̃) :=
h�

i=1
qt (x̃i − xi ), QNt (ϕ, x) :=

h�

i=1
qN0,t (ϕ, xi ),

QNt (x, ψ) :=
h�

i=1
qN0,t (xi , ψ), (6.8)

where qN0,t (ϕ, xi ) and q
N
0,t (xi , ψ) are defined in (3.16)–(3.17), and for I, J %{1, . . . , h}, denote

QI,Jt (x, x̃) := 1{x∼I,x̃∼J }Qt (x, x̃). (6.9)

We can then write

Mϕ,ψ
N ,Ñ ,h

= 1

Nh

∞�

r=1

�

1�n1<···<nr�nr+1:=N
I1,...,Ir%{1,...,h},mi :=|Ii |<h

y1,..., yr∈(Z2)h

QNn1(ϕ, y1)1{ y1∼I1}E[ξ I1]

×
r�

i=2
QIi−1,Iini−ni−1( yi−1, yi )E[ξ Ii ] × 1{ yr∼Ir }QNnr+1−nr ( yr , ψ).

(6.10)

First note that we can bound |Mϕ,ψ
N ,Ñ ,h

| from above by replacing E[ξ Ii ], ϕ
and ψ with their absolute values. To simplify notation, we assume from now
on E[ξ Ii ], ϕ and ψ are all non-negative.
Next, we bound ψ by �ψ�∞1B , where B is the ball of radius � ∈ [1,∞]

containing the support of ψ . We then note that, uniformly in 1 � nr � N �
nr+1 � 2N and yr , we can find C > 0 such that

QNN−nr ( yr , �ψ�∞1B) � C QNnr+1−nr ( yr , �ψ�∞1B). (6.11)

Recalling the definition of qN0,t (y, �ψ�∞1B) from (3.17), this bound follows
readily from the observation that, given that a random walk starting from y
reaches

√
N B at time N − nr , the probability of being inside

√
N B at time

nr+1 − nr ∈ [0, 2N ] is uniformly bounded away from 0.8 Therefore we can

8 For 3N/2 � nr+1 � 2N , the inequality (6.11) holds for much more general B than balls of
radius � � 1, and Theorem 6.1 can be extended accordingly. But we use balls for simplicity.
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Fig. 3 An illustration of the expansion for the fourth moment in (6.10). Solid dots are
assigned weight E[ξ ] with being the number of renewal sequences visiting the lattice
site, while circles are assigned weight 1 and arise from the Chapman–Kolmogorov decomposi-
tion of qa,b(x, y) at an intermediate time. Curly lines between sites (a, x), (b, y) (together
with the solid dots at both ends) represent UÑ (b − a, y − y) as in (6.14) and (3.41),
while solid lines between sites (either solid dots or circles) (a, x), (b, y) are assigned weight
qa,b(x, y). As an illustration of the expansion in (6.17), we see the sequence of operators
P∗,I1 = Q∗,I1U I1 ,PI1,I2 = QI1,I2U I2 ,PI2,I3 = QI2,I3 ,PI3,I4 = QI3,I4 ,PI4,I5 = QI4,I5 ,
with |I1| = 3, |I2| = 3, |I3| = 2, |I4| = 1, |I5| = 3

sum the r.h.s. of (6.10) over N � nr+1 � 2N and then divide by N to get

|Mϕ,ψ
N ,Ñ ,h

| � C�ψ�
h∞

Nh+1
∞�

r=1

�

1�n1<···<nr�nr+1�2N
I1,...,Ir%{1,...,h},mi :=|Ii |<h

y1,..., yr∈(Z2)h

QNn1(ϕ, y1)1{ y1∼I1}E[ξ I1]

×
r�

i=2
QIi−1,Iini−ni−1( yi−1, yi )E[ξ Ii ] × 1{ yr∼Ir }QNnr+1−nr ( yr ,1B).

(6.12)

We first single out consecutive appearances of the same I among I1, . . . , Ir
with |I | = h − 1 (that is, I consists of all singletons except for a pair {k, l}).
Given I % {1, . . . , h} with |I | = h − 1, for 1 � s1 < s2 � N and z1, z2 ∈
(Z2)h , define

UI
s2−s1,Ñ (z1, z2)

:= 1{z1,z2∼I }
∞�

r=1
E[ξ2]r

�

n0:=s1<n1<···<nr :=s2
yi∈(Z2)h , y0:=z1, yr :=z2

r�

i=1
QI,Ini−ni−1( yi−1, yi )

(6.13)
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(recall that themoments of ξ dependon Ñ , see (6.5)) anddefineUI
0,Ñ
(z1, z2) :=

1{z1=z2∼I }. If {k, l} is the unique partition element of I with cardinality two,
then we can write

UI
s2−s1,Ñ (z1, z2)=UÑ (s2 − s1, z2,k − z1,k)

�

i∈{1,...,h}\{k,l}
qs2−s1(z2,i − z1,i ),

(6.14)

where UÑ (n, x) was defined in (3.31) (with σ
2
N therein replaced by σ

2
Ñ
). In

(6.12), we can then contract the consecutive appearances of Ii = Ii+1 =
· · · I j = I with |I | = h − 1 into a single kernel UI· (·, ·), so that each Ii with|Ii | = h − 1 does not appear twice in a row in the summation in (6.12).
With a slight overload of notation in order to avoid extra symbols, for λ > 0

we set

QI,Jλ,N ( y, z) :=
2N�

n=1
e−λn QI,Jn ( y, z), y, z ∈ (Z2)h,

UJ
λ,N ,Ñ

( y, z) :=
2N�

n=0
e−λn UJ

n,Ñ
( y, z), y, z ∈ (Z2)h,

(6.15)

for partitions I, J % {1, . . . , h}, and we finally define, with operator notation,

PI,J
λ,N ,Ñ

:=
"
QI,Jλ,N if |J | < h − 1,
QI,Jλ,N U

J
λ,N ,Ñ

if |J | = h − 1. (6.16)

To lighten notation, we will often omit the dependence of these operators on
N , Ñ .
The introduction of the parameter λ, especially the choice λ = λ̂/N wewill

take later, will be crucial in decoupling the sum over n1, n2− n1, . . . , nr+1−
nr = N − nr in (6.10). Together with the replacement of nr+1 = N by
averaging nr+1 over [N , 2N ] in (6.12), this allows us to take Laplace transform
and bound the r.h.s. of (6.10) in terms of the operators defined in (6.15)–(6.16).
Furthermore, by taking λ̂ large, we can extract a logarithmic decay in λ̂ from
UJ
λ,N ,Ñ

, see (6.24). These ideas were used in [51] in a continuum setting.
To proceed with estimates along these lines, we first obtain an upper bound

on (6.12) by inserting the factor e2λNe−λ
�r+1
i=1 (ni−ni−1) � 1, for λ > 0 to be

determined later, and enlarging the range of summation for each ni − ni−1
to [1, 2N ]. Denoting by I = ∗ the partition consisting of singletons (namely,
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I = {1} � {2} · · · � {h}), we can then rewrite the sum in (6.12) and obtain the
bound

�
�Mϕ,ψ

N ,Ñ ,h

�
�

� Ce
2λN�ψ�h∞
Nh+1

∞�

r=1

�

I1,...,Ir

-
ϕ⊗hN , P

∗,I1
λ PI1,I2λ · · ·PIr−1,Irλ QIr ,∗λ 1⊗hBN

. r�

i=1
E[ξ Ii ],

(6.17)

where the sum is over r partitions I1, · · · , Ir % {1, · · · , h} such that |Ii | �
h−1 for all 1 � i � r and there is no consecutive Ii−1 = Ii with |Ii | = h−1;
we also applied the definition of qN0,n(ϕ, z) and q

N
0,n(z, ψ) from (3.16)–(3.17),

we set BN := √
N B and, given f : Z2 → R, for y ∈ (Z2)h we define

f ⊗h( y) :=�h
i=1 f ( yi ).

Our bounds will be in terms of the norms of operators acting on the function
space �q((Z2)h) for some q > 1. To allow for ψ = 1⊗hBN in (6.17), it is
necessary to introduce spatialweights,which incidentallywill also give bounds
on the spatial decay ifψ has compact support andwe shift its support toward∞.
More precisely, for a function w : R2→ (0,∞) such that logw is Lipschitz,
we define its discretized version wN : Z2→ R by (3.9) and we introduce the
weighted operators

�QI,Jλ,N ( y, z) :=
w⊗hN ( y)
w⊗hN (z)

QI,Jλ,N ( y, z),

�UJ
λ,N ,Ñ

( y, z) := w
⊗h
N ( y)

w⊗hN (z)
UJ
λ,N ,Ñ

( y, z),

(6.18)

with �PI,J
λ,N ,Ñ

defined from �Q and �U as in (6.16). Given a partition I %
{1, . . . , h}, denote

(Z2)hI := {x ∈ (Z2)h : x ∼ I }, (6.19)

which is just a copy of (Z2)|I | embedded in (Z2)h . Due to the delta function
constraints in its definition (1{x∼I,x̃∼J } in (6.9)), we will regard �QI,Jλ,N (x, x̃)
as an operator mapping from �q((Z2)hJ ) to �

q((Z2)hI ) for some q > 1, and

similarly for �UJ
λ,N ,Ñ

and �P I,J
λ,N ,Ñ

. For p, q > 1 with 1p + 1
q = 1, by Hölder’s

inequality, we can then rewrite the bound (6.17) as
�
�Mϕ,ψ

N ,Ñ ,h

�
�

� Ce
2λN�ψ�h∞
Nh+1

∞�

r=1

�

I1,...,Ir

( ϕ
⊗h
N

w⊗hN
,�P∗,I1λ

�PI1,I2λ · · ·�PIr−1,Irλ
�QIr ,∗λ 1⊗hBNw

⊗h
N )

r�

i=1
E[ξ Ii ]
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� Ce
2λN�ψ�h∞
Nh+1

∞�

r=1

�

I1,...,Ir

�
�
�
ϕ⊗hN
w⊗hN

�
�
�
�p

�
�
��P∗,I1λ

�
�
�
�q→�q

�
�
��PI1,I2λ

�
�
�
�q→�q · · ·

· · ·
�
�
��P

Ir−1,Ir
λ

�
�
�
�q→�q

�
�
��QIr ,∗λ

�
�
�
�q→�q

�
�
�1⊗hBNw

⊗h
N

�
�
�
�q

r�

i=1
E[ξ Ii ], (6.20)

where � ·��p(T) is defined in (6.1), and given an operator A : �q(T)→ �q(T�),
we set

�A��q→�q := sup
g≢0

�A g��q (T�)
�g��q (T) = sup

� f ��p(T�)�1, �g��q (T)�1
( f,A g). (6.21)

In our case�PI,Jλ , �QI,Jλ : �q((Z2)hJ )→ �q((Z2)hI ) (note that for I = ∗we have
(Z2)hI = (Z2)h).
We will choose λ := λ̂/N with λ̂ large but fixed so that eλN remains

bounded. We will show the following.

Proposition 6.6 Fix p, q > 1 with 1p + 1
q = 1, an integer h � 2 and λ̂ > 0.

Then there exists c = cp,q,h,λ̂ <∞ such that, uniformly for partitions I, J %
{1, . . . , h} with 1 � |I |, |J | � h − 1 and I �= J when |I | = |J | = h − 1, for
large N � Ñ ∈ N and λ = λ̂

N we have

�
�
��QI,Jλ,N

�
�
�
�q→�q � c ; (6.22)

�
�
��Q∗,Iλ,N

�
�
�
�q→�q � c N

1
q ,

�
�
��QI,∗λ,N

�
�
�
�q→�q � c N

1
p ; (6.23)

furthermore, for |I | = h − 1,
�
�
��UI

λ,N ,Ñ

�
�
�
�q→�q �

c

(log λ̂ ÑN ) σ
2
Ñ

.

(6.24)

Recall by (6.5) that |E[ξ Ii ]| = σ 2
Ñ
if |Ii | = h − 1, while |E[ξ Ii ]| � c� σ 3Ñ =

O((log Ñ )− 32 ) if |Ii | < h − 1. Then, by the definition of �P analogous to
(6.16), Proposition 6.6 implies that in (6.20), for each 2 � i � r , we have for
N sufficiently large

E
�
ξ Ii

���
��P

Ii−1,Ii
λ

�
�
�
�q→�q � 1{|Ii |=h−1}

c2

(log λ̂ ÑN )
+ 1{|Ii |<h−1}c c�σ 3Ñ �

c��

log λ̂ ÑN
,
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where for |Ii | = h − 1 with �PIi−1,Iiλ = �QIi−1,Iiλ
�UIiλ , we used the fact that

��QIi−1,Iiλ
�UIiλ ��q→�q � ��QIi−1,Iiλ ��q→�q��UIiλ ��q→�q . Similarly,

E
�
ξ I1

���
��P∗,I1λ

�
�
�
�q→�q �cN

1
q

	
c 1{|I1|=h−1}
log λ̂ ÑN

+1{|I1|<h−1}c�σ 3Ñ



� c��

log λ̂ ÑN
N
1
q .

Substituting these bounds into (6.20), bounding the number of choices for
each Ii % {1, . . . , h} by a suitable constant ch , choosing λ̂ large such that
ch

c��
log λ̂

� 1
2 , and using the fact that |I1|, |Ir | � h − 1, we then obtain that, for

all N sufficiently large,

�
�Mϕ,ψ

N ,Ñ ,h

�
� � Ce

2λ̂�ψ�h∞
Nh

c
�
�
�
ϕN

wN

�
�
�
h

�p
�wN1BN �h�q

∞�

r=1

� ch c��

log λ̂ ÑN

�r

� (2C c ch c
��)

Nh log λ̂ ÑN
�ψ�h∞

�
�
�
ϕN

wN

�
�
�
h

�p
�wN1BN �h�q

� C

Nh log(1+ Ñ
N )
�ψ�h∞

�
�
�
ϕN

wN

�
�
�
h

�p
�wN1BN �h�q ,

(6.25)

where the last inequality holds for λ̂ � 2. This concludes the proof of Theo-
rem 6.1. ��

6.2 Functional inequalities

It only remains to prove the bounds in Proposition 6.6. The key ingredient
is a Hardy–Littlewood–Sobolev type inequality. First we need the following
bound on the Green’s function of a random walk on (Z2)h .

Lemma 6.7 Given N ∈ N, λ � 0, an integer h � 2 and x, y ∈ (Z2)h, denote
Qλ,N (x, y) := �2N

n=1 e−λn
�h
i=1 qn(yi − xi ). Then for some C ∈ (0,∞)

uniformly in λ, N and x, y,

Qλ,N (x, y) �

⎧
⎪⎪⎨

⎪⎪⎩

C

(1+ | y − x|2)h−1 for all x, y ∈ (Z2)h,
C

Nh−1
e−

| y−x|2
CN for |x − y| > √N .

(6.26)

Proof We may assume λ = 0. Note that �h
i=1 qn(·) is the transition kernel

of a random walk on Z2h . By the local central limit theorem [66, Theorem
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2.3.11] and a Gaussian concentration bound, we have

h�

i=1
qn(yi − xi ) � C1

nh
e−C2

| y−x|2
n

for some C1,C2 ∈ (0,∞) uniformly in n ∈ N and x, y ∈ (Z2)h . We then
have

Qλ(x, y) � C1
2N�

n=1
n−he−C2

| y−x|2
n � C1 min



2,
1

Nh−1

� 2

0
t−he−C2

|zN |2
t dt

�

,

where we used a Riemann sum approximation and we set zN := ( y− x)/
√
N .

When zN = 0,we just use the constant upper bound Qλ,N (x, y) � 2C1.When
zN �= 0, we write

Qλ,N (x, y) �
C1
Nh−1

� 2

0
t−he−C2

|zN |2
t dt

= C1
(C2N |zN |2)h−1

� ∞
1
2C2|zN |2

τ h−2e−τdτ,

where N |zN |2 = | y − x|2, while the integral is bounded uniformly in zN
and can be bounded by C3e−C4|zN |

2
when |zN | � 1. The bound (6.26) then

follows. ��
The following crucial lemma proves a Hardy–Littlewood–Sobolev type

inequality. This generalizes an inequality of Dell’Antonio–Figari–Teta in [39]
(see Lemma 3.1 and inequalities (3.1) and (3.5) therein) which played an
important role in [51] for moment bounds with L2 test functions and initial
conditions.

Lemma 6.8 Fix p, q > 1 with 1
p + 1

q = 1 and an integer h � 2. Consider
partitions I, J % {1, . . . , h} with 1 � |I |, |J | � h − 1, and I �= J if |I | =
|J | = h − 1. Recall (Z2)hI from (6.19) and the associated function space
�p
�
(Z2)hI

�
. Let f ∈ �p�(Z2)hI

�
and g ∈ �q�(Z2)hJ

�
. Then there exists C =

Cp,q,h <∞, independent of f and g, such that
�

x∈(Z2)hI , y∈(Z2)hJ

f (x)g( y)
�
1+�h

i=1 |xi − yi |2
�h−1 � C

�
� f

�
�
�p

�
�g

�
�
�q
. (6.27)

In [39], an analogue of (6.27) was proved in the continuum for the special case
p = q = 2 (i.e., L2 test functions) and |I | = |J | = h − 1 with I �= J . They

123



The critical 2d Stochastic Heat Flow 409

presented their inequality in Fourier space, but in the L2 case, it is equivalent to
(6.27) by the Plancherel theorem. Here we work on the lattice, which requires
us to also consider partitions with |I | < h− 1 or |J | < h− 1, which cases are
not present in the continuum. We also consider test functions in general �p-�q

spaces (our proof steps can also be carried out in the continuum to extend
the inequality of [39] to L p-Lq spaces). Instead of working in Fourier space
as in [39], we will work directly in real space, which allows the extensions
mentioned above.

Remark 6.9 The inequality (6.27) is not expected to hold for |I | = |J | = h−1
with I = J , because it is exactly the borderline case of the Hardy–Littlewood–
Sobolev inequality when it fails, see [67, Theorem 4.3].

Proof of Lemma 6.8 We first consider the case |I | = |J | = h− 1, and I �= J .
Then I and J each contains a partition elementwith cardinality 2, say {k, l} and
{m, n} respectively, and {k, l} �= {m, n}. In particular, xk = xl and ym = yn
for x ∈ (Z2)hI , y ∈ (Z2)hJ .
Fix any 0 < a < 1

p∨q . We then apply Hölder to bound the left hand side of
(6.27) by

	 �

x∈(Z2)hI , y∈(Z2)hJ

f (x)p
�
1+�h

i=1 |xi − yi |2
�h−1 ·

(1+ |xm − xn |2a)p
(1+ |yk − yl |2a)p


1/p

×
	 �

x∈(Z2)hI , y∈(Z2)hJ

g( y)q
�
1+�h

i=1 |xi − yi |2
�h−1 ·

(1+ |yk − yl |2a)q
(1+ |xm − xn |2a)q


1/q
.

(6.28)

We now bound the first factor in (6.28). Note that since ym = yn , by the
triangle inequality,

|xm − ym |2 + |xn − yn|2 � |xm − xn|
2 + |xn − yn|2
3

. (6.29)

Substituting this inequality into
�h
i=1 |xi − yi |2 then bounds the first factor in

(6.28) by

C

	�

x

f (x)p(1+ |xm − xn|2a)p

×
�

y

1
�
1+ |xm − xn|2 +�

i �=m |xi − yi |2
�h−1

(1+ |yk − yl |2a)p

1/p

.

(6.30)
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Note that for r > 1 we can bound
�
y∈Z2 1

(s+|y−x |2)r �
C
sr−1 uniformly for

s � 0 and x ∈ Z2. We can then successively sum over the variables y j with
j �= k, l: there are |J | − 2 such variables y j and they are all present in the
sum

�
i �=m |yi − xi |2 (recall that we sum over y ∈ (Z2)hJ , hence ym = yn is a

single variable), hence we get

�

y∈(Z2)hJ

1
�
1+ |xm − xn |2 +�

i �=m |yi − xi |2
�h−1

(1+ |yk − yl |2a)p

� C
�

yk ,yl

1
�
1+ |xm − xn |2 + |yk − xk |2 + |yl − xl |2

�h+1−|J |
(1+ |yk − yl |2a)p

.

Note that xk = xl . Via the change of variables ỹ1 = yk − yl and ỹ2 =
yk + yl − 2xk , and the observation that |yk − xk |2+ |yl − xl |2 = (ỹ21 + ỹ22)/2,
we can bound the above sum by

C
�

ỹ1,ỹ2

1
�
1+ |xm − xn|2 + ỹ21 + ỹ22

�h+1−|J |
(1+ |ỹ1|2a)p

� C
�

ỹ1

1
�
1+ |xm − xn|2 + ỹ21

�h−|J |
(1+ |ỹ1|2a)p

� C

1+ |xn − xm |2(h−1−|J |)+2ap ,

where the last inequality is obtained by summing separately over |ỹ1| � |xn−
xm | and |ỹ1| > |xn − xm |, plus the assumption that ap < 1. Substituting this
bound into (6.30), since we assume |J | = h− 1, we obtain that the first factor
in (6.28) is bounded by C� f ��p . The second factor in (6.28) can similarly be
bounded byC�g��q . This concludes the proof of (6.27), and hence also (6.22),
for the case |I | = |J | = h − 1 and I �= J .
We can adapt the proof to the case min{|I |, |J |} < h − 1 as follows. If

|I |, |J | < h−1, then there is no need to introduce the factor 1+|xm−xn |2a
1+|yk−yl |2a and its

reciprocal in (6.28) because we already have
�
y∈(Z2)hJ

1
(1+�h

i=1 |xi−yi |2)h−1
<

∞. If |I | < h − 1 and |J | = h − 1, then we can still find k, l in the same
partition element of I , but not the same partition element of J . We should then

replace the factor 1+|xm−xn |
2a

1+|yk−yl |2a and its reciprocal in (6.28) by
1

1+|yk−yl |2a . The
rest of the proof is essentially the same. ��

6.3 Proof of Proposition 6.6

We now prove (6.22)–(6.24).
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Proof of (6.22) Note that (6.22) is equivalent to showing (recall (6.18))

�

x∈(Z2)hI , y∈(Z2)hJ
f (x)QI,Jλ (x, y)

w⊗hN (x)
w⊗hN ( y)

g( y) � c � f ��p �g��q (6.31)

uniformly for all f ∈ �p((Z2)hI ) and g ∈ �q((Z2)hJ ). To control the effect of
the weight w⊗hN , we split the summation into the regions

AN :=
�
(x, y) : |x − y| � C0

√
N
�

and AcN for some C0 to be chosen later. Note that logw(
y√
N
)− logw( x√

N
) =

O( |x−y|√
N
), because logw is assumed to be Lipschitz. Since wN : Z2 → R is

obtained from w : R2→ R by (3.9), we have for all x, y ∈ (Z2)h

w⊗hN (x)
w⊗hN ( y)

� eC |x− y|/
√
N , (6.32)

which is bounded by eCC0 in AN . Therefore, the contribution of this region to
the l.h.s. of (6.31) is controlled by the following uniform bound, that we prove
below:

�

x∈(Z2)hI , y∈(Z2)hJ
f (x) QI,Jλ,N (x, y) g( y) � c1 � f ��p �g��q . (6.33)

In the region AcN , since Q
I,J
λ,N � Qλ,N (recall (6.8)–(6.9)), we can apply

Lemma 6.7 to bound

w⊗hN (x)
w⊗hN ( y)

Qλ,N (x, y)

� C

Nh−1
exp

 
− |x− y|2

CN + C |x− y|√
N

!
� C

Nh−1
exp

 
− |x− y|√

N

!
, (6.34)
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where the last inequality holds for |x − y| > C0
√
N with C0 := C(C + 1).

Thus

�

(x, y)∈AcN
f (x) · w

⊗h
N (x)

w⊗hN ( y)
QI,Jλ,N (x, y) · g( y)

� C

Nh−1
�

x, y

f (x) e
−|x− y|√

N g( y)

� C

Nh−1
� �

x∈(Z2)hI , y∈(Z2)hJ
| f (x)|p e−

|x− y|√
N

�1/p

×
� �

x∈(Z2)hI , y∈(Z2)hJ
|g( y)|q e−

|x− y|√
N

�1/q

� CN
|J |
p +

|I |
q −(h−1) � f ��p �g��q ,

(6.35)

where the prefactor is bounded if |I |, |J | � h− 1. Combined with (6.33), this
implies (6.31).
It only remains to prove (6.33), which follows from Lemmas 6.7 and 6.8

above. ��

Proof of (6.23) It suffices to show that for p, q > 1 with 1p + 1
q = 1 and for|I | � h − 1

�

x∈(Z2)hI , y∈(Z2)h
f (x) QI,∗λ,N (x, y)

w⊗hN (x)
w⊗hN ( y)

g( y) � cN
1
p � f ��p�g��q (6.36)

uniformly in f ∈ �p((Z2)hI ) and g ∈ �q((Z2)h), which proves the second
relation in (6.23); the first relation follows by interchanging f and g. (We
recall that J = ∗ denotes the partition of {1, . . . , h} consisting of h singletons,
i.e. J = {1}, {2}, . . . , {h}.)
The proof is similar to that of (6.31). When the sum in (6.36) is restricted to

AcN with AN :=
�
(x, y) : |x− y| � C0

√
N
�
, the same bound in (6.34)–(6.35)

holds, which gives an upper bound of

CN
h
p+|I |q −(h−1)� f ��p�g��q = CN 1−

h−|I |
q � f ��p�g��q � CN

1
p � f ��p�g��q .

(6.37)
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It only remains to bound the sum in (6.36) restricted to AN and show the
following analogue of (6.27):

�

x∈(Z2)hI , y∈(Z2)h
|x− y|�C0

√
N

f (x)g( y)
�
1+�h

i=1 |xi − yi |2
�h−1 � CN

1
p
�
� f

�
�
�p

�
�g

�
�
�q
. (6.38)

W.l.o.g., we may assume that 1 and 2 belong to the same partition element of
I , so that x1 = x2. By Hölder’s inequality, we can bound the l.h.s. by

	 �

x∈(Z2)hI , y∈(Z2)h
|x− y|�C0

√
N

f p(x)
�
log

�
1+ C20N

1+|y1−y2|2
�� p
q

�
1+�h

i=1 |xi − yi |2
�h−1


 1
p

×
	 �

x∈(Z2)hI , y∈(Z2)h
|x− y|�C0

√
N

g( y)q

�
1+�h

i=1 |xi − yi |2
�h−1 log

�
1+ C20N

1+|y1−y2|2
�


 1
q

.

(6.39)

In the second factor, since x1 = x2, we can bound |x2 − y2|2 + |x1 − y1|2 �
|y1−y2|2+|x1−y1|2

3 as in (6.29) to replace |x2−y2|2 by |y1−y2|2 inside�h
i=1 |xi−

yi |2. By the same argument as that following (6.30), we can sum out the
variables xi for i � 3. Since there are |I | − 1 such variables in (Z2)hI , for|I | � h − 1 we get

�

x∈(Z2)hI

1
�
1+ |y1 − y2|2 +�

i �=2 |xi − yi |2
�h−1 log

�
1+ C20N

1+|y1−y2|2
�

� 1

log
�
1+ C20N

1+|y1−y2|2
�

�

x1∈Z2
|x1−y1|�C0

√
N

1

(1+ |y1 − y2|2 + |x1 − y1|2)h−|I |

� C,
(6.40)

where the last bound holds because
�
x∈Z2: |x |�k 1

s+|x |2 � C log(1 + k√
s
)

uniformly in k, s � 1, and furthermore |y1 − y2| � |y1 − x1| + |x2 − y2| �
2C0

√
N by |x − y| � C0

√
N . This implies that the second factor in (6.39)

can be bounded by C�g��q .
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For the first factor in (6.39), we can first sum over y ∈ (Z2)h to bound

�

y∈(Z2)h

�
log

�
1+ C20N

1+|y1−y2|2
�� p
q

�
1+�h

i=1 |xi − yi |2
�h−1

� C
�

y1,y2∈Z2
|y1−x1|,|y2−x2|�C0

√
N

�
log

�
1+ C20N

1+|y1−y2|2
�� p
q

1+ |y1 − x1|2 + |y2 − x2|2 .

Recall x1 = x2. Let z1 := y1− y2 and z2 := y1+ y2−2x1, so that |z1|, |z2| �
2C0

√
N and |z1|2+|z2|2 = 2(|y1− x1|2+|y2− x2|2). Summing over z2 then

leads to the bound

�

|z1|�2C0
√
N

�
log

�
1+ C20N

1+ |z1|2
��1+ p

q � CN

by a Riemann sum approximation. Therefore the first factor in (6.39) can be

bounded by CN
1
p � f ��p . Together with (6.40), this implies (6.38) and con-

cludes the proof of (6.23). ��

Proof of (6.24) Note that (6.24) is equivalent to showing

�

x, y∈(Z2)hI
f (x)UI

λ̂
N ,N ,Ñ

(x, y) g( y)
w⊗hN (x)
w⊗hN ( y)

� c log Ñ
log λ̂ ÑN

� f ��p�g��q (6.41)

uniformly in f ∈ �p((Z2)hI ) and g ∈ �q((Z2)hI ). Without loss of generality, we
may assume I % {1, . . . , h} consists of partition elements {1, 2}, {3}, . . . , {h},
so that x1 = x2 and y1 = y2.
Recall from (6.15) and (6.14) that

UI
λ̂
N ,N ,Ñ

(x, y) = 1{x= y} +
2N�

n=1
e−λ̂

n
N UÑ (n, y1 − x1)

h�

i=3
qn(yi − xi ),

(6.42)

where UÑ (n, x) is defined in (3.31), with σ
2
N replaced by σ

2
Ñ
. Let us set

T := Ñ
N � 1 for short. By (3.35), (3.43) where U Ñ = σ 2ÑUÑ , and (3.46), we
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have

�

y∈(Z2)hI
UI
λ̂
N ,N ,Ñ

(x, y) � 1+
2N�

n=1
e−λ̂

n
N UÑ (n)

� 1+ C log Ñ
Ñ

2Ñ/T�

n=1
e
−λ̂nT

Ñ Gϑ
� n
Ñ

�
� 1+ C log Ñ

� 2
T

0
e−λ̂T tGϑ(t)dt

� 1+ Ce− λ̂T2 log Ñ + C log Ñ
� 1

2∧ 2T
0

e−λ̂T t

t (log 1t )
2
dt � C log Ñ

log λ̂T
, (6.43)

where the last inequality follows by bounding the integral separately over�
0, 1
(λ̂T )1/2

�
and

� 1
(λ̂T )1/2

, 12 ∧ 2
T

�
, with the dominant contribution coming from

the first interval.
On the other hand, for any C > 0, by (6.42) we have

�

y∈(Z2)hI
UI
λ̂
N ,N ,Ñ

(x, y)e
C |x− y|√

N

� 1+
2N�

n=1
e−λ̂

n
N

�

y1∈Z2
UÑ (n, y1 − x1)e

C
|y1−x1 |√

N

h�

i=3

� �

yi∈Z2
qn(yi − xi )eC

|xi−yi |√
N

�

� 1+ C
2N�

n=1
e−λ̂

n
N UÑ (n) � C

log Ñ

log λ̂T
, (6.44)

where we applied (3.48) and (6.43).
We can now bound the l.h.s. of (6.41) as follows, recalling (6.32):

�

x, y∈(Z2)hI
f (x)UI

λ̂
N ,N
(x, y) g( y)

w⊗hN (x)
w⊗hN ( y)

�
�

x, y∈(Z2)hI
f (x)UI

λ̂
N ,N
(x, y)e

C |x− y|√
N g( y)

� C
� �

x, y∈(Z2)hI
| f (x)|p UI

λ̂
N ,N
(x, y)e

C |x− y|√
N

�1/p

×
� �

x, y∈(Z2)hI
|g( y)|q UI

λ̂
N ,N
(x, y)e

C |x− y|√
N

�1/q
.

� C log Ñ
log λ̂T

� f ��p�g��q ,

where we applied (6.44). Recalling that T = Ñ
N , this concludes the proof of

(6.41). ��
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7 Moment estimates for coarse-grained disorder

In this section, we derive second and fourth moment estimates for the coarse-
grained disorder variables�(cg)N ,ε(

�i, �a) defined in (4.11). Thesewill be used later
to bound moments of the coarse-grained model Z (cg)

ε (ϕ, ψ |�) introduced in
Definition 4.4, with � = �(cg)N ,ε .

7.1 Second moment estimates

We first study the second moment of �(cg)N ,ε(
�i, �a).

Lemma 7.1 For each time-space block (�i, �a) = ((i, i�), (a,a�)) ∈ Tε defined
in (4.5), the coarse-grained disorder variable �(cg)N ,ε(

�i, �a) as defined in (4.11)
has mean 0 and its second moment converges to a finite limit

σ 2ε (
�i, �a) := lim

N→∞E
(�
�
(cg)
N ,ε(
�i, �a)�2

)
, (7.1)

see (7.4)–(7.5) below. Furthermore, there exist c,C > 0 independent of ε, �i,
�a such that

σ 2ε (
�i, �a) �

Ce−c|�a|2/|�i|1{|�a|�Mε
√
|�i|}

(log 1
ε
)
1+1{|�a|>0}∪{|�i|�2} |�i|2

. (7.2)

Proof (I) Randomwalk representation.Wefirst express E
��
�
(cg)
N ,ε(
�i, �a)�2� in

terms of the time-space renewal (τ (N )· , S(N )· ) defined in (3.32). First consider
the case |�i| = 1, i.e., i = i�. Recall from (4.11), (4.9) and (4.10) that

�
(cg)
N ,ε(
�i, �a) = 2

εN

 �

d∈TεN (i)
x∈SεN (a)∩SεN (a�)

1(d,x)∈Z3evenξN (d, x)

+
�

d< f ∈TεN (i)
x∈SεN (a), y∈SεN (a�)

1(d,x)∈Z3evenqd, f (x, y)ξN (d, x)ξN ( f, y)

+
∞�

r=1

�

d:=n0< f :=nr+1∈TεN (i)
x :=z0∈SεN (a), y:=zr+1∈SεN (a�)

1(d,x)∈Z3even
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×
�

d<n1<...<nr< f
z1,...,zr ∈,|ã−a|�Mε SεN (ã)

ξN (d, x)
r+1�

j=1
qn j−1,n j (z j−1, z j ) ξN (n j , z j )

�

,

where we note that the terms are uncorrelated because ξN (·, ·) are independent
centred random variables with mean 0 and variance σ 2N (recall (3.14) and
(3.11)). Therefore

E
(
�
(cg)
N ,ε(
�i, �a)2

)
= 4

(εN )2

 �

d∈TεN (i)
x∈SεN (a)∩SεN (a�)

1(d,x)∈Z3evenσ
2
N

+
�

d< f ∈TεN (i)
x∈SεN (a), y∈SεN (a�)

1(d,x)∈Z3evenσ
4
Nq
2
d, f (x, y)

+
∞�

r=1
σ
2(r+1)
N

�

d:=n0< f :=nr+1∈TεN (i)
x :=z0∈SεN (a), y:=zr+1∈SεN (a�)

1(d,x)∈Z3even

×
�

d<n1<...<nr< f
z1,...,zr ∈,|ã−a|�Mε SεN (ã)

r+1�

j=1
q2n j−1,n j (z j−1, z j )

�

.

Note that this sum admits a representation in terms of the space-time random
walk (τ (N )k , S(N )k )k�0 defined in (3.32), namely,

E
(
�
(cg)
N ,ε (
�i, �a)2

)
= 2σ 2N

∞�

k=0
(σ 2N Rn)

k

× PN ,εi,a
	
S(N )i√
N
∈

*

|ã−a|�Mε
Sε(ã) ∀ 1 � i < k;

	
τ
(N )
k

N
,
S(N )k√
N




∈ Tε(i)× Sε(a�)



,

(7.3)

where PN ,εi,a denotes probability for (τ
(N )
k , S(N )k )k�0 with (τ

(N )
0 , S(N )0 ) sampled

uniformly from TεN (i)×SεN (a)∩Z3even. Changing variable k = s log N , using
σ 2N RN = 1+ (ϑ+o(1))/ log N , and applying Lemma 3.3 on the convergence
of (τ (N )k , S(N )k )k�0 to a Lévy process Y · = (Y·, V·), we find that the sum above
converges to the Riemann integral

σ 2ε (
�i, �a) = 2π

� ∞

0
eϑsPεi,a

�
Vu ∈

*

|ã−a|�Mε
Sε(ã) ∀ u ∈ (0, s); (Ys , Vs) ∈ Tε(i)× Sε(a�)

�
ds,

(7.4)

123



418 F. Caravenna et al.

where Pεi,a denotes the law of the Lévy processYu = (Yu, Vu)withY0 sampled
uniformly from Tε(i)× Sε(a).
For |�i| � 2, �N ,ε(�i, �a) is defined in (4.11). The same argument as for the

case |�i| = 1 gives

σ 2ε (
�i, �a) =

�

b: |b−a|�Mε
b�: |b�−a�|�Mε, |b�−b|�Mε

√|i�−i|

2π
� ∞
0
ds eϑs

× Pεi,a
�
∃ t ∈ (0, s) s.t. (Yt− , Vt−) ∈ Tε(i)× Sε(b), (Yt , Vt ) ∈ Tε(i�)× Sε(b�);

∀ u ∈ (0, t) : Vu ∈
*

|ã−a|�Mε
Sε(ã);

∀ v ∈ (t, s) : Vv ∈
*

|b̃−b�|�Mε
Sε(b̃); (Ys , Vs) ∈ Tε(i�)× Sε(a�)

�
. (7.5)

Here t is the time (Y·, V·) jumps from Tε(i)× Sε(b) to Tε(i�)× Sε(b�).
(II) Proof of (7.2). First consider the case |�i| = 1. By translation invariance,
we may assume i = i� = 1 and a = 0. First note that

σ 2ε (
�i, �a) � 2π

� ∞

0
eϑsPε0,0

�
(Ys, Vs) ∈ Tε(0)× Sε(a�)

�
ds

= ε−22π
��

0<s<t<ε
x∈Sε(0),y∈Sε(a�)

Gϑ(t − s) g t−s
4
(y − x)dsdtdxdy,

(7.6)

where Gϑ(t − s, y − x) := Gϑ(t − s) g t−s
4
(y − x) is the weighted Green’s

function defined for the Lévy process Y s , see (3.38) and (3.37).
When a� = 0, we can relax the domain of integration in (7.6), use standard

bounds on the Gaussian kernel g, and set u := t − s to obtain

σ 2ε (
�i, �a) � 2π

��

u∈(0,ε)
Gϑ(u)gu4 (y)dudy � C

� ε

0
Gϑ(u)du �

C

log 1
ε

,

(7.7)

where we applied the asymptotics for
� ε
0 Gϑ in (3.47).

When a� �= 0, the bound for σ 2ε (�i, �a) can be improved with an extra factor
of e

−c|a�|2

log 1
ε

. Indeed, using polar coordinates (with respect to the | · |∞ norm) for
x ∈ Sε(0), we have

σ 2ε (
�i, �a) � ε−22π

��

0<s<t<ε
x∈Sε(0),y∈Sε(a�)

Gϑ(t − s) g t−s
4
(y − x)dsdtdxdy
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� ε−22π
��

0<s<t<ε
dsdt Gϑ(t − s)

�

0<r<1

2εrdr

×
�

(|a�|−r)√ε�|z|�(|a�|+2)√ε
g t−s
4
(z)dz. (7.8)

If |a�| � 2, then we can use (3.46) to bound the right hand side of (7.8) by

ε−12π
��

0<s<t<ε
dsdt Gϑ(t − s)

�

|a�|−1�|w|
g t−s
4ε
(w)dw

� ε−12π
��

0<s<t<ε
Gϑ(t − s)e−

|a�|2
2(t−s) ε dsdt

� 4π
� 1

0

1

u(log 1u + log 1ε )2
e−

|a�|2
2u du

� 4π

(log 1
ε
)2

� 1

0

1

u
e−

|a�|2
2u du = 4π

(log 1
ε
)2

� ∞

|a�|2
1

v
e−

v
2 dv � 4πe

−c|a�|2

(log 1
ε
)2
.

If 1 � |a�| < 2, then we can bound the right hand side of (7.8) by

ε−12π
��

0<s<t<ε
dsdt Gϑ (t − s)

� 1

0
2rdr

�

1−r�|w|
g t−s
4ε
(w)dw

� 2π
�

0<u<ε

Gϑ (u)
� 1

0
2re−

(1−r)2
u ε dr du � 4π

�

0<u<ε

Gϑ (u)
� 1

0
e−

r2
u ε dr du

� C
� 1

0

1

v(log 1
v
+ log 1

ε
)2

� 1

0
e−

r2
v dr dv

� C
� 1

0

1√
v(log 1

v
+ log 1

ε
)2

� ∞

0
e−s2 ds dv � C

(log 1
ε
)2
� Ce

−c|a�|2

(log 1
ε
)2
.

This concludes the proof of the upper bound in (7.2).
We now bound σ 2ε (�i, �a) for the case |�i| = 2. By relaxing all the constraints

in (7.5) except (Ys, Vs) ∈ Tε(i�)× Sε(a�), we note that except for a change of
constants, the bound in (7.2) for |�i| = 1 also applies in this case. In particular,
the bound in (7.2) holds for |�i| = 2 and |�a| �= 0. For |�i| = 2 and |�a| = 0, let
us assume for simplicity that i = 1, i� = 2, and a = 0. Again, relaxing all
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constraints in (7.5) except the constraint on (Ys, Vs), we have

σ 2ε (
�i, �a) � Cε−2

��

0<s<ε<t<2ε
x,y∈Sε(0)

Gϑ(t − s)g t−s
4
(y − x)dxdydsdt

� Cε−1
��

0<s<ε<t<2ε
Gϑ(t − s)dsdt � C

� ε

0
uGϑ(u)du

� C
� ε

0

1

(log 1u )
2
du � C

(log 1
ε
)2
.

(7.9)

The upper bound in (7.2) also holds.
We now consider the case |�i| � 3. We first ignore the constraints on Vr

for r ∈ (0, t) ∪ (t, s) in (7.5). Using the weighted Green’s function Gϑ and
the Lévy measure 1(0,1)t gt/4dtdx for the Lévy process Y s = (Ys, Vs) (see [18,
Section 2]), we obtain the bound

σ 2ε (
�i, �a) �

�

b: |b|�Mε
b� : |b�−a� |�Mε, |b�−b|�Mε

√
|�i|

Cε−2
��

0<s<t<ε
x∈Sε(0),y∈Sε(b)

×
��

(i�−1)ε<s�<t �<i�ε
x �∈Sε(b�),y�∈Sε(a�)

dxdydx �dy�dsdtds�dt �

Gϑ (t − s)g t−s
4
(y − x) ·

g s�−t
4
(x � − y)
s� − t · Gϑ (t � − s�) · g t �−s�

4
(y� − x �).

Since |�i| = i� − i+ 1 � 3, we can bound 1
s�−t �

1
(|�i|−2)ε �

3
|�i|ε to obtain

σ 2ε (
�i, �a) � C

|�i|ε3
��

0<s<t<ε
(i�−1)ε<s�<t �<i�ε

×
��

x∈Sε(0)
y�∈Sε(a�)

Gϑ (t − s)Gϑ (t � − s�)g t �−s
4
(y� − x) dsdtds�dt �dxdy�

� C

|�i|ε3
� � ε

0
Gϑ (u)du

�2
��

0<s<ε
(i�−1)ε<t �<i�ε

��

x∈Sε(0)
y�∈Sε(a�)

g t �−s
4
(y� − x) dsdt �dxdy�

� C

(log 1
ε
)2

e−c|�a|2/|�i|

|�i|2 , (7.10)

where we first relaxed the constraints on b and b�, then successively integrated
out y, x �, s�, and t and applied (3.47), while in the last inequality, we applied
a uniform bound on the heat kernel g t �−s

4
(y� − x). This concludes the proof of

the upper bound in (7.2). ��
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7.2 Fourth moment estimates

We next study the fourth moment.

Lemma 7.2 Let�(cg)N ,ε(
�i, �a)bedefinedas in (4.11), with (�i, �a) = ((i, i�), (a,a�))

∈ Tε defined in (4.5). There exist c,C ∈ (0,∞) uniform in (�i, �a), such that
for all ε > 0 sufficiently small,

lim sup
N→∞

E
�
�
(cg)
N ,ε(
�i, �a)4� <

Ce−c|�a|/
√
|�i|1{|�a|�Mε

√
|�i|}

log 1
ε

. (7.11)

Proof We first prove (7.11) for |�i| = i� − i + 1 � 2. Consider a time-space
block (�i, �a) = ((i, i�), (a,a�)) with |�a| � Mε

+

|�i| and assume without loss of
generality that i = i� = 1 and a = 0. The case |�i| = 2 is similar (just replace ε
by 2ε). We will compare�(cg)N ,ε(

�,�a) with an averaged partition function so that
Theorem 6.1 can be applied.
Let us recall the polynomial chaos expansion of �(cg)N ,ε(

�i, �a) from (4.11)

�
(cg)
N ,ε(
�,�a) := 2

εN

�

(d,x)∈BεN (1,0)
( f,y)∈BεN (1,a�)
with d� f

X (diff)d, f (x, y),

which is essentially an average of point-to-point partition functions with aver-
age over (d, x) and ( f, y) in the bulk instead of through boundary conditions
at time 0 and εN respectively. To compare with an averaged partition function

as in Theorem 6.1, we replace �(cg)N ,ε(
�,�a) by

� := 2

εN

�

z1,z2∈Z2

�

(d,x)∈BεN (1,0)
( f,y)∈BεN (1,a�)
with d� f

1SεN (0)(z1)q0,d(z1, x)X
(diff)
d, f (x, y)q f,εN (y, z2)

×1SεN (a�)(z2), (7.12)

where SεN (a) = ((a − (1, 1))
√
εN ,a

√
εN ] and we note that uniformly in

(d, x) ∈ BεN (1, 0) and ( f, y) ∈ BεN (1,a�), we have
�

z1,z2∈Z2
1SεN (0)(z1)q0,d(z1, x)q f,εN (y, z2)1SεN (a�)(z2) � C > 0.
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Therefore E[�(cg)N ,ε(
�i, �a)4] � CE[�4] because in the expansion for the fourth

moment, all terms are non-negative if we assume E[ξ3N ] � 0, which we may
assume from now on since our bounds are in terms of |E[ξ kN ]| for 1 � k � 4
(see the proof of Theorem6.1). In the definition of�, we can further remove the
constraint on y and the summation constraints in the definition of X (diff)d, f (x, y)
in (4.9)–(4.10), which gives the centred partition function

ZβNεN (ϕ, ψ)− E[ZβNεN (ϕ, ψ)]

as defined in Theorem 6.1, with ϕ(x) = 1S1(0)(x) and ψ(x) = 1S1(a�)(x).
Therefore for N large, we have

E
�
�
(cg)
N ,ε(
�i, �a)4� � C�(ZβNεN (ϕ, ψ)− E[ZβNεN (ϕ, ψ)])4

�

� C

log 1
ε

�
�
�
ϕ

w

�
�
�
4

2
�ψ�4∞�w1S1(a�)�42 �

Ce−|a�−a|

log 1
ε

,
(7.13)

where we applied Theorem 6.1 with N set to εN , T = 1/ε, p = q = 2, h = 4,
and w(x) = e−|x |. This proves (7.11) for |�i| � 2.
We now consider the case |�i| � 3. Recall the definition of �(cg)N ,ε(

�i, �a) from
(4.11), we can rewrite it as

�
(cg)
N ,ε(
�i, �a) =

�

b,b�
�
(cg)
N ,ε(
�i, (a,b), (b�,a�)), (7.14)

where

�
(cg)
N ,ε (

�i, (a,b), (b�, a�))

= 2

εN

�

(d,x)∈BεN (i,a)
( f �,y�)∈BεN (i�,a�)

�

( f,y)∈BεN (i,b)
(d �,x �)∈BεN (i�,b�)
d� f, d �� f �

X (diff)d, f (x, y) q f,d � (y, x
�) X (diff)d �, f � (x

�, y�).

(7.15)

For each (b,b�), because i� − i � 2, we can apply Lemma 3.2 (with m = εN )
to bound

q f,d �(y, x
�) � C

εN |�i| e
−c|b−b�|2/|�i|
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uniformly in ( f, y) ∈ BεN (i,b) and (d �, x �) ∈ BεN (i�,b�). We can make this
replacement in the bound for the fourth moment to obtain

E
�
�
(cg)
N ,ε(
�i, �a)4� � C E

(��

b,b�
�
(cg)
N ,ε((i, i), (a,b))

e−c|b−b�|2/|�i|

|�i|

×�(cg)N ,ε((i
�, i�), (b�,a�))

�4)
. (7.16)

By triangle inequality, we can split the sum over b,b� into three parts (with
overlaps): (1) |b − a| � |�a|/3; (2) |b� − a�| � |�a|/3; |b� − b| � |�a|/3. It
suffices to bound the fourth moment of each part.
For part (1), we can bound

E

(� �

b,b�
|b−a|�|�a|/3

�
(cg)
N ,ε ((i, i), (a,b))

e−c|b−b� |2/|�i|

|�i| �
(cg)
N ,ε ((i

�, i�), (b�,a�))
�4)

� E
(� �

b:|b−a|�|�a|/3
�
(cg)
N ,ε ((i, i), (a,b))

�4)
E

(��

b�
�
(cg)
N ,ε ((i

�, i�), (b�,a�))
�4)
,

(7.17)

where the inequality can be justified if we first expand the power and take

expectation and then bound e
−c|b−b�|2/|�i|

|�i| < 1; we also used the independence of

�
(cg)
N ,ε((i, i), ·) and�(cg)N ,ε((i

�, i�), ·). For the first factor in (7.17), we can expand
the power and bound

E

(� �

|b−a|�|�a|/3
�
(cg)
N ,ε ((i, i), (a,b))

�4) =
�

|bi−a|�|�a|/3
for 1�i�4

E

( 4�

i=1
�
(cg)
N ,ε ((i, i), (a,bi ))

)

�
�

|bi−a|�|�a|/3
for 1�i�4

4�

i=1
E

(
�
(cg)
N ,ε ((i, i), (a,bi ))

4
) 1
4

=
� �

|b−a|�|�a|/3
E

(
�
(cg)
N ,ε ((i, i), (a,b))

4
) 1
4
�4
� Ce

−c|�a|

log 1
ε

,

where in the last inequality, we applied the fourth moment bound (7.13)
for �(cg)N ,ε(

�i, ·) with |�i| = 1. The second factor in (7.17) can be bounded

the same way without the factor e−c|�a|. This implies that when the sum in
(7.16) is restricted to |b − a| � |�a|/3, we get a fourth moment bound of
Ce−c|�a|/(log 1

ε
)2. The same bound holds if the sum is restricted to |b� − a�| �

|�a|/3.
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When the sum in (7.16) is restricted to |b − b�| � |�a|/3, we can bound
e−c|b−b�|2/|�i|

|�i| � e−c|�a|2/|�i|. The rest of the calculations is the same as before,

which leads to a fourth moment bound of Ce−c|�a|2/|�i|/(log 1
ε
)2. Combined

with the previous estimates, it is clear that (7.11) holds. This concludes the
proof of Lemma 7.2. ��

8 Moment estimates for the coarse-grained model

In this section,wewill prove an analogue ofTheorem6.1 for the coarse-grained
model (defined in (4.8)), that we rewrite for convenience:

Z
(cg)
ε (ϕ, ψ |�)

:= 1
2
g 1
2
(ϕ, ψ) + ε

2

(log 1
ε
)2�

r=1

�

b,c∈Z2

�

(�i1,...,�ir )∈ �A(no triple)ε

(�a1,...,�ar )∈ �A(diff)ε; b,c

ϕε(b)g 1
2 i1
(a1 − b)�(�i1, �a1)

×
 r�

j=2
g 1
2 (i j−i�j−1)(a j − a

�
j−1)�(�i j , �a j )

�

g 1
2 (
1ε �−i�r )

(c− a�r )ψε(c),

(8.1)

with coarse-grained disorder variables �(�i, �a) := �
(cg)
N ,ε(
�i, �a) (see (4.11))

indexed by time-space blocks (�i, �a) = ((i, i�), (a,a�)) in the set Tε (see
(4.5)), while ϕε, ψε : Z2 → R are defined by (4.7) from ϕ ∈ Cc(R2) and
ψ ∈ Cb(R2).
We will prove the following analogue of Theorem 6.1 for the 4-th moment

of the coarse-grained model.

Theorem 8.1 Let ZN ,ε(ϕ, ψ) := Z
(cg)
ε (ϕ, ψ |�(cg)N ,ε) be the coarse-grained

model defined above. Further assume that �ψ�∞ <∞ andψ is supported on
a ball B (possibly B = Rd). Then for any p, q ∈ (1,∞) with 1p + 1

q = 1 and
any w : R2 → (0,∞) such that logw is Lipschitz continuous, there exists
C ∈ (0,∞) such that uniformly in ε ∈ (0, 1),

lim sup
N→∞

E

(�
ZN ,ε(ϕ, ψ)− E[ZN ,ε(ϕ, ψ)]

�4
)

� Cε
4
p

�
�
�
ϕε

wε

�
�
�
4

�p(Z2)
�ψ�4∞�w1B�4q , (8.2)

where wε : Z2→ R is defined from w by (4.7).
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Proof Wewill adapt the proof of Theorem 6.1 to the current setting. The com-
plication is that the coarse-grained disorder variables �(cg)N ,ε(

�i, �a) are assigned
to time-space blocks (�i, �a) instead of individual lattice sites. We will therefore
divide the proof into two parts: first, expand the fourth moment and perform
a resummation to bring it into a similar framework as in the proof of Theo-
rem 6.1; second, give the necessary bounds analogous to those in the proof of
Theorem 6.1.
Part I. Expansion. First, as in (6.4) in the proof of Theorem 6.1, denote

Mϕ,ψ
N ,ε := E

(�
ZN ,ε(ϕ, ψ)− E[ZN ,ε(ϕ, ψ)]

�4
)

= ε4

16
E

(� (log
1
ε
)2�

r=1

�

b,c∈Z2

�

(�i1,...,�ir )∈ �A(no triple)ε

(�a1,...,�ar )∈ �A(diff)ε; b,c

ϕε(b)g 1
2 i1
(a1 − b)�(cg)N ,ε(

�i1, �a1)

×
 r�

j=2
g 1
2 (i j−i�j−1)(a j − a

�
j−1)�

(cg)
N ,ε(
�i j , �a j )

!
g 1
2 (
1
ε
−i�r )(c− a

�
r )ψε(c)

�4)
.

(8.3)

By assumption, we have |ψε| � �ψ�∞1Bε , where Bε = B/
√
ε. By the same

reasoning as in the proof of Theorem 6.1 (see the discussion leading to (6.12)),
we can replace ψ by �ψ�∞1Bε and replace g 1

2 (
1
ε
−i�r )(·) by g 12 (ñ−i�r )(·) (with

ñ first summed over [ε−1, 2ε−1], then extended to [1, 2ε−1]) to obtain the
following bound

Mϕ,ψ
N ,ε � C�ψ�4∞ ε5

2/ε�

ñ=1
E

(� ∞�

r=1

�

b,c∈Z2

�

(�i1,...,�ir )∈ �A(no triple)ε

(�a1,...,�ar )∈ �A(diff)ε;b,c

ϕε(b)g 1
2 i1
(a1 − b)�(cg)N ,ε (

�i1, �a1)

×
 r�

j=2
g 1
2 (i j−i�j−1)(a j − a

�
j−1)�

(cg)
N ,ε (
�i j , �a j )

�

g 1
2 (ñ−i�r )(c− a

�
r )1Bε (c)

�4)
.

(8.4)

We then expand the product in (8.4) to obtain the sumover 4 sequences of time-
space blocks, each time-space block contributing a�(cg)N ,ε variable. Because we
will bound the sum by taking the absolute value of each summand, we can
relax the summation constraint on r to obtain an upper bound. Also note that

thanks to the assumption ϕ ∈ Cc(R2) and the diffusive constraint �A(diff)ε;b,c (see
(4.6)), we have a sum with finitely many terms, which allows us to pass the
limit N →∞ inside the sum later. For each�(cg)N ,ε(

�i, �a)with |�i| = i�− i+1 � 2,
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Fig. 4 A depiction of the expansion of the fourth moment of the coarse-grained model that
satisfy conditions (a)–(g). There are four time-space renewal sequences, each depicted in a
different colour. Different sequences visit differentmesoscopic boxesBεN (i, a), but each visited
box must be visited by at least two sequences to give a non-zero contribution. The first two time
strips are visited by the two renewal sequences coloured black and red, which match in the
disorder they sample. These two strips are grouped together as a block of type U. The third and
fourth time strips are visited by three renewal sequences, coloured black, red, and green, which
form a block of type V and its width cannot exceed 4. Within this V block, the spatial boxes of
entry by the three renewals are all within distance 2Mε of each other, 2 of which match exactly.
The last time strip is only visited by two renewal sequences, coloured blue and red, which also
forms a U block

we further expand it as

�
(cg)
N ,ε(
�i, �a) =

�

b: |b−a|�Mε
b�: |b�−a�|�Mε
|b�−b|�Mε

√
|�i�|

�
(cg)
N ,ε(
�i, (a,b), (b�,a�)), (8.5)

where �(cg)N ,ε(
�i, (a,b), (b�,a�)) is defined as �(cg)N ,ε(

�i, �a), except the sum in its
definition in (4.11) is restricted to a fixed choice of �b := (b,b�). The expansion
of the product in (8.4) then gives 4 sequences of coarse-grained disorder vari-
ables �(cg)N ,ε , some of which may visit two distinct mesoscopic time intervals
with indices i, i� due to the expansion in (8.5). If we record the indices of the
visited mesoscopic time intervals and the mesoscopic spatial boxes of entry
and exit in each time interval, thenwe obtain 4 sequences of time-space indices
(i j1,a

j
1,b

j
1), …, (i

j
r j ,a

j
r j ,b

j
r j ), 1 � j � 4. We will call each such sequence

a mesoscopic time-space renewal sequence, or just renewal sequence (see
Fig. 4).
We will rearrange the expansion of (8.4) as follows:
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(1) Sum over the set
,4
j=1{i j1, . . . , i jr j } =: {n1, . . . , nr }.

(2) For each time index ni , 1 � i � r , sum over the set of indices Ji ⊂
{1, . . . , 4}, which determine the renewal sequences that visit time interval
ni .

(3) For each j ∈ Ji , i.e., a renewal sequence that visits time interval ni , sum
over the indices (a ji ,b

j
i ) that determine the spatial boxes of entry and exit

in that time interval.

Given a choice of these summation indices, the summand contains a product of
coarse grained disorder variables of either the form�(cg)N ,ε((ni , ni ), (ai ,bi )) =:
�
(cg)
N ,ε(ni ; ai ,bi ) or the form �(cg)N ,ε((ni , n j ), (ai ,bi ), (a j ,b j )), connected by

heat kernels g 1
2 (nk−nl ) (ak − bl). For such a product to have non-zero expec-

tation, we have the following constraints (see Fig. 4):

(a) |Ji | � 2 for each 1 � i � r ;
(b) If |Ji | = 2, say Ji = {k, l} ⊂ {1, . . . , 4}, then we must have aki = ali and

bki = bli ;
(c) If |Ji | � 3, then for each sequence k ∈ Ji , there must be another sequence
l ∈ Ji such that |aki − ali | � 2Mε, where Mε = log log 1ε as in (4.2).

If (c) is violated, then by the spatial constraint in the definition of �(cg)N ,ε in
(4.11), there will be a coarse-grained disorder variable visiting time interval
ni , which is independent of all other coarse-grained disorder variables in the
product, and hence leads to zero expectation.

The summation constraints �A(no triple)ε and �A(diff)ε;b,c (see (4.4) and (4.6))
in the definition (8.1) of the coarse-grained model implies the following
additional constraints on the summation indices r , (ni )1�i�r , (Ji )1�i�r , and
(a ji ,b

j
i )1�i�r, j∈Ji :

(d) For all 1 � i � r and each renewal sequencewith index j ∈ Ji , |b ji −a ji | �
Mε;

(e) For 1 � j � 4 and 1 � i1 < i2 � r , if j ∈ Ji1 ∩ Ji2 and j /∈ Ji for
all i1 < i < i2 (namely renewal sequence j visits the mesoscopic time
intervalswith indices ni1 and ni2 , but nothing in between), then |a ji2−b

j
i1
| �

Mε
√
ni2 − ni1 ;

(f) Kε � n1 < n2 < · · · < nr � 1
ε
− Kε, where Kε = (log 1ε )6 as in (4.2);

(g) (n1, . . . , nr ) can be partitioned into consecutive stretchesD1, . . . ,Dm such
that each Di consists of consecutive integers, with a gap between Di and
Di+1. Then eachD· = (ni , ni+1 = ni+1, . . . , n j = ni+( j−i)) haswidth
n j − ni + 1 � 4, since |Jnl | � 2 for i � l � j (namely the mesoscopic
time interval with index nl is visited by at least two renewal sequences),
and each sequence can visit at most two mesoscopic time intervals with

indices among ni , ni+1, . . . , n j by the constraint �A(no triple)ε .
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Conditions (d)–(e) follow from the definitions of �A(diff)ε in (4.6) and �(cg)N ,ε

in (4.11), while conditions (f)–(g) follow from the definition of �A(no triple)ε in
(4.4).
To handle the dependency among the coarse-grained disorder variables

in the expansion of (8.4), we perform a further resummation. First parti-
tion (n1, . . . , nr ) into consecutive stretches D1, . . . ,Dm as in (g), so that
{n1, . . . , nr } = ,m

i=1Di . For each Di , let J̃i :=
,
j∈Di J j , which records

which of the 4 renewal sequences visits the stretch Di . Next we group
together consecutive Di1,Di1+1, . . . ,Di2 with the same J̃i = {k, l} for some
k �= l ∈ {1, . . . , 4}, and only keep track of s := minDi1 and t := maxDi2 ,
thus effectively replacing

,
i1�i�i2 Di by [s, t]. This allows us to identify

from (n1, . . . , nr ) a sequence of disjoint time intervals (which we call blocks)
Ii = [si , ti ] ∩N, 1 � i � k, each associated with a label set Ji ⊂ {1, . . . , 4}.
Some of these intervals arise from

,
i1�i�i2 Di as above, which are visited by

exactly 2 renewal sequences, the rest coincide with the original Di ’s. We can
then rewrite the expansion of (8.4) as follows:

(1’) Sum over integers Kε < s1 � t1 < s2 � t2 < · · · < sk � tk < ñ � 2
ε
,

with si+1 − ti � 2 for each i (recall the summation index ñ from (8.4)).
Denote Ii := [si , ti ] ∩ N.

(2’) For each block Ii , sum over the set of indices Ji ⊂ {1, . . . , 4} with |Ji | �
2. If |Ji | = 2, we call Ii a block of type U because it leads to contributions
similar toUs(z1, z2) in (6.14) (see also (3.41)); otherwise we call it a block
of type V. There are no consecutive blocks Ii , Ii+1 of both type U with the
same label set Ji = Ji+1, and each block Ii of type V must have length
|Ii | � 4. See Fig. 4 for an illustration.

(3’) For each block Ii and each renewal sequence j ∈ Ji that visits block
Ii , sum over time-space indices (σ ji ,a

j
i ) and (τ

j
i ,b

j
i ) with si � σ

j
i �

τ
j
i � ti and a

j
i ,b

j
i ∈ Z2, which identifies the mesoscopic time-space

blocks of entry and exit by the j-th renewal sequence in the time interval
Ii = [si , ti ] ∩ N.

The constraints imposed in (d)–(g) carry over, so we do not repeat them here.
To rewrite the expansion of (8.4) in a form that fits the framework developed

in the proof of Theorem 6.1, we will carry out the following steps, that we
describe below.

(A) To decouple different blocks, replace each coarse-grained disorder variable
�
(cg)
N ,ε (it will arise as a summand in (8.5)) that visits two consecutive blocks

Ii and Ii+1 by the product of two coarse-grained disorder variables of the
form �(cg)N ,ε(

�i, �a) with |�i| = 1, joined by a heat kernel.
(B) Bound the moments of the effective disorder variable associated with each

U block and V block.
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(C) Modification of the heat kernels g 1
2 (si+1−ti )(·) connecting different blocks.

In particular, carry out a Chapman–Kolmogorov type decomposition for
the heat kernels as in the proof of Theorem 6.1, so that we sum over the
spatial locations for all 4 renewal sequences at the beginning and end of
each block Ii .

This rewriting will introduce a constant factor for each block, but it will not
affect our final result. We now give the details for (A)–(C).
(A) Note the technical complication that given a realisation of the sum-

mation indices in (1’)–(3’), there could be coarse-grained disorder variables
�
(cg)
N ,ε((τ

j
i1
, σ

j
i2
), (a ji1,b

j
i1
), (a ji2,b

j
i2
)) (see (8.5)) that visit two distinct blocks

Ii1 = [si1, ti1] ∩N and Ii2 = [si2, ti2] ∩N for some i1 < i2, due to the contri-
bution from the j-th renewal sequence for some j ∈ Ji1 ∩ Ji2 . In particular,
τ
j
i1
∈ Ii1 and σ ji2 ∈ Ii2 . Recall from (8.5) and (4.11) that

�
(cg)
N ,ε ((τ

j
i1
, σ
j
i2
), (a ji1 , b

j
i1
), (a ji2 , b

j
i2
))

= 2

εN

�

(d,x)∈BεN (τ ji1 ,a
j
i1
)

( f �,y�)∈BεN (σ ji2 ,b
j
i2
)

�

( f,y)∈BεN (τ ji1 ,b
j
i1
)

(d �,x �)∈BεN (σ ji2 ,a
j
i2
)

d� f, d �� f �

X (diff)d, f (x, y) q f,d �(y, x
�) X (diff)d �, f � (x

�, y�).

(8.6)

Note that by the definition of a U block, if Ii1 is a block of typeU, thenwemust
have τ ji1 = ti1 , the last time index in the block Ii1 ; while if Ii1 is a block of type
V, then we must have τ ji1 � si1 � ti1 − 3 because V blocks of length at most
4. Similarly, if Ii2 is of type of U, then we must have σ

j
i2
= si2 , the first time

in the block Ii2 ; while if Ii2 is type V, then we must have σ
j
i2
� ti2 � si2 + 3.

Therefore d � − f � (si2 − ti1 + 7)εN . On the other hand, Ii1 and Ii2 are
distinct blocks and hence si2 − ti1 � 2 and d � − f � εN . We can therefore
apply Lemma 3.2 with m = εN , n1 = d � − f , n2 = si2 − ti1 and �1 = 10 to
bound

sup
( f,y)∈BεN (τ ji1 ,b

j
i1
)

(d �,x �)∈BεN (σ ji2 ,a
j
i2
)

q f,d �(y, x
�) � C

εN
g10(si2−ti1 ) (a

j
i2
− b ji1). (8.7)
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Applying this bound in (8.6) then allows us to make the replacement (recall
the definition of �(cg)N ,ε from (4.11))

�
(cg)
N ,ε((τ

j
i1
, σ

j
i2
), (a ji1,b

j
i1
), (a ji2,b

j
i2
))

�� C�(cg)N ,ε(τ
j
i1
; a ji1,b

j
i1
) g10(si2−ti1 ) (a

j
i2
− b ji1) �

(cg)
N ,ε(σ

j
i2
; a ji2,b

j
i2
).
(8.8)

Of course this is not an upper bound since �(cg)N ,ε could be negative. However,
whenwecompute themoment in (8.4),we endupwith products of themoments
of�(cg)N ,ε’s and its constituent ξN ’s, which are then be bounded by their absolute
values. Applying (8.7) at this point gives a true upper bound, which has the
same effect as making the replacement (8.8) in the expansion before taking
expectation, and then compute the moment as in (8.4). To keep the notation
simple, we will assume this replacement from now on, so that the expansion
of (8.4) now contains only �(cg)N ,ε(i; a,b) that visits a single mesoscopic time
intervalTεN (i), which simplifies the expansion from (8.4). The cost is replacing
some heat kernel g i

2
(·) (more accurately, the associated randomwalk transition

kernel) by Cg10i(·) as in (8.7).
(B)Wenow consider a U block I = [s, t]∩N. Assumingw.l.o.g.J = {1, 2}

so that only renewal sequences 1 and 2 in the expansion of (8.4) visit block
I. Let a,b ∈ Z2 be spatial indices for the mesoscopic boxes of entry and exit
in the time interval I. Then the coarse-grained disorder variables�(cg)N ,ε visited
by renewal sequences 1 and 2 in the time interval I must match perfectly in
order to have non-zero expectation. Taking expectation in (8.4), each U block
in the expansion therein leads to the following quantity analogous toUN (n, x)
defined in (3.40) and (3.41):

U
(cg)
N ,ε(t − s,b− a)

:=
�

(�i1,...,�ir )∈ �A(no triple)ε

(�a1,...,�ar )∈ �A(diff)ε

i1=s,i�r=t,a1=a,a�r=b

E[�(cg)N ,ε(
�i1, �a1)2]

r�

j=2
g21
2 (i j−i�j−1)

(a j − a�j−1)E[�(cg)N ,ε(
�i j , �a j )2],

(8.9)

where �A(no triple)ε and �A(diff)ε are defined in (5.70) and (5.71). Because the sum
above is a sum over finitely many terms, by Lemma 7.1, the following limit
exists

U
(cg)
∞,ε(t − s,b− a) := lim

N→∞U
(cg)
N ,ε(t − s,b− a). (8.10)
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We next consider a V block I = [s, t] ∩ N with size t − s + 1 � 4. Let
J ⊂ {1, 2, 3, 4} denote the set of renewal sequences that visit I. To have non-
zero expectation in the expansion of (8.4), we must have |J| � 3 (|J| = 2
would make it a U block instead). Each renewal sequence can visit at most two
mesoscopic time intervals with indices in I. For each renewal sequence j ∈ J
that visits block I, let (σ j ,a j ) and (τ j ,b j ) be the indices of the mesoscopic
time-space boxes of entry and exit in I. In the expectation in (8.4), such a V
block then leads to the following factor

V (cg)N ,ε ((σ
j , τ j ,a j ,b j ) j∈J) := E

(�

j∈J
�
(cg)
N ,ε((σ

j , τ j ), (a j ,b j ))
)

�
�

j∈J
1{∃ j �=k∈J,|a j−ak |�6Mε}E

(
�
(cg)
N ,ε((σ

j , τ j ), (a j ,b j ))4
) 1
4
,

where the indicators follow from the local dependence of �(cg)N ,ε from its def-

inition in (4.11). Applying (7.11) with |�i| � 4 (since V blocks have length at
most 4) then gives

lim sup
N→∞

V (cg)N ,ε ((σ
j , τ j ,a j ,b j ) j∈J)

� C

(log 1
ε
)
|J|
4

�

j∈J
1{∃ k∈J,k �= j,|a j−ak |�6Mε;

|b j−a j |�Mε}
e−|b j−a j |

=: V (cg),J∞,ε (a,b). (8.11)

(C)Wenextmodify the heat kernels connecting different blocksIi . First, we
will contract eachVblockIi = [si , ti ]∩N into a block of size 1.Note that every
heat kernel in the expansion connects two different blocks Ii1 = [si1, ti1] ∩N
and Ii2 = [si2, ti2] ∩ N, i1 < i2, and are of the form g 1

2 (σi2−τi1 )(ai2 − bi1) for
some τi1 ∈ Ii1 and σi2 ∈ Ii2 with |ai2−bi1 | � Mε

√
σi2 − τi1 . The heat kernel

g 1
2 (σi2−τi1 )(·) from time τi1 to σi2 may jump over multiple blocks of type V. If
we contract the time span [τi1, σi2] of the heat kernel by shrinking each block
of type V that intersects [τi1, σi2] into a block of size 1, and let u denote the
length of the reduced time span for the heat kernel, then u � 1

4(σi2−τi1) since
blocks of type V have length at most 4. Therefore

g 1
2 (σi2−τi1 )(ai2 − bi1) � 8g2u(ai2 − bi1).
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The heat kernels introduced in (8.7) are of the form g10(σi2−τi1 )(ai2 − bi1)
and can similarly be bounded by 8g80u(ai2 − bi1). For consistency, we will
further bound g2u(·) � 20g80u(·). This shows that at the cost of introducing a
constant factorC for each block Ii , we can assume from now on that all blocks
Ii of type V have length 1, namely si = ti , and all heat kernels appearing in
the expansion (as an upper bound for the expansion of (8.4)) are of the form
g80(si2−tsi1 )(·).
Lastly, we perform a Chapman–Kolmogorov type decomposition for each

heat kernel g80(si2−ti1 )(bi1,ai2) := g80(si2−ti1 )(ai2 − bi1) at each s j , t j ∈
(ti1, si2) ∩ N, similar to what was done in the proof of Theorem 6.1. To sim-
plify notation, let u0 = ti1, u1, . . . , uk−1, uk = si2 , with u1, . . . , uk−1 being
the times at which we want to perform the decomposition. Let x0 := bi1 ,
xk := ai2 . Then we can bound

g80(uk−u0)(x0, xk)

=
�

· · ·
�

x1,...,xk−1∈R2
g80(u1−u0)(x0, x1) · · · g80(uk−uk−1)(xk−1, xk)dx1 · · · dxk−1

�
�

x1,...,xk−1∈Z2

k�

i=1

�
2g80(ui−ui−1)(xi−1, xi )

�
,

where we have discretized the spatial integral into a sum over the lattice and
introduced a factor 2 for each intermediate time ui , 1 � i < k, as a crude
upper bound.
The steps (A)–(C) we have performed so far basically allow us to bound

the expansion (8.4) in a form that is similar to (6.12), and ready to lead to
the analogue of (6.17). The U blocks we have introduced correspond to UI

introduced in (6.14), while V blocks correspond to the disorder variable ξ ,
which even after contracting each V block into a block length 1, still has non-
trivial spatial dependence. Due to the heavy notation, we will not write down
the analogue of (6.12) here. Instead, we explain below how the analogues of
(6.17) and (6.20) can be derived.
Part II. Bounds. Based on the considerations above, we can write down an
upper bound for (8.4) that allows us to adapt the proof of Theorem 6.1. First,
we introduce some notation that parallels those in the proof of Theorem 6.1.
Similar to (6.8), for a = (a j )1� j�4,b = (b j )1� j�4 ∈ (Z2)4 and ϕ : Z2→ R,
define

Qt (a,b) :=
4�

j=1
g80t (a j ,b j ),
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Qt (ϕ,b) :=
4�

j=1

� �

c j∈Z2
ϕ(c j )g80t (b j − c j )

�
,

Qt (a, ψ) :=
4�

j=1

� �

c j∈Z2
g80t (c j − a j )ψ(c j )

�
.

Similar to (6.14), for J = {k, l} ⊂ {1, 2, 3, 4}, define (recall U (cg)∞,ε from
(8.10))

U(cg),J∞,ε (t; a,b) := 1{ak=al ,bk=bl }U (cg)∞,ε(t,bk − ak)
�

j /∈J
g80t (a j ,b j ),

(8.12)

with g0(a j ,b j ) := 1{a j=b j }. Similarly, define (recall V
(cg),J∞,ε (a,b) from

(8.11))

V(cg),J∞,ε (a,b) := V (cg),J∞,ε (a,b)
�

j /∈J
1{a j=b j }. (8.13)

To be consistent with the notation in the proof of Theorem 6.1, we will replace
J ⊂ {1, 2, 3, 4}, which determines which mesoscopic renewal sequences col-
lect coarse-grained disorder variables at time t , by a partition I % {1, 2, 3, 4},
which specifies which sequences interact with each other through the coarse-
grained disorder variables at time t . In particular, in U(cg),J∞,ε corresponding to
a U block, the associated partition I consists of J and { j} for j /∈ J, so that
|I | = 3. In V (cg),J∞,ε corresponding to a V block, if |J| = 3, then the associated
partition I consists of J and { j} for j /∈ J, so |I | = 2; if |J| = 4, then
the associated partition I is given by the connected components of {1, 2, 3, 4}
with an edge between i and j whenever |ai −a j | � 6Mε, and there can be no
singletons in the partition to ensure that V(cg),J∞,ε �= 0 (in particular, |I | = 1 or
2).
From now on, we write U(cg),I∞,ε (t; a,b) and V(cg),I∞,ε (t; a,b), replacing J by

the associated partition I % {1, 2, 3, 4}. Define

W(cg),I∞,ε (t,a,b) := 1{|I |=3}U(cg),I∞,ε (t,a,b)+ 1{|I|<3}V(cg),I∞,ε (a,b). (8.14)
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We can now write down the following upper bound for (8.4) in the limit
N →∞:

Mϕ,ψ∞,ε := lim sup
N→∞

Mϕ,ψ
N ,ε � �ψ�4∞ ε5

∞�

r=1
Cr

�

I1,...,Ir%{1,2,3,4},|Ii |�3
Kε<s1�t1<s2�···<sr�tr<sr+1� 2ε

a1,b1,...,ar ,br∈(Z2)4

Q80s1(ϕε,a1)
r�

i=1
W(cg),Ii∞,ε (ti − si ,ai ,bi )Q80(si+1−ti )(bi ,ai+1),

(8.15)

where C does not depend on ε, ar+1 := 1Bε , the sum in (8.15) contains no
consecutive Ii = Ii+1 with |Ii | = 3, and when |Ii | � 2, we must have si = ti
thanks to the contraction of the V blocks.
For λ > 0 to be chosen later, we can insert the factor e

2λ
ε

e−λ
�r+1
i=1 (si−ti−1)−λ

�r
i=1(ti−si ) � 1 into (8.15) to obtain a bound similar to

(6.17):

�
�Mϕ,ψ∞,ε

�
� � e 2λε �ψ�4∞ε5

∞�

r=1
Cr

�

I1,...,Ir

(ϕ⊗4ε ,P∗;I1λ,ε P
I1;I2
λ,ε · · ·PIr−1;Irλ,ε QIr ;∗λ,ε 1

⊗4
Bε
),

(8.16)

where given two partitions I, J % {1, . . . , 4}, with I = ∗ denoting the partition
consisting of singletons, PI,Jλ,ε are integral operators with kernels given by

PI ;Jλ,ε :=
"
QI ;Jλ,εV

J
λ,ε if |J | < 3,

QI ;Jλ,εU
J
λ,ε if |J | = 3,

(8.17)

where for a,b ∈ (Z2)4,

QI ;Jλ,ε (b,a) := 1{b∼I,a∼J }
2/ε�

n=1
e−λnQ80n(b,a),

UIλ,ε(a,b) := 1{a,b∼I }
2/ε�

n=0
e−λnU(cg),I∞,ε (n,a,b), |I | = 3,

VIλ,ε(a,b) := 1{a,b∼I }V(cg),I∞,ε (a,b), |I | < 3.

(8.18)
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Here, given a = (a j )1� j�4 ∈ (Z2)4 and a partition I % {1, 2, 3, 4}, with k I∼ l
denoting k, l belonging to the same partition element in I ,

a ∼ I denotes the constraint

⎧
⎨

⎩

∀ k I∼ l, ak = al if |I | = 3,
∀ k I∼ l, |ak − al | � 20Mε if |I | � 2.

(8.19)

We will denote (Z2)4I := {b ∈ (Z2)4 : b ∼ I }. The main difference from
(6.17) and (6.15) is that the spatial constraint there are delta functions (see
(6.7)), that is, a ∼ I withMε set to 0. Herewe also have the additional operator
VJλ,ε(a,b) because we allow b �= a. The analogue of E[ξ p] are the moments
of the coarse-grained disorder variables�(cg)N ,ε , which are now captured in V

J
λ,ε

and UJλ,ε.
As in (6.18), for a weight function wε : Z2 → R, see (4.7), we define the

weighted operators

�QI ;Jλ,ε (b,a) :=
w⊗4ε (b)
w⊗4ε (a)

QI ;Jλ,ε (b,a),

and define �UJλ,ε(a,b), �V
J
λ,ε(a,b), and�P

I,J
λ,ε similarly. For p, q > 1 with

1
p +

1
q = 1, we can then bound (8.16) via the following analogue of (6.20):

�
�Mϕ,ψ∞,ε

�
�

� e
2λ
ε �ψ�4∞ε5

∞�

r=1
Cr

�

I1,...,Ir

�
�
�
ϕ⊗4ε
w⊗4ε

�
�
�
�p((Z2)4I1

)

�
�
��P∗,I1λ,ε

�
�
�
�q→�q

�
�
��PI1;I2λ,ε

�
�
�
�q→�q · · ·

· · ·
�
�
��P
Ir−1;Ir
λ,ε

�
�
�
�q→�q

�
�
��QIr ;∗λ,ε

�
�
�
�q→�q

�
�
�1⊗4Bε w

⊗4
ε

�
�
�
�q ((Z2)4Ir

)
, (8.20)

where we still have (Z2)4I := {b ∈ (Z2)4 : b ∼ I }, but the definition of
the constraint b ∼ I has changed as in (8.19). We still regard �QI ;Jλ,ε (·, ·) and
�PI ;Jλ,ε (·, ·) as operators from �q((Z2)4J ) → �q((Z2)4I ), and similarly for

�UJλ,ε
and�VJλ,ε.

We choose λ := λ̂ε with λ̂ large but fixed so that eλε remains bounded. We
have the following analogue of Proposition 6.6, where we again omitted (Z2)4I
from � · ��p(·).
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Proposition 8.2 For some c uniformly in λ = λ̂
N > 0, ε ∈ (0, 1), and I, J ⊂{1, . . . , 4} with 1 � |I |, |J | � 3 and I �= J when |I | = |J | = 3, we have

�
�
��QI ;Jλ,ε

�
�
�
�q→�q � c1{|I |=|J |=3} + cM

8
ε1{|I |∧|J |�2}; (8.21)

�
�
��Q∗,Iλ,ε

�
�
�
�q→�q � cε

− 1q �1{|I |=3} + 1{|I |�2}M4ε
�; (8.22)

�
�
��QI ;∗λ,ε

�
�
�
�q
� cε−

1
p
�
1{|I |=3} + 1{|I |�2}M4ε

�; (8.23)
�
�
��UI

λ̂ε,ε

�
�
�
�q→�q �

c

log λ̂
for |I | = 3; (8.24)

�
�
��VIλ,ε

�
�
�
�q→�q �

c

(log 1
ε
)
3
4

for |I | � 2. (8.25)

We now substitute these bounds into (8.20) and note that when |I | = |J | =
3, each factor ��QI ;Jλ,ε ��q→�q can be controlled by ��UIλ̂ε,ε��q→�q , and when
|I | ∧ |J | � 2, the powers of Mε = log log 1

ε
from (8.21)–(8.23) can be

controlled by ��VIλ,ε�1/2�q→�q��VJλ,ε�1/2�q→�q (set ��VIλ,ε��q→�q := 1 if |I | = 3).
This leads to a convergent geometric series similar to (6.25), which gives

�
�Mϕ,ψ∞,ε

�
� � Cε

4
p

�
�
�
ϕε

wε

�
�
�
4

�p
�ψ�4∞

�
�w1B

�
�4
�q

(8.26)

for some C depending only on λ̂. This proves Theorem 8.1. ��
To conclude this section, we sketch the proof of Proposition 8.2.

Proof of Proposition 8.2 We will sketch how the proof of Proposition 6.6 can
be adapted to the current setting.
Proof of (8.21). First note that it is equivalent to

�

x∈(Z2)4I , y∈(Z2)4J
f (x)QI,Jλ,ε (x, y)

w⊗4ε (x)
w⊗4ε ( y)

g( y)

� c
�
1{|I |=|J |=3} + M8ε1{|I |∧|J |<3}

�� f ��p�g��q (8.27)

uniformly for all f ∈ �p((Z2)4I ) and g ∈ �q((Z2)4J ). We split the region of
summation into Aε = {|x − y| � C0/√ε|} and Acε. Note that the analogue
of Lemma 6.7 holds for Qλ,ε. Therefore following the same argument as in
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(6.35), the region Acε gives the contribution

�

x∈(Z2)4I , y∈(Z2)4J
(x, y)∈Acε

f (x)QI,Jλ,ε (x, y)
w⊗4ε (x)
w⊗4ε ( y)

g( y)

� Cε3
� �

x∈(Z2)4I , y∈(Z2)4J
| f (x)|p e−|x− y|

√
ε
�1/p

×
� �

x∈(Z2)4I , y∈(Z2)4J
|g( y)|q e−|x− y|

√
ε
�1/q

� Cε3−
|J |
p −

|I |
q
�
1{|I |=|J |=3} + M8ε1{|I |∧|J |<3}

�� f ��p �g��q
� C� f ��p �g��q , (8.28)

where the spatial constraints in x ∈ (Z2)4I and y ∈ (Z2)4J (see (8.19)) led to
the factor in the bracket in the third line.
In the region Aε, the factor w⊗4ε (x)/w⊗4ε ( y) is bounded. By the analogue

of Lemma 6.7 for Qλ,ε, it suffices to show

�

x∈(Z2)4I , y∈(Z2)4J

f (x)g( y)

(1+�4
i=1 |xi − yi |2)3

� c
�
1{|I |=|J |=3} + M8ε1{|I |∧|J |<3}

�� f ��p�g��q (8.29)

When |I | = |J | = 3, the proof is exactly the same as that of (6.27). When
|I |, |J | < 3, we can apply Hölder to bound the l.h.s. of (8.29) by

� �

x∈(Z2)4I , y∈(Z2)4J

f (x)p

(1+�4
i=1 |xi − yi |2)3

�1/p

×
� �

x∈(Z2)4I , y∈(Z2)4J

g( y)q

(1+�4
i=1 |xi − yi |2)3

�1/q

� CM8ε � f ��p�g��q . (8.30)

When |I | < 3 and |J | = 3 (the case |I | = 3 and |J | < 3 can be treated
identically), we can find k, l ∈ {1, 2, 3, 4} that belong to the same partition
element in I , but to different partition elements in J ; in particular, x ∈ (Z2)4I
implies |xk − xl | � 20Mε. Fix any a ∈ (0, 1/q). We can then apply Hölder to
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bound the l.h.s. of (8.29) by

� �

x∈(Z2)4I , y∈(Z2)4J

f (x)p

(1+�4
i=1 |xi − yi |2)3

· 1

(1+ |yk − yl |2a)p
�1/p

×
� �

x∈(Z2)4I , y∈(Z2)4J

g( y)q

(1+�4
i=1 |xi − yi |2)3

· (1+ |yk − yl |2a)q
�1/q

� CM8ε � f ��p�g��q ,
where in the first bracket, the sum over y is uniformly bounded by the same
argument as in the bound for (6.28), while in the second bracket, we can
distinguish between two cases: either |yk − yl | � 40Mε, in which case we
apply this bound and sum over x to get a bound of M

4
q+2a
ε �g��q ; or |yk− yl | >

40Mε � 2|xk − xl |, in which case we apply the triangle inequality

|xk − yk | + |xl − yl | � |xk − yk | + |xl − yl |
2

+ |yk − yl |
4

and follow the same argument as for (6.30) to get a bound of M4/qε �g��q ,
where M4/qε comes from summing over the redundant components of x after
selecting one component of x for each partition element of I . This concludes
the proof of (8.21).
Proof of (8.22)–(8.23). Similar to (6.36), we need to show

�

x∈(Z2)4I , y∈(Z2)4
f (x)QI,∗λ,ε(x, y)

w⊗4ε (x)
w⊗4ε ( y)

g( y)

� c ε−
1
p
�
1{|I |=3} + 1{|I |<3}M4ε

�� f ��p�g��q (8.31)

uniformly in f ∈ �p((Z2)4I ) and g ∈ �q((Z2)4). Restricted to (x, y) ∈ Acε, we
note that the bound (8.28) can now be replaced by

Cε
3− 4p

�
1{|I |=3}ε

− 3q + 1{|I |<3}M
8−2|I |
q

ε ε
−|I |q

�
� f ��p �g��q

� Cε−
1
p � f ��p �g��q .

Restricted to Aε, it suffices to bound the following analogue of (6.38):

�

x∈(Z4)hI , y∈(Z2)4
(x, y)∈Aε

f (x)g( y)
�
1+�4

i=1 |xi − yi |2
�3
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� Cε−
1
p
�
1{|I |=3} + 1{|I |<3}M4ε

�� f ��p�g��q . (8.32)

When |I | = 3, this follows by exactly the same proof as that of (6.38). When
|I | � 2, the estimate is simpler and we can apply the Hölder inequality to
bound the l.h.s. of (8.32) by

	 �

x∈(Z2)4I , y∈(Z2)4
(x, y)∈Aε

f (x)p
�
1+�4

i=1 |xi − yi |2
�3


 1
p

×
	 �

x∈(Z2)4I , y∈(Z2)4
(x, y)∈Aε

g( y)q
�
1+�4

i=1 |xi − yi |2
�3


 1
q

.

(8.33)

Since |I | � 2, the second factor can be bounded by CM4ε �g��q . For the first
factor, summing over y gives

�

y∈(Z2)4
| y−x|<C0/√ε

1
�
1+�4

i=1 |xi − yi |2
�3 � Cε

−1

uniformly in x ∈ (Z2)4I . Collecting all the bounds obtained so far then gives
(8.31).
Proof of (8.24). Assume w.l.o.g. that I % {1, 2, 3, 4} consists of the partition
elements {1, 2}, {3}, {4}. Recall from (8.18) and (8.12) that for x, y ∈ (Z2)4I ,

UI
λ̂ε,ε
(x, y) =

2/ε�

n=0
e−λ̂εn U (cg)∞,ε(n, y1 − x1)

�

i=3,4
g80n(xi , yi ).

We then have the following analogues of (6.43) and (6.44):

�

y∈(Z2)4I
UI
λ̂ε,ε
(x, y) � 4

2/ε�

n=0
e−λ̂εn

�

z∈Z2
U
(cg)
∞,ε(n, z) �

C

log λ̂
,

�

y∈(Z2)4I
UI
λ̂ε,ε
(x, y)eC |x− y|

√
ε � C

2/ε�

n=0
e−λ̂εn

�

z∈Z2
U
(cg)
∞,ε(n, z)eC |z|

√
ε � C

log λ̂
,

both of which follows from Lemma 5.9 by Fatou’s Lemma (recallU
(cg)
∞,ε from

(8.10)). The rest of the proof is exactly the same as that of (6.24).
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Proof of (8.25). Given a partition I % {1, 2, 3, 4} with |I | � 2, recall the
definition of�VIλ,ε from (8.18). We need to show that

�

x, y∈(Z2)4I
f (x)V(cg),I∞,ε (x, y)g( y)

w⊗4ε (x)
w⊗4ε ( y)

� C

(log 1
ε
)
3
4

� f ��p�g��q (8.34)

uniformly for all f ∈ �p((Z2)4I ) and g ∈ �q((Z2)4I ). As before, we consider
the sum of x, y over Aε = {|x − y| � C0/√ε|} and Acε separately and apply
Hölder’s inequality. The bound (8.25) will follow if we show that uniformly
in x ∈ (Z2)4I ,

�

y∈(Z2)4I
V(cg),I∞,ε (x, y) �

C

(log 1
ε
)
3
4

and
�

y∈(Z2)4I
V(cg),I∞,ε (x, y)eC | y−x|

√
ε

� C

(log 1
ε
)
3
4

. (8.35)

These bounds hold because (8.13) and (8.11) imply that

V(cg),I∞,ε (x, y) �
C

(log 1
ε
)
3
4

4�

i=1
1{|yi−xi |�Mε}e−|yi−xi |.

This concludes the proof of Proposition 8.2. ��

9 Proof of the main results: Theorems 1.1 and 1.2

9.1 Proof of Theorem 1.1

We can rephrase Theorem 1.1 as follows.

Theorem 9.1 Assume the same setup as in Theorem 1.1. Let k ∈ N. For
i = 1, . . . , k, assume 0 � si � ti < ∞, ϕi ∈ Cc(R2) has compact support,
and ψi ∈ Cb(R2) is bounded. Then the following convergence in distribution
holds as N →∞:

�
ZβNN ,si ,ti (ϕi , ψi )

�
i=1,...,k �⇒

�
Z ϑ
s,t (ϕi , ψi )

�
i=1,...,k, (9.1)

where ZβNN ; s,t (ϕ, ψ) :=
��
ϕ(x) ψ(y)ZβNN ; s,t (dx, dy).

We will prove Theorem 9.1 by showing that the random vector in the l.h.s.
of (9.1) converges in distribution as N → ∞ to a unique random limit. This
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in turn implies that (ZβNN ; s,t (dx, dy))0�s�t<∞ converges to a unique limit,

denoted Z ϑ = (Z ϑ
s,t (dx, dy))0�s�t<∞.

The convergence of the one point distribution in Theorem 9.1 follows from
the following result. We will explain how this can be adapted to finite dimen-
sional distributions in Remark 9.5.

Proposition 9.2 Given ϕ ∈ Cc(R2) and ψ ∈ Cb(R2), let ZN (ϕ, ψ) :=
ZβNN ,0,1(ϕ, ψ) =

��
ϕ(x)ψ(y)ZβNN (dx, dy)be as inTheorem9.1with N ∈ 2N.

Then ZN (ϕ, ψ) converges in distribution to a unique limit as N →∞.
Proof Since

E[|ZN (ϕ, ψ)|] � 1

N

�

x,y∈Z2

�
�ϕ
� x√
N

��
�
�
�ψ

� y√
N

��
�qN (y − x)

→
��

|ϕ(x)||ψ(y)|g 1
2
(y − x)dxdy,

it follows that E[|ZN (ϕ, ψ)|] is uniformly bounded in N and hence
(ZN (ϕ, ψ))N∈N is a tight family and admits subsequential weak limits.
To show that the limit is unique, it then suffices to show that for every

bounded f : R→ R, with uniformly bounded first three derivatives, the limit

lim
N→∞E[ f (ZN (ϕ, ψ))]

exists. To this end, we will show that (E[ f (ZN (ϕ, ψ))])N∈N is a Cauchy
sequence.
Theorem 4.7 allows us to approximate ZN (ϕ, ψ) by the coarse-grained

modelZ (cg)
ε (ϕ, ψ |�)with coarse-grained disorder variables� = �(cg)N ,ε , with

an L2 error that is arbitrarily small, uniformly in large N , if ε > 0 is chosen
sufficiently small. Therefore it only remains to show

lim
ε↓0 limN→∞ sup

m,n�N

�
�E[ f (Z (cg)

ε (ϕ, ψ |�(cg)m,ε ))] − E[ f (Z (cg)
ε (ϕ, ψ |�(cg)n,ε ))]

�
�=0.

(9.2)

We will prove (9.2) by applying the Lindeberg principle for multilinear poly-
nomials of dependent random variables formulated in Lemmas A.2–A.4.
Let us set �(�) := Z (cg)

ε (ϕ, ψ |�), and note from its definition in (4.8)
that �(�) is a multilinear polynomial in the variables � := (�(�i, �a))

(�i,�a)∈Tε ,
where recall from (4.5) that

Tε :=
 
(�i, �a) = ((i, i�), (a,a�)) : |�i| = i� − i+ 1 � Kε, |�a| = |a− a�| � Mε

+

|�i|
!
.
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We write �n for the coarse-grained disorder variables �
(cg)
n,ε :=

(�
(cg)
n,ε (�i, �a))(�i,�a)∈Tε , see (4.11). These satisfy Assumption A.1 with the fol-

lowing dependency neighborhoods:

• for each z1 := (�i1, �a1) ∈ Tε, its dependency neighbourhood is given by

Az1 =
 
z2 = (�i2, �a2) ∈ Tε : {i2, i�2} ∩ {i1, i�1} �= ∅,
dist({a2}, {a1,a�1}) ∧ dist({a�2}, {a1,a�1}) � 2Mε

!
;

• given z1 ∈ Tε and z2 ∈ Az1 , the dependency neighbourhood of {z1, z2} is
given by

Az1z2 = Az1 ∪ Az2 .
Recalling the definition of Tε, we see that, uniformly in ε > 0 and z ∈ Tε,

|Az| � C M2ε Kε (Mε
�
Kε)

2 = C M4ε K 2ε . (9.3)

In order to apply Lemma A.4, we first verify that condition (A.8) is satisfied
by �(�).

Lemma 9.3 The multilinear polynomial �(�) := Z
(cg)
ε (ϕ, ψ |�) satisfies

condition (A.8).

Proof Condition (A.8) reads as

∀ z1 ∈ Tε, ∀ z2 ∈ Az1, ∀ z3 ∈ Az1z2 = Az1 ∪ Az2 :
∂2ziz j� = 0 for all 1 � i, j � 3,

where ∂z denotes derivative w.r.t.�(z). Since� is multilinear in (�(z))z∈Tε ,
this condition is equivalent to the claim that no term in the expansion of �
(recall its definition from (4.8)) contains more than one of the factors �(zi ),
1 � i � 3. From the definition of �, clearly the product �(z1)�(z2) cannot
appear because z1 = ((i1, i�1), (a1,a�1)) and z2 = ((i2, i�2), (a2,a�2)) have
an overlapping time index. Similarly, if z3 ∈ Azi for either i = 1 or 2,
then the factor �(zi )�(z3) cannot appear. The last case is if z3 ∈ Az2 , but
z3 /∈ Az1 (the case z3 ∈ Az1 , z3 /∈ Az2 is the same by symmetry, since
z2 ∈ Az1 if and only if z1 ∈ Az2): let us show that �(z1)�(z3) does not
appear in �(�). Both�i1 and�i3 have an overlapping time index with�i2, hence
dist(�i1,�i3) � i�2 − i2 = |�i2| − 1 � Kε − 1, which contradicts the constraint
imposed by �A(no triple)ε in (4.4), that for �(z1)�(z3) to appear, we must have
dist(�i1,�i3) � Kε. This verifies condition (A.8). ��
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We can then apply Lemmas A.2–A.4 to bound

�
�E[ f (�(�m))] − E[ f (�(�n))]

�
� � I (m)1 + I (m)2 + I (n)1 + I (n)2 + I (m,n)3 ,

(9.4)

where I (m)1 and I (m)2 are the terms fromapplyingLemmaA.2 to h(·) = f (�(·))
and X = �m , see (A.4) and (A.5), similarly for I (n)1 and I (n)2 , while I

(m,n)
3

is the term from applying Lemma A.3 to two Gaussian families Z = �(G)m
and Z̃ = �(G)n with the same mean and covariance structure as �m and �n ,
respectively, but independent of them, see (A.6).9

We are now ready to prove (9.2) exploiting (9.4). It suffices to prove that

lim
ε↓0 lim supn→∞

I (n)1 = 0, lim
ε↓0 lim supn→∞

I (n)2 = 0, lim
ε↓0 lim supn,m→∞

I (m,n)3 = 0,
(9.5)

We will prove these relations separately, exploiting (A.9), (A.10) and (A.11)
from Lemma A.4. This will conclude the proof of Proposition 9.2.
Bound on lim sup

n→∞
I (n)1 . By (A.9), we have

|I (n)1 | � 1

2
� f ����∞ sup

z1∈Tε
E
�|�n(z1)|3

� �

z1∈Tε, z2∈Az1 , z3∈Az1z2

sup
s,t,u

E
(�
�∂z1�

�
W z1,z2
s,t,u

��
�3
) 1
3
sup
s,t,u

E
(�
�∂z2�

�
W z1,z2
s,t,u

��
�3
) 1
3

× sup
s,t,u

E
(�
�∂z3�

�
W z1,z2
s,t,u

��
�3
) 1
3
,

(9.6)

where for s, t, u ∈ [0, 1],

W z1,z2
s,t,u := su

√
t�

Az1
n + u√t�Az1z2\Az1n +√t�A

c
z1z2
n +√1− t�(G)n ,

(9.7)

with �An (z) := �n(z)1{z∈A}.
First note that by the assumption ϕ ∈ Cc(R2) and the definition of the

multilinear polynomial �(�) in (4.8), �(�) depends only on �(z) for a
finite set of z ∈ Tε. In particular, the sum in (9.6) is finite, and we can pass
lim supn→∞ inside the sum.

9 Since (�n(z))z∈Tε are uncorrelated, (�
(G)
n (z))z∈Tε are in fact independent Gaussian random

variables.
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Note that � f ����∞ is bounded by assumption, and by (7.11),

lim sup
n→∞

sup
z1∈Tε

E
�|�n(z1)|3

�
� lim sup

n→∞
sup
z1∈Tε

E
�|�n(z1)|4

�3/4 � C

(log 1
ε
)3/4

.

(9.8)

The sum in (9.6) can be bounded by

�

z1∈Tε, z2∈Az1 , z3∈Az1z2

1

3

3�

i=1
sup
s,t,u

E
(�
�∂zi�

�
W z1,z2
s,t,u

��
�4
)3/4

. (9.9)

Given z = (�i, �a) = ((i, i�), (a,a�)) ∈ Tε, by the definition of �(�) =
Z
(cg)
ε (ϕ, ψ |�) in (4.8),

∂z�(�) = ∂�(z)Z (cg)
ε (ϕ, ψ |�) = 2

ε
Z̄
(cg)
[0,i] (ϕ,1Sε(a)|�)Z̄ (cg)

[i�,1/ε](1Sε(a�), ψ |�),
(9.10)

where Z̄ (cg)
[0,i] (ϕ,1{Sε(a)}|�) denotes the centred coarse-grained model with

initial condition ϕ at time 0 and terminal condition 1Sε(a) at time i: this is just
the original coarse-grained model in (4.8) with time horizon i instead of 
1/ε�
andwith the constant term 1

2 g 12
(ϕ, ψ) omitted. (We recall thatSε(a) is a square

of side length
√
ε defined as in (5.35).) The definition of Z̄ (cg)

[i�,1/ε](1Sε(a�), ψ |�)
is similar, which is independent of Z̄ (cg)

[0,i] (ϕ,1{Sε(a)}|�). Each of ∂�(z)Z (cg)
ε ,

Z̄
(cg)
[0,i] and Z̄

(cg)
[i�,1/ε] contains a factor of ε/2 by the defintion of the coarse-

grained model in (4.8), which is why there is a prefactor of 2/ε in (9.10). We
then have

E
(�
�∂z�

�
W z1,z2
s,t,u

��
�4
)

= 16
ε4
E
(�
Z̄
(cg)
[0,i] (1Sε(0), ϕ(· −

√
εa)|W z1,z2

s,t,u )
�4)

× E
(�
Z̄
(cg)
[0,1/ε−i�](1Sε(0), ψ(· −

√
εa�)|W z1,z2

s,t,u )
�4)
, (9.11)

where we interchanged initial and terminal conditions by symmetry and used
translation invariance and independence.
We can bound the two factors in the r.h.s. of (9.11) by applying slight variants

of Theorem 8.1, which was formulated for the original coarse-grained model.
Let us focus on the first factor in the r.h.s. of (9.11), for which we need to take
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into account two differences: the time range [0, i] instead of [0, ε−1] and the
disorder W z1,z2

s,t,u instead of �n .
The first difference is immaterial, because our moment estimate Theo-

rem8.1 ismonotone increasing in the time length i ∈ [1, ε−1] (see the argument
leading to (8.4)). As a consequence, we can apply the bound in Theorem 8.1
with w(x) = e−|x | to Z̄ (cg)

[0,i] (ϕ, ψ |�n), which yields

E
(�
Z̄
(cg)
[0,i] (1Sε(0), ϕ(· −

√
εa)|�n)

�4)
� Cε

4
p
�
�
�
1S1(0)
w

�
�
�
4

�p
�ϕ�4∞�w1{Bϕ−√εa}�4q

� C�ϕ�4∞e−dist(
√
εa,Bϕ)ε

4
p ,

(9.12)

where C depends on the choice of p, q, but is uniform in i and a and in n
sufficiently large, while Bϕ is a ball that contains the support of ϕ.
The seconddifference is also immaterial, that iswe can replace�n byW

z1,z2
s,t,u

in (9.12). This is recorded in the following result, which we prove later.

Lemma 9.4 The bound (9.12) also holds if �n is replaced by W
z1,z2
s,t,u , uni-

formly in z1, z2 ∈ Tε and s, t, u ∈ [0, 1], and n large.
Similarly, we can also bound the second factor in the r.h.s. (9.11) by

E
(�
Z̄
(cg)
[0,1/ε−i�](1Sε(0), ψ(· −

√
εa�)|W z1,z2

s,t,u )
�4)

� Cε
4
p

�
�
�
1S1(0)
w

�
�
�
4

�p
�ψ�4∞�w�4q � C�ψ�4∞ε

4
p . (9.13)

Substituting these bounds into (9.11) and then (9.9) gives (for n sufficiently
large)

�

z1∈Tε, z2∈Az1
z3∈Az1z2

1

3

3�

i=1
sup
s,t,u

E
(�
�∂zi�

�
W z1,z2
s,t,u

��
�4
)3/4

� C�ϕ�3∞�ψ�3∞ε
6
p−3

�

z1=(�i1,�a1)∈Tε, z2∈Az1
z3∈Az1z2

e−
3
4 dist(

√
εa1,Bϕ)

� C�ϕ�3∞�ψ�3∞ε
6
p−5M10ε K 6ε ,

where we used the symmetry in the dependency structure between z1, z2, z3
(z2 ∈ Az1 if and only if z1 ∈ Az2) to reduce

�3
i=1 to the case i = 1,

and in the last inequality, we first summed out z2, z3 and applied the
bounds |Az1 |, |Az1z2 | � CM4ε K

2
ε from (9.3), then summed out (i

�
1,a

�
1) in
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z1 = ((i1, i�1), (a1,a�1)) where the sum over i�1 gives another factor of Kε and
the sum over a�1 gives another factor of M2ε Kε, and lastly we summed out
(i1,a1), noting that i1 ∈ {1, . . . , ε−1} while the sum over a1 gives a factor
O((
√
ε)−2) = O(ε−1) because of the exponential decay on the scale (√ε)−1

(we recall that ϕ has compact support).
We recall from (4.2) that Kε = (log 1ε )6 and Mε = log log 1ε . Choose p > 1

sufficiently close to 1 and substitute the above bound into (9.9) and then (9.6),
together with (9.8), we then obtain that for any δ ∈ (0, 1), there exists Cδ such
that

lim sup
n→∞

|I (n)1 | � Cδ εδ.

This proves the first relation in (9.5).
Bound on lim sup

n→∞
I (n)2 . By (A.10),

|I (n)2 | � 1

2
� f ����∞ sup

z1∈Tε
E
�|�n(z1)|3

� �

z1∈Tε, z2∈Az1 , z3∈Az1z2

sup
t,u
E
(�
�∂z1�

�
W z1,z2
t,u

��
�3
) 1
3
sup
t,u
E
(�
�∂z2�

�
W z1,z2
t,u

��
�3
) 1
3

× sup
t,u
E
(�
�∂z3�

�
W z1,z2
t,u

��
�3
) 1
3
,

whereW z1,z2
t,u := u√t�Az1z2n +√t�A

c
z1z2
n +√1− t�(G)n for t, u ∈ [0, 1]. The

bounds are exactly the same as for |I (1)n |, which gives lim supn→∞ |I (n)2 | �
Cδεδ for any δ ∈ (0, 1). This proves the second relation in (9.5).
Bound on lim sup

m,n→∞
I (m,n)3 . By (A.11) and the fact that �n is a family of mean

zero uncorrelated random variables,

|I (m,n)3 | � 1

2
� f ���∞

�

z∈Tε

�
E
�
�2n(z)

�− E��2m(z)
��
sup
t∈[0,1]

E
��
�∂z�(Wt )

�
�2
�

(9.14)

where Wt := √t�(G)n + √1− t�(G)m for t ∈ [0, 1]. Note that by definition,
�(�) depends only on a finite set of �z, z ∈ Tε. Therefore the sum in (9.14)
contains finitely many terms. For each z ∈ Tε,

lim
m,n→∞

�
E
�
�2n(z)

�− E��2m(z)
�� = 0
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by Lemma 7.1. On the other hand, uniformly in t ∈ [0, 1], E���∂z�(Wt )
�
�2
�

converges to a finite limit as m, n → ∞ because ∂z�(Wt ) is a multilinear
polynomial in Wt (z) for finitely many z ∈ Tε, while its second moment is
a multilinear polynomial of E[W 2

t (z)], z ∈ Tε, each of which converges by
Lemma 7.1. It follows that lim supm,n→∞ |I (m,n)3 | = 0, which is stronger than
the third relation in (9.5).
Conclusion. Assuming Lemma 9.4, we have proved (9.5). This implies (9.2)
and finally completes the proof of Proposition 9.2. ��
Remark 9.5 (Extension to finite-dimensional distribution) Finally, to prove
the finite-dimensional distribution convergence in Theorem 9.1, we argue
as in the proof of Proposition 9.2. First we approximate the components
ZβNN ,si ,ti (ϕi , ψi ) of the random vector in the l.h.s. of (9.1) by coarse-grained
models Z (cg)

ε,si ,ti (ϕi , ψi |�), with the same coarse-grained disorder variables
� = �

(cg)
N ,ε , which we can do with a small L

2 error, uniformly in large N ,
provided we choose ε > 0 small enough, by Theorem 4.7.
It remains to apply a Lindeberg principle for a vector of multilinear poly-

nomials, which is given in Remark A.5. The estimates needed are exactly the
same as in the Lindeberg principle for a single multilinear polynomial. This
concludes the proof of Theorem 9.1.

Proof of Lemma 9.4 We re-examine the proof of Theorem 8.1. First note that,
similar to the L2 orthogonal decomposition of�n(i,a)with |�i| � 1 as in (8.5),
we can write

W z1,z2
s,t,u (

�i, �a) =
�

b: |b−a|�Mε,b�: |b�−a�|�Mε
|b�−b|�Mε

√
|�i|

W z1,z2
s,t,u (

�i, (a,b), (b�,a�)), (9.15)

where W z1,z2
s,t,u (

�i, (a,b), (b�,a�)) are defined through the same mixture as
in (9.7) between �n(�i, (a,b), (b�,a�)) and �(G)n (�i, (a,b), (b�,a�)), with the
latter being independent normals with mean 0 and the same variance as
�n(�i, (a,b), (b�,a�)). We can then carry out the same expansion as for (8.4),
and note that: whenever a product of coarse-grained disorder variables�n has
zero expectation because of the presence of some �n(i,a) with either (i,a)
or (i�,a�) unmatched by any other �n in the product, the same is true if the
family �n is replaced by W

z1,z2
s,t,u ; similarly, whenever two collections of �n

variables are independent of each other, the same is true if �n is replaced by
W z1,z2
s,t,u . This implies that the expansion and re-summation carried out for the

r.h.s. of (8.4), as well as the accompanying constraints on summation indices,
also apply when �n is replaced by W

z1,z2
s,t,u .
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Next we claim that, for W z1,z2
s,t,u ((i1, i2), (a1,b1), (a2,b2)) that visits two

distinct blocks I1, I2 (see the exposition leading to (8.6)), although we no
longer have a chaos expansion representation as in (8.6) due to the Gaussian
component ofW z1,z2

s,t,u , we can still make a replacement similar to (8.8) in order
to bound the r.h.s. of (8.4), with �n replaced by W

z1,z2
s,t,u :

W z1,z2
s,t,u ((i1, i2), (a1,b1), (a2,b2))
�� CW z1,z2

1,1/2,1(i1; a1,b1) g10(i2−i1) (a2 − b1) W z1,z2
s,t,u (i2; a2,b2).

(9.16)

To see this, note that W z1,z2
s,t,u is a mixture of �n and �

(G)
n with mixture coef-

ficients given in (9.7). When we expand the r.h.s. of (8.4) with W z1,z2
s,t,u in

place of �(cg)N ,ε , we can further expand W
z1,z2
s,t,u in terms of its mixture. Each

term in the expansion then consists of a product of �n variables and �
(G)
n

variables, whose expectation factorises due to the independence between �n
and�(G)n . For terms that contain the factor�n((i1, i2), (a1,b1), (a2,b2)), the
decomposition (8.6) applies, and the same argument justifying the replace-
ment (8.8) can be applied here. For terms that contain the Gaussian factor
�
(G)
n ((i1, i2), (a1,b1), (a2,b2)), the expectation will be non-zero only if this

factor appears exactly twice or four times. The resulting contribution will be
either the second or the fourth moment of�(G)n ((i1, i2), (a1,b1), (a2,b2)). Its
second moment coincide with that of�n((i1, i2), (a1,b1), (a2,b2)), while its
fourth moment can be bounded in terms of its second moment by Gaussianity.
Then as in (8.8), we make the following replacement in the expansion:

�(G)n ((i1, i2), (a1,b1), (a2,b2))
�� C�(G)n (i1; a1,b1) g10(i2−i1) (a2 − b1) �(G)n (i2; a2,b2). (9.17)

Therefore in the mixture of W z1,z2
s,t,u ((i1, i2), (a1,b1), (a2,b2)) (recall (9.7)),

we can replace the �n and �
(G)
n components each by its factorisation as in

(9.17). The mixture coefficient of the term C�n(i1; a1,b1)g10(i2−i1) (a2 −
b1)�n(i2; a2,b2) is equal to α√t with either α = su, u or 1, while the mixture
coefficient of the term C�(G)n (i1; a1,b1)g10(i2−i1) (a2 − b1)�(G)n (i2; a2,b2)
equals

√
1− t . This mixture can be further replaced by the r.h.s. of (9.16),

which just contains extra terms and larger coefficients, where the choice of
s = u = 1 and t = 1/2 in the first factor W z1,z2

1,1/2,1(i1; a1,b1) helps to bound
the mixture coefficients.
The remaining parts of the proof of Theorem 8.1 depends on the coarse-

grained disorder variables �n = �(cg)n,ε only through their second and fourth
moments. Note that uniformly in s, t, u ∈ [0, 1] and z1, z2, the secondmoment
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ofW z1,z2
s,t,u is bounded by that of�n , and modulo a constant multiple, the fourth

moment of W z1,z2
s,t,u can be bounded by that of �n . Therefore the remaining

parts of the proof of Theorem 8.1 carries through without change if �n is
replaced byW z1,z2

s,t,u . In particular, the bound onU
(cg)
N ,ε in (8.10) still holds since

it only depends on the second moment of�n , and the bound on V
(cg)
N ,ε in (8.11)

still holds because it only depends on the fourth moment of �n . ��

9.2 Proof of Theorem 1.2

The translation invariance of the law of Z ϑ is obvious.
To prove the scaling relation (1.12), let us write βN (ϑ) to emphasize that βN

as specified in (1.11) depends on a parameter ϑ . Given a > 0, let Ñ = N/a.
Then using (1.11) and the fact that RN = 1

π
(log N + α + o(1)) given later in

(3.2), we have

σ 2N =
1

RN

	

1+ ϑ + o(1)
log N




= 1

RÑ

	

1+ ϑ − loga+ o(1)
log Ñ




, (9.18)

so that βN (ϑ) = βÑ (ϑ − loga), or equivalently, βN (ϑ + log a) = βÑ (ϑ).
By (9.1), for ϕ,ψ ∈ Cc(R2), we have

��

ϕ
� x√
a

�
ψ
� y√
a

�
ZβÑ (ϑ),ω
Ñ ;as,at (dx, dy)

�⇒
Ñ→∞

��

ϕ
� x√
a

�
ψ
� y√
a

�
Z ϑ
as,at (dx, dy)

=
��

ϕ(x)ψ(y)Z ϑ
as,at (d(

√
ax), d(

√
ay)).

(9.19)

On the other hand, recall (1.9), we can rewrite the l.h.s. of (9.19) as

Ñ
��

ϕ
� x√
a

�
ψ
� y√
a

�
Z
βÑ (ϑ), ω

[[Ñas]],[[Ñat]]([[
�
Ñ x]], [[

�
Ñ y]]) dx dy

= 1

Ñ

�

x̃,ỹ∈Z2even
Z
βÑ (ϑ), ω

[[Ñas]],[[Ñat]](x̃, ỹ)
�

|u−x̃ |1�1
ϕ
� u
�
aÑ

�
du

�

|v−ỹ|1�1
ψ
� v
�
aÑ

�
dv

= a
N

�

x̃,ỹ∈Z2even
ZβN (ϑ+log a), ω[[Ns]],[[Nt]] (x̃, ỹ)

�

|u−x̃ |1�1
ϕ
� u√
N

�
du

�

|v−ỹ|1�1
ψ
� v√
N

�
dv

�⇒
N→∞

��

ϕ(x)ψ(y)aZ ϑ+loga
s,t (dx, dy),
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where we again applied (9.1). Combined with (9.19), this implies (1.12).
The first and second moments of Z ϑ can be identified from the limits

in (3.53) and (3.54), since for ϕ ∈ Cc(R2) and ψ ∈ Cb(R2), the averaged
partition function ZβNN ,t−s(ϕ, ψ) has a finite fourth moment that is uniformly
bounded in N , see Theorem 6.1.
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Appendix A. Enhanced Lindeberg principle

In this appendix, we prove a Lindeberg principle for multilinear polynomials
of dependent random variables with a local form of dependence. This extends
[75], which requires the function to have bounded first three derivatives and is
not applicable to multilinear polynomials, and it extends [70], which considers
multilinear polynomials of independent random variables. We first introduce
the necessary setup. Let T be a finite index set.

Assumption A.1 (Local dependence) Let X = (Xi )i∈T be random variables
satisfying:

• E[Xi ] = 0 and E[Xi X j ] = σi j ;
• for every k ∈ T there is Ak ⊆ T such that Xk is independent of (Xi )i∈Ack ;• for all k ∈ T, l ∈ Ak there is Akl ⊆ T such that (Xk, Xl) is independent of
(Xi )i∈Ackl .

The sets (Ak)k∈T and (Akl)k∈T,l∈Akwill be called dependency neighbourhoods
of X = (Xi )i∈T.
Let Z = (Zi )i∈T ∼ N (0, σ·) be a Gaussian vector independent of X , but

with the same covariance matrix as X . For u, t ∈ [0, 1], k ∈ T and l ∈ Ak , we
define

Wk,l
t,u := u

√
t X Akl +√t X Ackl +√1− t Z , (A.1)
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where for any subset of indices B ⊆ T we write
XBi := Xi 1{i∈B}. (A.2)

For s, u, t ∈ [0, 1], k ∈ T and l ∈ Ak , we define
Wk,l
s,t,u := su

√
t X Ak + u√t X Akl\Ak +√t X Ackl +√1− t Z . (A.3)

We have the following Lindeberg type result, which controls the distribu-
tional distance between X and Z through smooth test functions.

Lemma A.2 (Lindeberg principle for dependent random variables) Let X, Z,
Wk,l
t,u and W

k,l
s,t,u be defined as above. Let h : R|T| → R be bounded and thrice

differentiable. Then

E[h(X)] − E[h(Z)] = I1 + I2
where

I1 := 1
2

�

[0,1]3
�

k∈T, l∈Ak ,m∈Akl
E
(
Xk Xl Xm

�
s1{m∈Ak} + 1{m∈Akl\Ak}

�

×√t ∂3klmh
�
Wk,l
s,t,u

�)
ds dt du, (A.4)

I2 := −1
2

�

[0,1]2
�

k∈T, l∈Ak ,m∈Akl
σkl E

(
Xm
√
t ∂3klmh

�
Wk,l
t,u
�)
dt du, (A.5)

assuming that the integrals and expectations above are all finite.

To control the distributional distance between X and another random vec-
tor 'X = ('Xi )i∈T with slightly perturbed covariance matrix (σ̃i j )i, j∈T and
dependency neighbourhoods Ãk, Ãkl , we will apply Lemma A.2 to X and 'X
separately, plus the following result that compares two Gaussian vectors.

Lemma A.3 Let Z = (Zi )i∈T ∼ N (0, σ·) and 'Z = ('Zi )i∈T ∼ N (0,'σ·)
be centred Gaussian random vectors with covariance matrices (σi j )i, j∈T and
(σ̃i j )i, j∈T respectively. Let h : R|T| → R be bounded and twice differentiable.
Denote Wt := √t'Z +

√
1− t Z . Then we have

E[h('Z)] − E[h(Z)] =: I3 = 1
2

�

k,l∈T
(σ̃kl − σkl)

� 1

0
E
(
∂2klh(Wt )

)
dt,

(A.6)

assuming that the integrals and expectations above are all finite.
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We now specialise Lemmas A.2 and A.3 to our case of interest, where h is
a function of a multi-linear polynomial �(X).

Lemma A.4 Assume that h(X) := f (�(X)) for some bounded f : R→ R

with bounded first three derivatives, and

�(X) =
�

I⊆T
cI

�

i∈I
Xi (A.7)

for some fixed coefficients cI ∈ R. Furthermore, assume that

∀ k ∈ T, l ∈ Ak, m ∈ Akl , ∂2km� = ∂2lm� = ∂2kl� = 0. (A.8)

Then for I1, I2 and I3 as in (A.4), (A.5) and (A.6), we have

|I1| � 1

2
� f ����∞ sup

k∈T
E
�|Xk |3

� �

k∈T, l∈Ak ,m∈Akl

sup
s,t,u

E
(�
�∂k�

�
Wk,ls,t,u

��
�3
) 1
3 sup
s,t,u

E
(�
�∂l�

�
Wk,ls,t,u

��
�3
) 1
3 sup
s,t,u

E
(�
�∂m�

�
Wk,ls,t,u

��
�3
) 1
3
,

(A.9)

|I2| � 1

2
� f ����∞ sup

k∈T
E
�|Xk |3

� �

k∈T, l∈Ak ,m∈Akl

sup
t,u
E
(�
�∂k�

�
Wk,lt,u

��
�3
) 1
3 sup
t,u
E
(�
�∂l�

�
Wk,lt,u

��
�3
) 1
3 sup
t,u
E
(�
�∂m�

�
Wk,lt,u

��
�3
) 1
3
, (A.10)

|I3| � 1

2
� f ���∞

�

k∈T, l∈Ak
(σ̃kl − σkl ) sup

t
E
(
(∂k�(Wt ))

2
) 1
2 sup
t
E
(
(∂l�(Wt ))

2
) 1
2
.

(A.11)

Remark A.5 We can extend LemmaA.4 to the vector setting, i.e. for a function
h(X) = f (�(1)(X), . . . , �(k)(X)) of a finite number k of multi-linear poly-
nomials �(i)(X) as in (A.7), each satisfying (A.8), where f : Rk → R has
bounded partial derivatives of order up to three. The bounds (A.9)–(A.10) are
simply modified replacing � f ����∞ by max1�i, j,l�k �∂i, j,l f �∞ and the three
occurrences of � by �(i), �( j), �(l), and then summing over 1 � i, j, l � k;
similar modifications apply to the bound (A.11). The adaptation of the proof
is straightforward.

We now give the proofs of Lemmas A.2–A.4.
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Proof of Lemma A.2 Let Yt := √
t X + √1− t Z , t ∈ [0, 1]. Then we can

write

E[h(X)] − E[h(Z)] =
� 1

0

d

dt
E[h(Yt )] dt

= 1
2

� 1

0
E

��

k∈T

Xk√
t
∂kh(Yt )−

�

k∈T

Zk√
1− t ∂kh(Yt )

�

dt.

Given C ⊆ T, let us denote

UCt :=
√
t XC +√1− t Z , where XCi := Xi 1{i∈C}.

In particular,Yt = UTt .Observe thatE[Xk ∂kh(U A
c
k

t )] = E[Xk]E[∂kh(U A
c
k

t )] =
0 by independence. We recall Gaussian integration by parts: for smooth func-
tions ϕ,

E[Zk ϕ(Z)] =
�

l∈T
σkl E[∂lϕ(Z)] =

�

l∈Ak
σkl E[∂lϕ(Z)],

since σkl = 0 for l /∈ Ak . Then

E[h(X)] − E[h(Z)] = 1
2

� 1

0
E

��

k∈T

Xk√
t

�
∂kh(U

T

t )− ∂kh(U A
c
k

t )
�

−
�

k∈T, l∈Ak
σkl ∂

2
klh(U

T

t )

�

dt.

Let us expand the first term. We can interpolate between UTt and U
Ack
t by

U
Ack
t + s√t X Ak for s ∈ [0, 1].

Then

∂kh(U
T

t )− ∂kh(U A
c
k

t ) =
� 1

0

d

ds
∂kh(U

Ack
t + s√t X Ak ) ds

= √t
� 1

0

�

l∈T
X Akl ∂2klh

�
U
Ack
t + s√t X Ak � ds.

123



454 F. Caravenna et al.

Note that we can restrict the sum to l ∈ Ak because X Akl = 0 otherwise. This
leads to

E[h(X)] − E[h(Z)] = 1
2

� 1

0

� 1

0
E

� �

k∈T, l∈Ak
Xk Xl ∂

2
klh

�
U
Ack
t + s√t X Ak �

−
�

k∈T, l∈Ak
σkl ∂

2
klh(U

T

t )

�

ds dt.

Note that E[Xk Xl ∂2klh
�
U
Ackl
t

�] = E[Xk Xl]E[∂2klh
�
U
Ackl
t

�] =
σklE[∂2klh

�
U
Ackl
t

�] by the independence assumption. By adding and subtracting
this term, we get

E[h(X)] − E[h(Z)] = I1 + I2

where

I1 := 1

2

� 1

0

� 1

0
E

� �

k∈T, l∈Ak
Xk Xl

�
∂2kl h

�
U
Ack
t + s√t X Ak �− ∂2klh

�
U
Ackl
t

��
�

ds dt

I2 := 1

2

� 1

0

� 1

0
E

� �

k∈T, l∈Ak
σkl

�
∂2kl h

�
U
Ackl
t

�− ∂2kl h(UTt )
��

ds dt

= 1

2

� 1

0
E

� �

k∈T, l∈Ak
σkl

�
∂2klh

�
U
Ackl
t

�− ∂2kl h(UTt )
��

dt,

where we performed the integration on s in I2 (whose integrand does not
depend on s).
Let us deal with I1. Note that

U
Ack
t + s√t X Ak = s√t X Ak +√t X Ack +√1− t Z
and U

Ackl
t = √t X Ackl +√1− t Z .

We can therefore interpolate between U
Ackl
t and U

Ack
t + s√t X Ak by

Wk,l
s,t,u := U A

c
kl

t + u√t(sX Ak + X Akl\Ak ), u ∈ [0, 1].
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Note that (sX Ak + X Akl\Ak )m = 0 for m /∈ Akl . We can then write

∂2klh
�
U
Ack
t + s√t X Ak �− ∂2klh

�
U
Ackl
t

� =
� 1

0

d

du
∂2klh

�
Wk,l
s,t,u

�
du

= √t
� 1

0

�

m∈Akl
Xm(s1{m∈Ak} + 1{m∈Akl\Ak}) ∂3klmh

�
Wk,l
s,t,u

�
du .

This yields the final form of I1:

I1 := 1
2

�

[0,1]3
E

� �

k∈T, l∈Ak ,m∈Akl
Xk Xl Xm(s1{m∈Ak}

+ 1{m∈Akl\Ak})
√
t ∂3klmh

�
Wk,l
s,t,u

�
�

ds dt du.

Let us now deal with I2. We can interpolate between U
Ackl
t and UTt by

Wk,l
t,u := U A

c
kl

t + u√t X Akl , u ∈ [0, 1].

Then

∂2klh
�
U
Ackl
t

�− ∂2klh(UTt ) = −
� 1

0

d

du
∂2klh

�
Wk,l
t,u
�
du

= −√t
� 1

0

�

m∈Akl
Xm ∂

3
klmh

�
Wk,l
t,u
�
du.

This yields the final form of I2:

I2 := −1
2

�

[0,1]2
E

� �

k∈T, l∈Ak ,m∈Bkl
σkl Xm

√
t ∂3klmh

�
Wk,l
t,u
�
�

dt du.

This concludes the proof of Lemma A.2. ��
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Proof of Lemma A.3 Let Wt := √t'Z +
√
1− t Z , t ∈ [0, 1]. Using Gaussian

integration by parts as in the proof of Lemma A.2, we have

E[h('Z)] − E[h(Z)] =
� 1

0

d

dt
E[h(Wt )] dt

= 1
2

� 1

0
E

��

k∈T

'Zk√
t
∂kh(Wt )−

�

k∈T

Zk√
1− t ∂kh(Wt )

�

dt

= 1
2

�

k,l∈T
(σ̃kl − σkl)

� 1

0
E
(
∂2klh(Wt )

)
dt,

which proves the lemma. ��
Proof of Lemma A.4 We can easily compute

∂kh(x) = f �(�(x)) ∂k�(x),
∂2klh(x) = f ��(�(x)) ∂k�(x) ∂l�(x)+ f �(�(x)) ∂2kl�(x),
∂3klmh(x) = f ���(�(x)) ∂k�(x) ∂l�(x) ∂m�(x)

+ f ��(�(x))
�
∂2km�(x) ∂l�(x)+ ∂2lm�(x) ∂k�(x)

+ ∂2kl�(x) ∂m�(x)
�+ f �(�(x)) ∂3klm�(x).

which by assumption (A.8), gives

∂3klmh(x) = f ���(�(x)) ∂k�(x) ∂l�(x) ∂m�(x). (A.12)

We can then substitute this into (A.4) to bound
�
�
�E
(
Xk Xl Xm(1− s1{m∈Ak})

√
t ∂3klmh

�
W Ak ,Bkl
s,t,u

�)��
�

� � f ����∞
	

E
(�
�Xk ∂k�

�
Wk,l
s,t,u

��
�3
)
E
(�
�Xl ∂l�

�
Wk,l
s,t,u

��
�3
)

× E
(�
�Xm ∂m�

�
Wk,l
s,t,u

��
�3
)
1/3

� � f ����∞ sup
k∈T
E[|Xk |3]

	

E
(�
�∂k�

�
Wk,l
s,t,u

��
�3
)
E
(�
�∂l�

�
Wk,l
s,t,u

��
�3
)

× E
(�
�∂m�

�
Wk,l
s,t,u

��
�3
)
1/3

,

where we used the fact that ∂k�(. . .) is independent of Xk since assumption
(A.8) implies that ∂k�(. . .) does not depend on (Xm)m∈Akl . This immediately
implies (A.9).
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The proof of (A.10) is the same if in (A.5), we write σkl = E['Xk'Xl] for
('Xk, 'Xl) with the same distribution as (Xk, Xl) but independent of X . The
proof of (A.11) is even simpler. ��
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