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Abstract: Entropy is a fundamental concept in quantum information theory that allows
to quantify entanglement and investigate its properties, for example its monogamy over
multipartite systems. Here, we derive variational formulas for relative entropies based
on restricted measurements of multipartite quantum systems. By combining these with
multivariate matrix trace inequalities, we recover and sometimes strengthen various
existing entanglement monogamy inequalities. In particular, we give direct, matrix-
analysis-based proofs for the faithfulness of squashed entanglement by relating it to the
relative entropy of entanglement measured with one-way local operations and classical
communication, as well as for the faithfulness of conditional entanglement of mutual
information by relating it to the separably measured relative entropy of entanglement.
We discuss variations of these results using the relative entropy to states with positive
partial transpose, and multipartite setups. Our results simplify and generalize previous
derivations in the literature that employed operational arguments about the asymptotic
achievability of information-theoretic tasks.

1. Introduction

For tripartite discrete probability distributions P4 pc, the mutual information of A and
B conditioned on C can be written as the relative entropy distance to either the closest
Markov chain A — C — B or to the closest state that can be recovered from the marginal
P4c by acting only on C. More precisely, we can rewrite the mutual information into
the following variational forms (see, e.g. [31])

I(A:B|C)p = HAC)p + H(BC)p — H(C)p — H(ABC)p ey
= glin D(PapcllQ@picPac) )
BIC

= Qmin D(PapcllQa—c-B) €)

A-C—-B
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where D(P|Q) = >, P(x)(log P(x) — log Q(x)) is the Kullback-Leibler divergence
(or relative entropy) and H(A)p = — ), Pa(x)log P4(x) is the Shannon entropy.
Here, in the expression (2), the joint distribution Q p|c Pac can be interpreted as the
output of a recovery channel Qpg|c with access to C (but not A); the expression is
minimized when Qg c = Pp|c. The minimization in the expression (3) is over all
distributions with a Markov chain structure A —C — B; the expression is minimized when
Qa—c—B = Pp|cPac- As a consequence, using the non-negativity of the Kullback—
Leibler divergence, one finds /(A : B|C)p > 0, which is equivalent to strong sub-
additivity (SSA) of entropy.

More generally, for tripartite quantum states p4 pc, one defines the quantum condi-
tional mutual information as

I(A:B|C), =H(AC),+H(BC), — H(C), — H(ABC), “)

with the von Neumann entropy H(A), = —tr [pA log ,oA]. A highly non-trivial argu-
ment by Lieb and Ruskai from the seventies [40,41] then shows that due to entanglement
monogamy the SSA inequality /(A : B|C), > 0 still holds in the quantum case.

In recent years, the quantum information community has seen a lot of progress on
understanding potential refinements of SSA for quantum states, with the goal of mim-
icking the classical version of Egs. (3) and (2) for quantum states and quantum channels.
Firstly, one can simply rewrite [6]

I(A:B|C), = GAIglngc max D(papcllexp(logoac +logwpe —logzc))  (5)
= D(papcllexp(log pac +log ppc — log pc)) (6)

in terms of the Umegaki’s quantum relative entropy D(pl|lo) = tr[p(log p — logo)],
but due to non-commutativity any interpretation in terms of quantum Markov chains
remains largely unclear [14].

Secondly, in general, we have for the alternative local recovery map form

I(A:B|C), # min D(pagcl(Za ® Re—pc)(pac)), )

Re—sc

where Rc_, pc denotes quantum channels [22]. However, a series of results, first by
Fawzi and Renner [23] and then in [4,8,12,32,45,47,50], revealed that weaker forms of
Eq. (7) still hold, e.g.,

I(A:B|C), > Rmin DarL(papcl(Za @ Re—Bc)(pac)) 3
C—BC

in terms of Donald’s measured relative entropy [20],

DarL(pllo) = max DM(p)IM(0)), 9

with the maximum over positive operator-valued measure (POVM) measurement chan-
nels M.! A regularized version in terms of the quantum relative entropy distance then
also follows from the asymptotic achievability of the measured relative entropy [4,28].
Compared to the bound in Eq. (6), the bound in Eq. (8) lifts the classical Markov picture
of approximately recovering the state with a local recovery map Pp|c applied to the

1 Note that Donald’s original definition only considered projective measurements, but this is in fact sufficient
[5]. Moreover, Dpy | (pllo) < D(pllo), strictly if and only if p and o do not commute [5].
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marginal Py4c to the quantum setting via (Z4 ® Rc— pc)(pac) (see [44] and references
therein).

Thirdly, a suitable generalization of an exact quantum Markov chain was established
via the SSA equality condition [26]

I(A:B|C)y =0 <<= oppc= @kaIIZCkL ®a§53, (10)
k

with respect to some induced direct sum decomposition C = €, C kL ®C ,5. Unfor-
tunately, lower bounding the quantum conditional mutual information in terms of the
distance to exact quantum Markov chains neither works for relative entropy distance
[31], nor for regularized relative entropy distances, nor for measured relative entropy
distance [16].

Now, in the context of the quantum conditional mutual information based entangle-
ment measure squashed entanglement [17], it is of importance that for an exact quantum
Markov state, the reduced state o4p = Zk pkoﬁ ® og is separable—as can be easily
checked using Eq. (10). Then, even though the quantum relative entropy is monotone
under the partial trace over C, still, in general

I(A:B|C), # min DarL(paglloas) (11)
osp€ESep(A:B)

and the same for regularized versions thereof [16]. Only relaxing even further and em-
ploying locally measured quantum distance measures [42] and in particular locally mea-
sured quantum relative entropies [43], one finds that [10,38,39]

I(A:B|C), > min Drocc,a—B)(paslloas) , (12)
oap€Sep(A:B)

where LOCC(A — B) denotes measurements that use a single round of communica-
tion: They first measure out A and then perform a conditional measurement on the sys-
tem B depending on the measurement outcome on A. Even though such measurements
have a reduced distinguishing power [34,35,42], crucially, they are still tomographically
complete, and thus the right-hand side is zero if and only if p4p is separable.

Going back to the bigger picture, the two types of refined SSA bounds as in Egs. (8)
and (12) seem in general incompatible, but are both entanglement monogamy inequali-
ties with widespread applications in quantum information science (see aforementioned
reference and references therein). Moreover, for the former type, a unified matrix anal-
ysis based proof approach has emerged. Namely, extending Lieb and Ruskai’s original
argument for the proof of SSA [40,41], the first step is to employ the multivariate
Golden—-Thompson inequalities from [27,45,46]: For any n € N, Hermitian matrices
{Hk}Z:p and any p > 1, one has

n ) n
log [[exp (Z Hk> < / dpolog |[[Jexp (A +inH)| . (13)
k=1 p - k=1 »
where || - ||, denotes the Schatten p-norm and By(f) = % (cosh(rt) + 1)~ ! is a fixed

probability density on R. The second step is then to combine this with dual variational
representations of quantum entropy in terms of matrix exponentials [5,7].

In contrast, the previously known proofs of the refined SSA bound from Eq. (12)
are based on involved operational arguments about the asymptotic achievability of
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information-theoretic tasks [10,38], including the asymptotic achievability of quantum
state redistribution [19,53], partial state merging [52], and Stein’s lemma in hypothesis
testing [11,38].2

Here, we seek after a unified matrix analysis based proof for Eq. (12) and other en-
tanglement monogamy inequalities of similar type. For this, we derive novel variational
formulas for quantum relative entropies based on restricted measurements, which then,
indeed, enable us to employ a similar, matrix analysis approach in terms of multivariate
Golden—Thompson inequalities. Namely, the core step in our derivations is to employ the
multivariate Eq. (13) forn = 3,4, 5, 6 and p = 1, 2. Importantly, this allows us to fully
bypass the previously employed operational arguments from quantum information the-
ory. Consequently, we give concise proofs that lead to tight SSA separability refinements
and other new entanglement monogamy inequalities, including positive partial transpose
bounds and multipartite extensions. On the way we further derive various strengthened
recoverability bounds, such as for the conditional entanglement of mutual information
and the multipartite squashed entanglement. In turn, the explicit form of our novel en-
tanglement monogamy inequalities also feature recoverability maps, revealing a deeper
connection between SSA separability refinements and SSA recoverability bounds.

The rest of the manuscript is structured as follows. In Sect.2, we derive new varia-
tional formulas for locally measured quantum relative entropies. In Sect.3 we present
the derivations of our entanglement monogamy inequalities around the SSA separability
refinements from Eq. (12). This is in terms of squashed entanglement (Sect. 3.1), relative
entropy of entanglement (Sects. 3.2, 3.4), conditional entanglement of mutual informa-
tion (Sect.3.3), as well as for multipartite extensions thereof (Sect.3.5). In Sect.4 we
then conclude with some outlook on open questions.

2. On Measured Divergences and Entanglement Measures

We start by introducing some notational conventions used in this work. Throughout we
assume that Hilbert spaces, denoted A, B, C, etc., are finite-dimensional and quantum
states are positive semi-definite operators with unit trace acting on such spaces, or tensor
product spaces of them. We use subscripts to indicate what spaces an operator acts on
and by convention when we introduce an operator X 4p acting on A ® B we implicitly
also introduce its marginals X 4 and X p, defined via the respective partial traces of X 4 p
over B and A, respectively. We often omit identity operators, e.g., X4Y4p should be
understood as the matrix product (X4 ® 15)Y4p. Functions are applied on the spectrum
of an operator coinciding with the domain of the function, which means that X Xl is
the generalized inverse and log(X 4) is always bounded. At various points we employ
indices x, y or z that are meant to be taken from discrete index sets X, ) and Z that
are understood to be defined implicitly. We use > and > to denote the Lowner order
on operators, e.g., an operator L is positive semi-definite if and only if L > 0, and a
positive semi-definite operator L has full support if and only if L > 0.

2.1. Definitions and some properties. Consider a quantum state p > 0 and an operator
o > 0. We recall the definition and variational formula for Umegaki relative entropy
between p and o as

2 The conceptually different work [39] gives extendability refinements of SSA based on iterating Markov
refinements of SSA and then combining these bounds with finite quantum de Finetti theorems with quantum
side information [15] to make the connection with separability.
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D(pllo) :==tr (,o(log,o —log 0)) (14)
= sup tr(plogw) — logtr(exp(logo +logw), (15)
w>0

Here the optimization is over all operators @ with full support, a set that is clearly not
closed. Nonetheless, the supremum is taken as w = exp(log p — log o). We can extend
the definition to general states (without full support) by taking an appropriate continuous
extension, namely?

D(pllo):= sup D((1—e)p+em|(1—e)o+em), (16)
ee(0,1]

where 7 is the completely mixed state. We note that the above quantity is finite if and
only if p < o, i.e., if the support of p is contained in the support of o. In the following
we will always assume full support in our definitions and use Eq. (16) to extend to the
general case where needed.

Based on this we arrive at the definition of the relative entropy of entanglement for
a bipartite quantum state p4 p and the bipartition A : B, which is given by

E(A:B),:=  min D(paglloas) , (17)
oaB€Sep(A:B)

where Sep(A : B) denotes the set of separable states on the bipartition A : B, i.e. quan-
tum states that decompose as o453 = ), ¥ ® Y for positive semi-definite operators
{Y}}x and {Y}},. Here, the minimum is always taken since D(:|-) is jointly convex and
continuous in o4 g as long as we stay away from the (uninteresting, as we are seeking a
minimum) boundary where pap 4 04p-

We will also use various notions of measured relative entropy. In the following M is
aset of POVMs, and its elements M = {M?*}, are sets of positive semi-definite operators
satisfying ) . M* = 1.

For example, ALL denotes the set of all POVMs. If the states are bipartite on A and
B, we consider various specialized sets. On the one hand, the sets SEP(A : B) and
PPT(A : B) contain POVMs whose elements are separable (SEP) or have positive
partial transpose (PPT), respectively. On the other hand, elements of LOCC(A : B)
are operationally defined as a POVMs that can be implemented by local operations and
finite classical communication (LOCC). Elements of LOCC;(A — B) are POVMs that
only use a single round of communication: they first measure out A and then perform a
conditional measurement on the system B depending on the measurement outcome on
A. Without loss of generality, such measurements can be written in the form

M3z}, with M3, =>"0%®0}" . (18)
X

where 0% > 0 and Q%lx > 0with ), Q4 =lgand ), Q%lx = 1g. Here x labels
the data sent from Alice to Bob whereas z is the final output after Bob’s measurement.
Finally, the set LO(A : B) allows only local measurements without communication,
which are of the form M3, = 0% ® Q7,, where z = (x, y) collects the local outputs.

3 The argument on the right-hand side is monotone in € due to the joint convexity of the relative entropy,
and the supremum thus constitutes a limit (in case of convergence).
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With this in hand, let us define a measured relative entropy and an entanglement
measure for each M described above:

Dm(pllo) == sup D(Pp mlIPo,m) (19)
MeM

Eax(A:B), := min D . 20
M( )p oipemin 5 M(paglloas) (20)

Here, Py m(2) = tr(pM;) is the probability mass function emanating from Born’s rule.
We note that the minimum is achieved as D »4, a supremum of jointly convex functions,
is itself jointly convex and thus, as argued above, the minimum is taken.

From the inclusions ALL © PPT(A : B) © SEP(A : B) © LOCC(A : B) 2
LOCC (A — B) 2 LO(A : B) we trivially get

E(A:B)y, > EpLL(A: B)p, > Epp1(A: B), > Egep(A: B),
> Elocc(A: B)y = ELocc, (A — B)y = ELo(A : B),, 2D

with the shorthand £ occ, (A — B), := ELocc,(a—B)(A : B),. We further introduce
PPT variants defined as

Pp(A:B)y: UABGIESEAZB) D(paslloas), (22)
where ppt(A : B) denotes the set of states that have positive partial transpose withe
respect to the bipartition A : B, which we study in particular in combination with
measurements M = PPT. We note that all of the above quantities are faithful since
LO(A : B) is already tomographically complete. Further, there are minimax statements
available that interchange the supremum over the set of measurements with the infimum
over the set of states [11, Lemma 13].

Above quantities are in general not additive on tensor product states and one can then
write down the regularization

. 1
EG(A:B), = nli)ngo ;EM(A : B)pen , (23)

which are well-defined, with operational interpretations in terms of optimal asymptotic
quantum Stein’s error exponents for the corresponding restricted class of measurements
[11, Theorem 16]. In general, it is unclear how to make quantitative statements about
the regularization, but for the class ALL we have the following [4, Lemma 2.4].

Lemma 1. For any n-partite quantum state psn and oan > 0 with pan << o an, we have
D (parlloan) —log|spec(oan)| < Darr (parlloan) = D (parlloan) ,  (24)
where |spec(oan)| < poly(n) when o an is invariant under permutations of the n systems.

This is an extension of the asymptotic achievability of the measured relative entropy
[28] and follows from the pinching inequality [25] together with Schur-Weyl duality
showing that the number of distinct eigenvalues of o4» only grows polynomial in n (see,
e.g., [24, Lemma 4.4]).

Finally, one can also define multipartite extensions of above quantities. For example,
we have the tripartite separable measured relative entropy of entanglement Eggp(A :
B : C), and its regularization, Eggp(A : B : C),. We will not directly use multipartite
versions of LOCC| (A — B) and hence we do not discuss its different variations [11,37].
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We should verify that all these entanglement measures are indeed entanglement
monotones, i.e., monotone under application of LOCC(A : B) completely positive
and trace preserving (cptp) maps. It is easy to see, and well-known, that £ with
M € {ALL, SEP(A : B), PPT(A : B), LOCC(A : B)} are entanglement monotones.
This is no longer true for M = LOCC (A — B). Instead, we show the following,
weaker, statement.*

Lemma 2. Both D occ,a—p)(ll) and Erocc,(A — B) are monotone under
LOCC (A — B) operations, i.e. under local operations supported by one-way com-
munications from A to B.

Proof. Without loss of generality a measurement in LOCC;(A — B) is of the form
Eq. (18). To show the monotonicity under an LOCC (A — B) operation we only
need to show that the above structure of the measurement is preserved under the adjoint
operation. Again, without loss of generality, we can write a LOCC| (A — B) operation
in the form G = ), & ® Fi where i : B — B’ are cptp maps and & : A — A’
are completely positive trace non-increasing (cptni) maps forming an instrument, such
that ), & is cptp again. Given a measurement in LOCC(A’ : B’) can now construct a
measurement on LOCC(A : B) with the matrices

Elg =Y E(05) @ F QY (25)
k,x
. Q(k”‘) . Qy\(k,m
S 2aA = B

that has the same structure as in Eq. (18). Namely, we can verify that

304 =S Fl oy = Fl ()
y y

=1 Y 0= &)=Y &0 =1a. 6
k,x k

k,x

Hence, Diocc,(a—B)(paslloas) = Drocc,a—B)(G(paB)||G(oap)), and since this
holds for all separable states o04p and G preserves this structure, the desired result for
ELocc, (A; B), also follows. O

Moreover, using similar arguments, one can verify that Dy oa:p)(0aslloas) and
E| 0(A : B), are monotone under local operations.

2.2. General variational formulas. Our approach is to employ dual representations of
quantum entropy as in [7,45]. For that, we explore variational expressions for measured
relative entropies. For unrestricted measurements, we have the well-known expression

Da(pllo) = sup (trlplog ] ~logulowl) | 27

which is in fact consistent with Eq. (16) without assumptions on the support of p or o,
and will be finite if and only if p < o. For other classes of measurements we can show
the following generic bound.

4 One suspects that this is well-known, but we could not find a reference.
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Lemma 3. Define Caq as the union of the cones spanned by the POVM elements of
measurements in M, i.e., Caq 1= UMe./\/l cone {M*},. Then, for a quantum state p and
any o > 0, we have

Dpaq(pllo) < sup {tr[plogw] — logtrlowl]} . (28)
w=>0
weC pq

The proof is an adaptation of the argument in [5].

Proof. We first treat the case where both p and o have full support, we thus have

Pp.M(Z)
Pon@ € (0, 00).

Using the operator Jensen’s inequality, we can bound the measured relative entropy
as follows:

_ pM(Z)
Dy(pllo) = sup ZPpM(zn og (Z)} (29)
- VM1 ( pM (Z)> NIVE 30
AN [ 2VME (g, o
] Pom@,, 31
= e I [p o (Z MER Gl
< sup {tr [ploga)] — logtr [aa)]} , (32)

S

where, in order to establish the last inequality, we used the fact that

tr|:az Brm@ } ZIP’pM(z)_l (33)

UM(Z)

that o = ) Pot@ prz ¢ cone {M?*}, by definition of the cone, and that @ > 0 as

2 Pom(2)
IP) .
Pin]l:g; € (0, c0) together with M € M.

For the general case we simply note that the right-hand side of Eq. (32) is jointly
convex in (p, o) and vanishes for (7, ), and thus

sup Dyp((1 —e)p+em|(l —€)o +e€m)
€ec(0,1]
< sup (1—¢) sup tr[plogw]| —logtr[ow], (34)
€€(0,1] >0
weC zy
from which the result immediately follows. O

We note that Cp| | is the cone of positive semi-definite operators, and from Eq. (27) we
know that equality in the above lemma holds. For other sets of measurements we do not
always have a good characterization of the respective set (which might not even be convex
in general), but Csgpa.p) and CppT(4.p) are comprised of separable positive semi-
definite operators and positive semi-definite operators with positive partial transpose,
respectively. We do not know if equality in Lemma 3 holds for either SEP(A : B) or
PPT(A : B).
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2.3. Cone for local measurements and constrained communication. On first look, note
that the set CLocc, (a— ) 1s comprised of positive semi-definite operators of the form

wap =y 0% @ (35)

where w}, > Oand Q% > Osuch that Zx Q7 = 14,and x goes over some finite alphabet.
However, the upper bound we get using this in Lemma 3 does not appear to be tight. We
can, however, show the following exact variational formula for the LOCC{(A — B)
measured relative entropy.

Lemma 4. Let A’ be isomorphic to A ® A and consider the set of operators

d2
Chip =1 PL®w)|Vx.x': P = 0AP{PY =8P} Ay =0 . (36)

x=1

(These are operators that are classical-quantum in some basis on A'.) Then, with pa g
and o 4 g consistent embeddings of pap > 0 and oap > 0, respectively, we have

Diocc,a—B)(paBlloap) =  sup {tr [parglogwarg] —logtr[oapwarp] } .
a)A/B>O
wA/BGC:/B
37

Moreover, the optimal measurement is comprised of a (rank-1) POVM on A with at most
d? outcomes, followed by a conditional projective measurement on B.

Proof. We first note that due the joint convexity of D(-||-) we know that the optimal
measurement on A is extremal. From [29, Theorem 2.21] follows that extremal POVMs
have at most d? rank-1 elements, where d is the dimension of A. In particular, via
Naimark’s dilation, there exists a rank-1 projective measurement on A’ that produces
the same statistics.

Since Diocc,a—B)(paBlloas) = Drocc,a'—)(paglloap) due to the data-
processing inequality for local operations in Lemma 2, we can restrict the optimization
over measurements for the latter quantity to POVMs with elements of the form

d2
Mip=3_ Pi® 05" (38)
x=1
where Pj, > 0 are rank-1 with P}, le‘,/ = 8,y P}, as in the definition of C7, 5. Applying

the series of steps in the proof of Lemma 3 we arrive at the bound

Diocc(a—p)(paslloag) < sup  {tr[paplogwap] —logtroapwap]}

a)A/BECZ,B
(39)
= sup {tr [IOA’B loga)ArB]+l —1r [GA’BwA’B]}-
a)A/BEC::,B

(40)
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Using the eigenvalue decomposition o = Avle P2 we can write
B y Aylx B

tr[paplogwag]+1—trloapwap] (41)

=YY uloanPy @ P |loghy 41 = Ayt [ows Py @ PT] @2
x oy

=P m(x,y) =Ps m(x,y)
where M defines a projective measurement on A" using Py, followed by a conditional

projective measurement on B using Pglx. Optimizing the above expression over Ay,
yields

Py (x, )
> Y Pp(r v log ST = D@,y 1P, ) 3)
-~ Bo,u (3, )

and, thus, we can conclude that

IA

sup  {tr[paplogoap]+1—trloapwapl)
(‘)A/BEC:’B

sup D(Py mIPo,m) (44
M

A

< Drocc,(a—B)(paBlloas)
(45)

where the form of the measurement M in the supremum can be restricted as prescribed
in the statement of the lemma. O

Next, we discuss the case of LO measurements. For this, let A’ be isomorphic to
A ® A and B’ be isomorphic to B ® B and consider operators that are classical in some
basis on A’ and B’, i.e., the set

d?
Cig =1 D axyP} ® Py IVx,x": Py, Phaey = OA Py PY =800 Ph A PR Py = 800 Py
x,y=1

(46)
Then, with p4/p and o 4’5 consistent embeddings of p4p and o4p as above, we have

Dio(paglloag) = sup  {t[pap logwap]—logtrloagwapl}. (47)
wA/B/>0
A'B/

@7l gt eC
This characterization, as for the case of one-way communication in Lemma 4, essentially
comes from the fact that the optimal local measurements can be assumed to be (rank-1)
POVMs with at most d> outcomes on A” and B’.
Variations of the above arguments are also possible for more complex multi-partite
measurement structures, but we leave this as an exercise for the reader who has appli-
cations of those in mind.
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2.4. Comparison with restricted Schatten one-norms. Restricted Schatten one-norms
leading to metrics

lo—oliam = sup |Ppar—Pom|, (48)
MeM

have been considered in the literature [34,42]. Similar versions can be defined for the
fidelity as well, which we denote by

Fpmp, o) = A}g/wa(Pp,M,PU,M) with F(P,Q) =Y VP()Qx). 49

A couple of properties are noteworthy:

e Two-outcome POVMs are optimal for [|pap — oaBl| M-
e We have the Pinsker type inequalities

1
Dm(paslloar) = —log Far(pag, oap) = Fllpas —oasliy. (50

e Dimension dependent (and basically tight) norm equivalences to the non-restricted
Schatten one-norm are available [18]

-t =1-llppt =1l - llsep = Il - llLocec = |l - liLoce,

-l .
> || - > ford = min{|A|, |B|}. 51
> | ”LO_zﬁd {IAl, |B[} (51)

Furthermore, one has the alternative bounds [34]

-1 -1
2g — 1 nd when|A] = |Blalso | - llLocc,a—5) =

“2d-1

I~ llLoce = (52)

e Multipartite extensions are understood as well [36].

3. Entropic Entanglement Inequalities

3.1. Squashed entanglement. Based on the conditional quantum mutual information
(CQMI)

I(A: B[C), := H(AC), + H(BC), — H(ABC), — H(C), (53)

one defines squashed entanglement as [17]
1
Isq(A: B), =~ inf I(A: B|C),, 54)
2 pasc

where the infimum is over all tripartite quantum state extensions papc of pap on any
system C (with no bound on the dimension of C). The following theorem implies that
squashed entanglement is non-zero on entangled states [10,38,39].°

5 The first proof of faithfulness in [10] is currently incomplete in the version available online, as part of the
derivations are based on an imported result from [13] that has a flaw [2,3]. However, the proof of faithfulness
is fixable [9] (see also [2]).
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Theorem 5. Let papc > 0 be any tripartite state. We have
I(A: BIC), = Eroce, (B~ A)y = {E(A: 0)y — Ea(4: C)p} (59

and consequently,
I 1
Isq(A: B), = §ELOCCI(B - A)p = EELoccl (B— A)y. (56)

Moreover, the same lower bounds hold for A <> B as I (A : B|C), is symmetric under
this exchange.

Note that strong sub-additivity (SSA) of quantum entropy corresponds to /(A :
B|C), > 0 and hence Theorem 5 corresponds to a strengthening of SSA. The stronger
single-copy version in Eq. (55) is new. The consequence in Eq. (56) corresponds to [38,
Theorem 2], which is itself a strengthening of [10, Theorem 1] (see also [11]). One
advantage of our formulation in Theorem 5 is that we have some information on the
structure of the optimizer in the lower bound E E?)CCI (B; A),, as in fact (see the proof
of Theorem 5)

1 ®n *© % 712“[ o 7]27“ % o
14 BIC), = +Doce, (51 [ dporten | (ost p” ) ower (o7 oai
—0Q

1
— -~ logpoly(n)| (57

for any separable state optimizer oqn.cn € argmin,,, ., cSep(an:cn) D(pf’gllaAncn)
and the probability density Bo(f) = % (cosh(rt) + 1)~ L. This features a recovery map
and thus points to further connections between entanglement monogamy and recovery
refinements of SSA. However, unfortunately this structure does not seem to further
translate to the single-copy lower bound E|occ, (B; A),. We refer to the discussion
around [47, Lemma 3.11] and related results on composite hypothesis testing [4].

If wanted, further standard estimates can be made on the single-copy lower bound
from Eq. (56) as done in [33, Corollary 3.13]

1
Esq(A: B), > EELOCCI(B — A)p

1
> ——log sup FLoce,(B—4)(paB, 0AB) (58)
2 ospEeSep(A:B)
1
Eal inf —oarl? “
= 8 oapcSep(A:B) loar AB||L0001(B—>A) (59)
1

> inf — 2 ford = min{|A|, |B|}, 60
_2(4d_Z)ZGABEsep(A:B)”PAB oaslli {IAl,|BI} (60)

following the considerations from Sect.2.4. We state these bounds from [33, Corollary
3.13] here, as since the original proofs of similar statements [11,38,39], the dimension
dependent factors in above chain of inequalities have been improved to their optimal
value as stated above [34]. As such, our work also supersedes the bounds from [39,
Corollary 1]. Finally, as discussed in [16], the dimension dependent factor in Eq. (60) is
necessary due to the anti-symmetric state example.
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Proof of Theorem 5. Let us fix some slack parameter v > 0. We first prove the bound
in Eq. (55) up to this slack. We start by constructing some states and operators that we
will be using in the proof. First, let us introduce

oac € argmin  D(paclloac). oac =Y oh®af, (61)
oaceSep(A:C) k

which is a minimizer for the entanglement entropy and is separable on the partition
A : C, as indicated in the second equality. We now introduce the space B’ isomorphic
to B ® B and an (arbitrary) embedding p4p/c of papc into this larger space. Next we
apply a rotated Petz recovery map to the state o4.c and introduce the recovered states

; i 1+it  —1+it X —1—it 1-it oo ‘
Yap'c = ZUA ® ('OB/ZC'OC : OchPc : pB/ZC> ) YA:B'C = / dBo()V4.pc
X —00
(62)

for € R. One notes that these states are separable in the bipartition A : B'C by
construction. We now use Lemma 4 as well as the definition of the supremum to write

Eiocc,(B — A) < DLocc,(B—a)(pap lva:p)
<tr(pap log Xap) —logtr (Ya.p Xap) +V. (63)

where X 45 € C}, 5, is some operator with full support that is classical on B’, i.e. it has
the form

Xap =Y Fi® P, (64)
X

where {P5,}, are orthonormal rank-1 projectors decomposing the identity on B’ and
Fy > 0 are arbitrary positive semi-definite matrices. Finally, we construct the state

1+ir 1—it
e [ [22 B0 X, Vh g Xy |

Ya.c = , (65)
tr[Xapyvap]
which inherits separability in the partition A : C since
1+it p 1—it
rpr [XA%’YA:B’CXAIZB’}
. 14it A o 1—it . % —12+i[ X —12—1’1 l—zit ¥
= > (F) 2 oh(F}) 7 ®up [PB,pB,CpC oipe’ Pyie PB,} (66)
x,x"k
. Lt k . 1-it N % —12+it P —lz—it %
= Y (F) 2 oi(FD) ? @up |:PB"OB’C'OC ocPc 'OB’C] : (67)
x,k

where we used that Py, Pgi = &,y Py and cyclicity under trp to simplify the expres-
sion. In essence, the structure of LOCC;| measurements and the respective operator
Xap € Cjp asin Eq. (64) is needed here to ensure that separability is preserved
and no entanglement is created in this multiplication. Finally, we introduce an operator
Yac > O satisfying

EnLL(A : C)p < DaLL(pacllVac) < tr[paclogYac] —logtr [Yacya.c]+v, (68)
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where we used the variational formula for measured relative entropy.

Now we have everything in place, and the proof proceeds straightforwardly. First,
we write

I(A:BIC), +E(A:C),
= D (papcllexp(log pp ¢ +1ogoa.c —logpc)) (69)
= sup {tr [pasclogwapc] —logtr [exp(logwapc +1log pprc +logoa.c —log pe)] } ,

wpp'c>0
(70)

where in the last step we employed the variational formula for the relative entropy. At
this point we simply choose w = exp(log X 4p + log Yac) using the two operators
defined above. This, and the five matrix Golden—Thompson inequality for the Schatten
two-norm from [45, Corollary 3.3] allow us to further bound

I(A:B|C),+E(A:C),
> tr[papclogexp(log X ap +log Yac)]
— logtr [exp(log Xap +logYac +1logppc +logoa.c — log pc)] 71)
> tr[pap log Xap| +tr[paclogYac]

oo 1+it k 1+it  —1+it k —1—it 1-it 1—it
— logtr [YAC/ dBo(NX 2 Y oh ® <szC pe’ ocpe”’ /JB?C) XAE,]
o0 P

=Yipc
(72)
=tr[pap log Xap]+tr[paclogYac] —logtr [Xapyap] - tr[Yacvac]
(73)
> Eroce, (B —> A)p+ Eal(A:C)p —2v, (74)

where the equality simply follows by substitution of (65) and the ultimate inequality
follows from the definition of X 4 g and Y 4¢. This concludes the proof of Eq. (55) once
we leverage the fact that v > 0 can be chosen arbitrarily small.

Next, the first step in Eq. (56) follows from the additivity of the CQMI together with
the asymptotic achievability of the measured relative entropy in Lemma 1, realizing that
for tensor product inputs the optimization over separable states in the definition of E z4
can be restricted to permutation invariant states (due to the unitary invariance and joint
convexity of the relative entropy).

Finally, the second step in Eq. (56) can be deduced from the super-additivity [43,
Theorem 1]

EiLocc,(B1B2 — A1A2), > ELoce, (B1 — A1)p + ELoce, (B2 — A2),.,  (75)

noting that—in the notation of [43]—the set of measurements LOCC (B — A) is
compatible with the set of states Sep(A : B).
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3.2. Relative entropy of entanglement. Previously known lower bound proofs on the
CQMI proceeded via two steps of multipartite monogamy inequalities, going through
the relative entropy of entanglement [10,38]. As the intermediate steps are of independent
interest, we now give simple and direct proofs for strengthened single-copy versions of
these bounds.

Proposition 6. Let pspc be any tripartite state. We have

I(A:B|C)py = Ep(A:BC), —E(A:C),, (76)
and consequently

I(A:B|C), > EX(A:BC), —E®(A:C),, a7

where the regularized relative entropy of entanglement terms on the right-hand side are
defined as E*(A : B), = lim,_ o0 %E(A . B) yen. Moreover, the same lower bounds
hold for A <> B as I(A : B|C), is symmetric under this exchange.

‘We note that the stronger single-copy version in Eq. (76) is novel. The consequence in
Eq. (77) is [10, Lemma 1], which was based on the asymptotic achievability of quantum
state redistribution [19,53] together with the asymptotic continuity [21,48] and non-
lockability [30] of the relative entropy of entanglement. We emphasize that Eq. (77) was
also invoked in the later proof in [38]. In contrast, our proof is elementary via multivariate
matrix trace inequalities.

Proof of Proposition 6. For the proof of the first bound, we use similar, but simpler
arguments as in the proof of the first bound in Theorem 5. Namely, we employ the
three matrix Golden-Thompson inequality for the Schatten two-norm in the form of
[45, Eq. 39].° With a separable state optimizer

oac € argmin  D(paclloac), oac =Y o4 ®0cc, (78)
oaceSep(A:C) k

we find

I(A:BIC),+E(A:C),

= D (pagcl exp(log ppc +1ogoa.c —log pc)) (79)
00 1+t —1+it —1—it 1-it
> DaLL <,0ABC||/ dBo(t)pge Pe” OacPe” Ppe > (80)
—00
' 00 Lt —leie o sloic I
= Da | pascll D) ok ® ( f dBo()ppe e’ OEpc’ Pyt ) @1)
k —0Q

> EaLL(A:BC)p, (82)

with the probability density Bo(¢) = % (cosh(rt) + 1)~ L.

The second bound follows from additivity of the quantum mutual information on
tensor product states together with the asymptotic achievability of the measured relative
entropy from Lemma 1, in the same way as we derived the second bound in Theorem 5.

The next relative entropy of entanglement bound is as follows.

6 This is equivalent to Lieb’s triple matrix inequality [40], as shown in [45, Lemma 3.4].
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Proposition 7. Let pspc be any tripartite state. We have
E(A:BC)p, > Eroce (B —> A)p+ Epr(A:C)yp, (83)
and, consequently,

E(A:BC), > Erocc,(B— A)p,+E¥(A:C), and (84)
E*(A:BC), zEf%CCl(B—>A)p+E°°(A:C)p. (85)

We note that the stronger single-copy version in Eq. (83) is novel. We were not able

to directly replace the Ea (A : C), term in the lower bound with the larger E(A : C),,.

The first consequence in Eq. (84) is [38, Theorem 1], whereas the second consequence
can now be combined with the regularized Eq. (84) leading to

1 1
Esq(A: B), > EEE%CQ(B — A)p > EELOCQ(B i A)p (86)

as proven directly in Theorem 5.

Proof of Proposition 7. We first prove Eq. (83), which is almost analogous to the proof
of Theorem 5, up to some simplifications. We use the same embedding of pspc to

papc- Let

. k k
oABC € arg min D(papclloapc), oapc= E Oy ®0pc, (87)
oap'c€Sep(A:B'C) k

be a separable state optimizer. We may express the relative entropy of entanglement
using the variational formula for relative entropy

E(A:BC), = D(papclloa:sc) (83)
= sup tr{papclogwapc]—logtr[exp(logoa.pc +logwapc)] .

wppc>0
(89)

where w4 p/¢ 1s an arbitrary positive definite matrix. We will now choose it to be of the
form

wapc =exp(log Xap +logYac) , (90)

where Y4¢ > 01is general and X 45 > 0 is of the LOCC{(A — B) form in Eq. (64),
both still to be optimized over. We can then bound E(A : BC), using the three-matrix
Golden—Thompson inequality as follows:

E(A:BC), >  sup {tr[PAB’ log X ap/] + tr[pac log Yacl 1)

XAB/vYAC>0

—logtr [exp (logospc +1log X 45 +log YAC)] } (92)

> sup {tr[PAB’ log X ap']+tr[paclogYacl
XAB’vYAC>0

o0 1+it 1—it
-~ 1og/ dBo(t) tr [UAB/CXA%,YACXA%,} } : (93)

—0o0
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Now, define

1+it 1—it
~ 1t
JZoo dBo(0) trpr [XAZB/UA:B'CXAZB/ }

GA.Cc = . 94)
A tr [Xapoap]

Due to the LOCC (A — B) structure of X4/ in Eq. (64) and o4.pc = ) O’A ®ck
we realize that

I-Eit 1—2n it ,
X\ 2 X
trp | X poapcX, p | = Z (FA) S op(Fy

x,x’k

B'C’

1’2"’®tr3,[ ,aB,CPx] (95)

= Z (F:)% (Fx) ® trB/[ B’Gg’c] s (96)

x,k

and, thus, 6'4.c inherits the separable structure on the bipartition A : C from o4.p5c.
Using this definition we can now further bound Eq. (93) to arrive at

E(A:BC), > sup [tr[PABIOg Xapl+trlpaclogYacl

Xap-Yac
— logtr [GA:CYAC] tr [UA:B’XAB’]} 7
> Elocc, (B — A)p+ EalL(A:C),. (98)

Finally, Eq. (84) then follows by the additivity of the quantum relative entropy on
product states together with the asymptotic achievability of the measured relative entropy
from Lemma 1.

3.3. Conditional entanglement of mutual information. The quantity
I(A|A:B|B), :=1(AA:BB),—I(A:B), (99)

can be seen as a symmetric version of the tripartite CQMI via I (A : B|C), = I (A|C :
B|C),. It is then the basis of the entanglement measure conditional entanglement of
mutual information (CEMI) [52]

1
Icem (A : B), 1= 5 inf I(A|A: B|B),, (100)

PAABB

where the infimum goes over all bipartite extensions p4 ;5 Of pap on systems AB
(with no bound on the dimensions of A and B). By definition we have

Icemi(A : B), = Isq(A : B), (101)

and CEMI shares similarly complete axiomatic entanglement measurement properties
as squashed entanglement [52]. However, whereas no separation between Iggp and
Isq is known, CEMI often gives more structure. For example, one finds the following
recoverability lower bounds (see [49] for related bounds.).
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Proposition 8. Let p, 155 be any four-party state. We have

o
1<A|A:B|B>pzDALL<pAm|| / dfo() (RY! —®R[I;_)BB)(,OA[;)) (102)
—0o0
IAIA:BIB), = — | dfologF (o, 1ps (RY @R i5
(AlA: B|B), > Bo()log F' |\ pyiphs A ai®RE g (0ip)) »
—00

(103)

with local quantum channels

l+it  —l+it —l—it 1-it
[1] _ 2, T2 2 2 [7] -
RA—)AA( ) = <pAA Pi ) ) <’0A Pai ) andRB—)BB(-)Slmllar’ (104)

and the probability density Bo(t) = % (cosh(rt) + DL

The proof is as in [45,46] via multivariate trace inequalities and is given in “Appendix
A”. Additionally, the corresponding regularized lower bound as

lim sup ~ D || dﬁ 0 ((RY ;orY Vo)) 0s)
msp Pain 0 1 ® N5 pp) \PAB

then also follows from the asymptotic achievability of the measured entropy (Lemma 1).
As for squashed entanglement, it is unclear how these recoverability lower bounds would
directly imply faithfulness bounds.

Nevertheless, using again multivariate trace inequalities, a strengthened lower bound
in terms of the measurement set SEP(A : B) can be shown—comparedto LOCC(B; A)
for squashed entanglement.

Theorem 9. Let p , 155 be any four-party state. We have

I(AIA: BIB), = Esep(A: B), — [E(A: B), — Eau(A: B), |, (106)
and consequently
1 1

Icemi(A: B), > EE?EP(A :B), > EESEP(A :B),. (107)
The stronger single-copy version in Eq. (106) is novel. The consequence in Eq. (106)
corresponds to a strengthening of [38, Equation 41] that stated the (a priori weaker)
lower bound with respect to LOCC(A : B). One further advantage of our formulation in

Theorem 9 is that we have some information on the structure of the optimizer in lower
bound Eg‘I’EP(A : B),, as in fact (see the proof of Theorem 9)

_ _ 1 o0 ®n
) ® o [1] 1] o
I(A|A:B|B), > - Dsep (pA,;II /m dBo(t) tr gn gn [(RHM ®RB%BB) (%n:m)])
1
- log |poly(n)| (108)

. . _ _ . _ _ ®n o
fo'r any separable state optimizer o ju.gn € argmin, . . csep(in.gny D(P 51040 5n)s
with local quantum channels

1+t —1+it —1—it —i
— 2 2 2 [7] ..
A_)AA( ) = ( TP ) ) <'0A ,oAA ) and R - ()similar, (109)
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and the probability density Bo(t) = % (cosh(irt) + 1)_1. However, similarly as for
squashed entanglement, this structure does not seem to further translate to the single-
copy lower bound Esgp(A : B),. Further lower bounds in terms of restricted fidelity
and Schatten one-norm as leading to Eq. (60) are possible [34,42].

Proof of Theorem 9. The idea of the proof is similar as for Theorem 5 and we first prove
the bound in Eq. (106). Namely, for a separable state optimizer

oip € argmin  D(pgzlloiz). GA:B=ZG§®G]5, (110)
O‘ABESGD(A:B) k

using the four matrix Golden—-Thompson inequality for the Schatten two-norm from
[45, Corollary 3.3] and the variational characterization from Lemma 3 with the choice
waips = Xa:3®Y ;5 with general Yop > 0and X 4.3 € SEP(A : B) to be optimized
over, we find

I(A|A:B|B),+E(A: B),

=D (paipilexp(logpai ® ppg+logos.z —logpi ® pp)) (11
= sup {tr [Paipslogwips]
©aipp>0

—logtr [exp (logw, 155 +108 04 i ® ppj +1ogozz —logp; ® pj)] ] (112)

= s |ufoaapalozXan® Vsg)
Xa:B.Y;5>0
— logtr [exp (logXA;B ®Yip+logp,; ®ppp+logosp—logp; ® pB)] }
(113)

= sup {tr[pAABBIOgXAiB(X’YAB]

XA;B,Y/{§>0
o

_logtr[(XA:B(X)YA[;)/ dﬁo(t)ZRZ]_)AA(GA’f)®R[I§]_)Bé(og)]} (114)
o k

=:YAA:BB

= sup {tr [palog Xa.p|+tr[pz3logY;z5] —log (tr[Xaya:s]

Xa8,Y;53>0
o [Yipvaa))) (115)
> Esep(A: B),+ EaLL(A: B),, (116)
where we set

. rap [XA:BVAA;BB]

- with X 4.5 € SEP(A : B), (117)
AB tr[Xa:va:8] g

and used that y4.p € SEP(A : B)aswellas y;.5 € SEP(A : B) inherit the separability
structure from the choice X 4.5 € SEP(A : B).
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Next, the first step in Eq. (107) follows from the additivity of 7(A|A : B|B) on
tensor product states together with the asymptotic achievability of the measured relative
entropy in Lemma 1.

Finally, the second step in Eq. (107) can be deduced from the super-additivity result
[43, Theorem 1]

Esep(A1Az @ B1B2)p > Esep(Ay @ B1)p + Esgp(Az @ B2)y (118)

noting that—in the notation of [43]—the set of measurements SEP(A : B) is compatible
with the set of states Sep(A : B).

Alternatively, we can derive PPT bounds, where the set of measurements and the set
of states are both in terms of PPT. We are not aware of any previous such bounds in the
literature.

Proposition 10. Let p, ;5 5 be any four-party state. We have
I(A|A: B|B), > Pppr(A: B), — [P(A ' B), — Par(A B)p} , (119)
and consequently
| S 1
Icemi(A: B), > EPPPT(A :B)p = EPPPT(A :B)p . (120)

Note that the lower bounds in Proposition 10 are in general not directly comparable
to the bounds from Theorem 9, as both the set of measurements as well as the set of
states is enlarged. Moreover, the same form as in Eq. (108) is available and lower bounds
in terms of restricted fidelity and Schatten one-norm as leading to Eq. (60) are possible
as well [34,42].

Proof of Proposition 10. The first part of the proof is similar as that of Theorem 9.
Namely, for a PPT state optimizer

0ip € argmi{li D(pigplloig) (121)
agéeppt(A:B)

we find
I(A|A:B|B),+P(A:B),

> sup {tr[pAABglogXAB@)YAB]

XAB7YA}}>0

—logtr [ (Xaz ® YAB)/OOd,Bo(t) (RY corY ;) (aAé)]} (122)

=" YAABB

= sup {tr[pABlogXAB]+tr[pAélogYAB]

XABYY/§§>0

~tog (it [Xasyas] -t [Yiz7:]) } , (123)
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where we set

. . Uas [XaBYaiB5)
AR tr[Xapyas]

for the choice X 45 € PPT(A : B). (124)

Equation (123) is then further lower bounded to the claimed inequality
I(A|A:B|B),+ P(A:B), > Pppr(A: B),+ PaLL(A: B), (125)

once it is realized that both y45 € ppt(A : B) and 775 € ppt(A : B) inherit the PPT
structure. This follows as by inspection

TypoRY  — Rl

555 = Rppp° 1B (126)
1+it —1+it

o Lpp0= () () )0 ()7 () )

and hence v, 155 € PPt(AA : BB), and further

T; T3 Ty Ty
(ras [XaBvaips]) ® =tras [XAB)/A%BB] =trap [(XABVA%BB) } (128)
T -
=trap [(XAB)TB )/Afi’;é] =tag [XaBVaips| - (129

Finally, Eq.(120) follows as in the proof of Theorem 9, except now using [43, Theorem
1]

Ppp1(A1A2 2 B1B2)p = Pppr(Al : B1)p + PppT(A2 : B2)p, (130)

noting that—in the notation of [43]—the set of measurements PPT(A : B) is compatible
with the set of states ppt(A : B).

3.4. Relative entropy of entanglement based on Piani’s work. The previously known
CEMI lower bound proof proceeded via two steps of multipartite monogamy inequalities
[38] (see also the alternative [49]), going through the relative entropy of entanglement
and prominently making use of Piani’s results [43]. As the intermediate steps of these
proofs are of independent interest, we now give simple and direct proofs for strengthened
single-copy versions of these steps. The first bound is as follows.

Proposition 11. Let p, 5 1 5 be any four-party state. We have

I(A|A:B|B), > EaL.(AA: BB), — E(A: B),, (131)
and consequently

I(A|A:B|B), > E*(AA:BB), —E®(A:B),. (132)

‘We note that the stronger single-copy version in Eq. (131) is novel. The consequence
in Eq. (132) is [38, Eq. 40], which was based on the asymptotic achievability of partial
state merging [52] together with the asymptotic continuity [21,48] and non-lockability
[30] of the relative entropy of entanglement. In contrast, our proof is elementary via
matrix trace inequalities.
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Proof. The proof is a simplified version of the arguments leading to Theorem 9. We
only sketch the steps: For a separable state optimizer

opp € argmin  D(pzzllogz). ozp=) ok®0f, (133)
a”eSep(fi:B) k

we estimate for Eq. (131) that

I(A|A:B|B),+E(A:B),
= D(pyippllexplogoy.z+logp,; ® ppg —logps ® pp)) (134)

Z sup {tr[PAABB logw, i3]
0sip3>0

— logtr [wAABBf

o]

i) DR oh o R yep]] a9
o0 k
> EaLL(AA: BB),, (136)

with local quantum channels

1+t —1+it —l—it 1-it
1] — 2 T2 . ) 2 [1] N
Ry 0= (,;AA P ) ) <pA P i ) andR 5 - (-)similar, (137)

and the probability density Bo(¢) = % (cosh(rt) + 1)~ L. Equation (132) then follows

by the additivity of 7(A|A : B|B) on tensor product states together with the asymptotic
achievability of the measured relative entropy from Lemma 1. 0O

Having Proposition 11 at hand, we can employ [43, Theorem 1] in the form
E(AA:BB), > Esgp(A: B),+E(A: B), (138)
to again conclude that
I(A|A: B|B), > E&p(A: B), > Esgp(A : B),, (139)

as proven directly in Theorem 9.
Finally, one can equally show that

I(A|A: B|B), > PaL(AA: BB), — P(A: B), (140)
and then use the PPT bound
P(AA:BB), > Pppr(A: B),+ P(A: B), (141)

from [43, Theorem 1] to arrive at the second part of Proposition 10.
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3.5. Multipartite extensions. Our results can (partly) be extended to multipartite set-
tings. In the following, we discuss tripartite systems — with straightforward generaliza-
tion to more parties. The quantity

I(A|A:B|B:C|C),:=I1(AA:BB:CC),—I(A:B:C), (142)
with I(A:B:C):=H(A),+H(B),+H(C),— H(ABC), (143)

gives rise to the tripartite CEMI as [52]

1
Icemi(A:B:C),:= = inf I(A|A: B|B: C|C)p, (144)

2 PAABBC

where the infimum goes over all tripartite extensions p 4 4 3 3¢ Of PABc onsystems ABC

(with no bound on the dimensions of A, B,C ). We first note the following recoverability
lower bounds that resolve a conjecture from [49].

Proposition 12. Let p, s 5c¢ be any six-party state. We have
I(A|A: B|B:C|C),

= Dat (pAABBCC” / dpo(t) ( W erl e Rct]—>cc> (pABC—,))
(145)
I(A|A: B|B: C|C),
> — /Z dBo(t)log F (PAAB[;Ca (RK_)AA ® Ré]_)BB ® R[ctﬁcc) (PABE)> )
(146)

with local quantum channels

L+it —l+it —1—it 1-it
RE;]—)AA() = ('OAii Py > ©) ('OA N )andR%LBB(')’ R[CELCé(')Similar’
(147)
and the probability density Bo(t) = % (cosh(rt) + I

As the additional, third recovery map RY ¢ c¢ Commutes with the other tensor product

recovery maps, the proof is exactly the same as the proof in the bipartite case (Proposi-
tion 8). Additionally, the corresponding regularized lower bound as

1 [ [1] ®n
llrfiscgp u P 'OAABBCC” d'BO(t) A i® RB—>BB ® 72C—>CC> ('0“36))
(148)

then also follows from the asymptotic achievability of the measured entropy (Lemma 1).
We find the following faithfulness bound in terms of tripartite separability.
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Proposition 13. Let p, i 5 5c\¢ be any six-party state. We have

[(A|A:B|B:C|C), > Esgp(A: B: C), — {E(A B:C),— Eau(A: B C)p}

(149)
I(AJA:B|B:C|C), > Pppr(A: B :C), — {P(A B :C)y— Pari(A: B C’)p} ,
(150)
and consequently
- 1
Icem(A: B:C)y = SEgp(A: B:C), = SEsgp(A: B: O), (151)
1 1
Icem(A: B C)y = 5 PRpr(A: B:C)y = S Popr(A: B O),. (152)

This strengthens the conceptually different multipartite CEMI faithfulness bounds
from [49]. Further lower bounds in terms of restricted fidelity and Schatten one-norm as
leading to Eq. (60) are possible [36]. The proof is similar as in the respective bipartite
cases, Theorem 9 and Proposition 10, and is given in “Appendix A”.

The tripartite squashed entanglement is defined as [1,51]

Isq(A; : Ay A3):= inf I(A;:A;:A3]C),  (153)

PALAy A3

via the tripartite CQMI I (A : Ay : A3|C), = I(A; : A3|C), + I(A1As : A3]C), .
(154)

where the infimum is over all four-party quantum state extensions p4,a,A;c on any
system C (with no bound on the dimension of C).” We note the following recoverability
lower bounds.

Proposition 14. Let pa, A, a5c be any four-party state. We have

[ee]
I(A1: A2t A3]C)p = Daws (pmmcn | b (REL o REL ) (pAlc))
—00

(155)
1 Az AlC)p = = [ g tog F (pamme: (REL e o REL 1c) (oa10))
—0o0
(156)

with quantum channels

1+t —l+it —l—it 1-it
(1] N 7 1] imi
Rl gy c() = (IOAjCiOC ’ ) Q) (PC ’ pA22C> andRe_, ¢ ()similar— (157)

and the probability density fo(t) = 7% (cosh(w?) + 1)~L. By the symmetry of 1(A; :
Ay : A3|C)p under Ay <> Ay <> Az other orderings are possible as well.

7 In reference [51] other definitions of multipartite squashed entanglement are explored as well, which we
do not discuss here, but should be amenable to similar considerations.
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The proof is as in [45,46] via multivariate trace inequalities and is given in “Appendix
A”. Additionally, the corresponding regularized lower bound as

n—oo N

. 1 > ®n
11msup—D<p§?;’A2A3C|| / dpo) (R ic o REL 4y ) (0a10)) ) (158)
—00

then also follows from the asymptotic achievability of the measured entropy (Lemma 1).

However, we do not know how to show faithfulness lower bounds of Igq(A; : A :
A3) with respect to global separability SEP(A; : A : A3z). As also noted in [39,49],
this difficulty arises because compared to the multipartite CEMI case, there is now only
one extension system C that all operators act on.

4. Outlook

In addition to exploring applications of our variational formulas for quantum relative
entropy under restricted measurements, there are two immediate questions that remain
open around entanglement monogamy inequalities in the spirit of this manuscript. First,
is multipartite squashed entanglement faithful? Second, and as an extension of the sep-
arability refinements of SSA, is there a connection between the quantum conditional
mutual information and exact quantum Markov chains [26,31]? We hope that our direct
matrix analysis approach can shine some further light on these questions. Lastly, it would
also be interesting to explore applications of the CEMI entanglement measure and its
characterizations.
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Appendix A: Deferred Proofs
Proof of Proposition 8. We first prove Eq. (102) by writing
I(A|A: BB),
= D (paippllexplogpij +1ogpy s ® ppg —logpg ® pp)) (159)

= sup { t(paipslogwaipi]
©a555>0

—logtr[exp(log,oAB +logpsi ® ppp —logpz ® pp +10gwAABB]} (160)
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> sup {tr[PAABélogwAABB]

wsipp>0
“lo tr|:a) - —/OO dBo(t) (R” @ R )( )” (161)
8 AABB 0 A AA Bophi) \PAB
—0oQ
=D sl [ o) (RY RY i5) 162
= DALL pAABB” Bo( Ao -® B—>BE (pAB , ( )
—0o0

where we employed the four matrix Golden—Thompson inequality for the Schatten two-
norm from [45, Corollary 3.3]. Next, Eq. (105) directly follows from Eq. (162) via the
additivity of CEMI on tensor product states, together with the asymptotic achievability
of the measured relative entropy in Lemma 1. Finally, for the proof of Eq. (103), we
follow the same consideration as in [45, Appendix F]. Namely, the Peierls-Bogoliubov
inequality for Hermitian matrices G| and G» with tr[exp(G)] = 1 states that

—tr[Goexp(G1)] = —logtrlexp(G1 + G2)]. (163)

Choosing G| = logp, 55 and G2 = 5(—logp,ip5 +1080451 ® Ppi — logpiz
+log pz ® pj) yields

I(A|A: BB),

1
> —2logtr [eXP (5(— logppipp +108045 ® ppg —logpip+logp; ® pg>)}

(164)
00 Leit 1t _lsir it
> 2 / dﬁo(t)l()g‘ piips (Paz®psp) * (02 ® )7 04 (165)
—00 1
o0
=_/ dpo 1oz F (oaipm (R, s @R L 2) (0ap)) - (166)
—00

where we subsequently employed the four matrix Golden—-Thompson inequality for the
Schatten one-norm from [45, Corollary 3.3].

Proof of Proposition 13. We first prove Eq.(149) and proceed as in the bipartite case of
Theorem 9. Namely, for a separable state optimizer

oigc € agmin  D(pipellofpe).  Ofpe =) 0k @0y ®ak, (167)
oAgéeSep(A:B:C)

we find
I(A|A:B|B:C|C),+E(A:B:(),
=D (paigiccllexp(10gp45 ® ppz ® pee +10g0 5.0 —logpz ® pj ® p¢)) (168)

> sup [ tw[paippeclog Xame ® Yize]
Xapc Yi56>0

_1ogtr[(XABc®YABc/ dﬁo(f)ZRZLAAWA)®R5§LBB<<’B)®RZLCC<%>” (169)

= YAA:BB:CC

= sup {tr [)OABC ]OgXAzgjc]+tr ['OABC_’ lOg YABC_’]
Xap:c.Yipe>0
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—tog (wr[Xncvnnc] v [Vigenne] )| (170)
> Esgp(A:B:C)p+EalL(A: B:C),, (171)

where we set

N . trapc [XA:B:CVAA:BB:CG]

o= with X 4.5.c € SEP(A: B:C),  (172)
ABC tr[X a::cva:B:C|

and used that y4.5.c € SEP(A : B: C)aswellas Pj.5.¢ € SEP(A : B : C) inherit the
separability structure from the choice X 4.p5.c € SEP(A : B : C). The crucial point is
that the recovery maps all commute and thus the argument is the same as in the bipartite
case of Theorem 9. Equation (151) then follows from the multipartite version of the
super-additivity result [43, Theorem 1]

Esgp(A1Az : B1By : C1C2)p > Espp(Ar : By : C1)p + Esgp(Az 1 By : C2)p .
(173)

For the proof of Eq. (150), we follow Proposition 10 for the bipartite case. Namely, for
a PPT state optimizer

oigc € argmin D(ppelloige) (174)

O’ABéeppt(AiBZC)
we find
I(A|A: B|B|IC|C),+P(A:B:C),

> s | [pasgseelog Xanc ® Yige]
XABC'YABC‘>0

o0
— logtr[(XABC ®Yige) /oodﬂo(t) (R?_}AA ®RE,—;]_>BB ®R[C£‘]—>CC_‘) (UABC)]}

=:YAABBCC
(175)
= sup {tr [PABC logXABC]+tr [IOABC_‘ log YABC_‘]
XABCsYA1§C>O
—tog (tr [Xapcvanc] -t [Yapeaac]) | (176)
> Pppr(A:B:C)y+ PaL(A:B:C),, (177)
where we set
tr X IRBOC
ihe = asc| ABCVAABBCC]for the choice X agc € PPT(A: B: C), (178)

tr[Xascyasc]

and used that yapc € ppt(A : B : C) as well as pi3¢ € ppt(A : B : C) inherit
the relevant PPT structure from the choice Xspc € PPT(A : B : C), similarly as
in the bipartite case. Again, the crucial point is that the recovery maps all commute.
Equation (152) then follows from multipartite version of [43, Theorem 1] in the form

Ppp1(A1A2 : B1By : C1C2)p = Prp1(Ay : By 1 C1)p + Ppp1(A2 2 By 1 C2),p
(179)
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Proof of Proposition 14. We first prove Eq. (155) by writing
I(Ay: Ayt A3]C),
= D (pa,arasc |l explog pa,c +10g pa,c +1og pasc — 2log pe)) (180)

= sup {tr [,0A1A2A3C logwA1A2A3C]
A Aya30>0
—logtr [exp(log pa,c +10g pa,c +10g pasc — 21og pc +10g wa, 4, 45¢ ] }
(181)

> sup { tr [,0A1A2A3C logwy, A2A3C]
WA AyAzC>0

o0
—logtr[wA1A2A3c / dﬂo(t)(R[C’LA3CoR[C’LAzc)(pA1c)]} (182)
oo

oo
= D <pA1A2A3c|| [ abo) (REL s oREL 1) (pmc)> Lasy)
—o0

where we employed the six matrix Golden—Thompson inequality for the Schatten two-
norm from [45, Corollary 3.3]. Next, Eq. (158) directly follows from Eq. (183) via the
additivity of CEMI on tensor product states, together with the asymptotic achievability
of the measured relative entropy in Lemma 1. Finally, for the proof of Eq. (156), we
follow the same consideration as in [45, Appendix F]. Namely, for Peierls-Bogoliubov
inequality as in Eq. (163), we choose G| = pa,,4;c and

1
Gy = 3 (—1og pa,Aras¢ +10g pa,c +1log payc +1og pasc — 2logpc) . (184)
which gives the chain of equations

I(Ay: A : A3|C)p

1
> —2logtr [GXP (E(_ log pa, Aya3¢ +10g pa,c +10g payc +10g pasc — 2log pc))]

(185)
00 1uit Lt b leit_lsin i
= _2/ dBo (1) log pA?A2A3C'OA§CpC : PascPc : pAIZC (186)
—00 1
o
=- / dBo01og F (o4 mascs (REL ic o REL 4y ) (0110)) (187)
—o0

where we subsequently employed the six matrix Golden—-Thompson inequality for the
Schatten one-norm from [45, Corollary 3.3].
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