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#### Abstract

In this paper, we establish local well-posedness for the Zakharov system on $\mathbb{T}^{d}, d \geq 3$ in a low regularity setting. Our result improves the work of Kishimoto (J Anal Math 119:213-253, 2013). Moreover, the result is sharp up to $\varepsilon$-loss of regularity when $d=3$ and $d \geq 5$ as long as one utilizes the iteration argument. We introduce ideas from recent developments of the Fourier restriction theory. The key element in the proof of our well-posedness result is a new trilinear discrete Fourier restriction estimate involving paraboloid and cone. We prove this trilinear estimate by improving Bourgain-Demeter's range of exponent for the linear decoupling inequality for paraboloid (Bourgain and Demeter in Ann Math 182:351-389) under the constraint that the input space-time function $f$ satisfies supp $\hat{f} \subset\left\{(\xi, \tau) \in \mathbb{R}^{d+1}: 1-\frac{1}{N} \leq|\xi| \leq 1+\frac{1}{N},\left|\tau-|\xi|^{2}\right| \leq \frac{1}{N^{2}}\right\}$ for large $N \geq 1$.


## 1. Introduction

1.1. Introduction and main result. We consider the Cauchy problem for the Zakharov system:

$$
\left\{\begin{array}{l}
i \partial_{t} u+\Delta u=n u,  \tag{1.1}\\
\partial_{t}^{2} n-\Delta n=\Delta\left(|u|^{2}\right), \\
\left(u(0), n(0), \partial_{t} n(0)\right)=\left(u_{0}, n_{0}, n_{1}\right),
\end{array}\right.
$$

where the unknown functions $u$ and $n$ are complex- and real-valued functions, respectively. We consider (1.1) with periodic boundary condition, namely, $u: \mathbb{R} \times \mathbb{T}^{d}: \rightarrow \mathbb{C}$ and $n: \mathbb{R} \times \mathbb{T}^{d}: \rightarrow \mathbb{R}$ where $\mathbb{T}^{d}=(\mathbb{R} / 2 \pi \mathbb{Z})^{d}$. We take initial data from $L^{2}$-based Sobolev spaces:

$$
\left(u_{0}, n_{0}, n_{1}\right) \in H^{s}\left(\mathbb{T}^{d}\right) \times H^{\ell}\left(\mathbb{T}^{d}\right) \times H^{\ell-1}\left(\mathbb{T}^{d}\right)=: \mathcal{H}^{s, \ell}\left(\mathbb{T}^{d}\right)
$$

with $s, \ell \in \mathbb{R}$.

The Zakharov system was derived by Zakharov [69] to describe the propagation of Langmuir waves in a plasma. The Zakharov system possesses two conservation laws, namely, the conservation of mass $\|u(t)\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}}$ and energy:

$$
E(u, n)(t)=\|\nabla u(t)\|_{L^{2}}^{2}+\frac{1}{2}\left(\|n(t)\|_{L^{2}}^{2}+\left\||\nabla|^{-1} \partial_{t} n(t)\right\|_{L^{2}}^{2}\right)+\int_{\mathbb{T}^{d}} n(t, x)|u(t, x)|^{2} d x .
$$

Here, if the initial velocity has zero mean, i.e. $\widehat{n_{1}}(0)=0$, then the energy is well-defined. See the introduction in [48] for more details.

The Cauchy problem for the Zakharov system on $\mathbb{R} \times \mathbb{R}^{d}$ has been studied extensively. In [56], Ozawa-Tsutsumi obtained the local well-posedness of (1.1) in $H^{2}\left(\mathbb{R}^{d}\right) \times$ $H^{1}\left(\mathbb{R}^{d}\right) \times L^{2}\left(\mathbb{R}^{d}\right)$ for $d \leq 3$. After the seminal works by Bourgain [12], and KlainermanMachedon [49], Bourgain-Colliander [16] applied the Fourier restriction norm method to the study of $(1.1)$ and obtained global well-posedness in $H^{1}\left(\mathbb{R}^{d}\right) \times L^{2}\left(\mathbb{R}^{d}\right) \times H^{-1}\left(\mathbb{R}^{d}\right)$ for $d=2$, 3. Thereafter, Ginibre-Tsutsumi-Velo [36] extended the range of $(s, \ell)$ for which the Zakharov system is locally well-posed as follows:

$$
\begin{cases}d=1, & -\frac{1}{2} \leq s-\ell \leq 1,2 s \geq \ell+\frac{1}{2} \geq 0 \\ d=2,3, & \ell \leq s \leq \ell+1, \ell \geq 0,2 s-(\ell+1) \geq 0 \\ d \geq 4, & \ell \leq s \leq \ell+1, \ell>\frac{d}{2}-2,2 s-(\ell+1)>\frac{d}{2}-2\end{cases}
$$

They also introduced the notion of scaling criticality for (1.1) using which the scaling critical values are given by $(s, \ell)=\left(\frac{d-3}{2}, \frac{d-4}{2}\right)$. In the 2-dimensional case, on the line $\ell=s-\frac{1}{2}$, Bejenaru-Herr-Holmer-Tataru [2] pushed down the threshold of necessary regularity by $\frac{1}{2}$ by proving that (1.1) is locally well-posed in $L^{2}\left(\mathbb{R}^{2}\right) \times H^{-\frac{1}{2}}\left(\mathbb{R}^{2}\right) \times$ $H^{-\frac{3}{2}}\left(\mathbb{R}^{2}\right)$. They employed the nonlinear version of the Loomis-Whitney inequality which has a connection with multilinear restriction estimates, see e.g. [4,10,11]. For $d=3$, Bejenaru-Herr [3] proved local well-posedness in $H^{s}\left(\mathbb{R}^{3}\right) \times H^{\ell}\left(\mathbb{R}^{3}\right) \times H^{\ell-1}\left(\mathbb{R}^{3}\right)$ with $\ell>-\frac{1}{2}, \ell \leq s \leq \ell+1,2 s>\ell+\frac{1}{2}$. In the energy critical dimension $d=4$, Bejenaru-Guo-Herr-Nakanishi [1] established the small data global well-posedness and scattering in the energy space $H^{1}\left(\mathbb{R}^{4}\right) \times L^{2}\left(\mathbb{R}^{4}\right) \times \dot{H}^{-1}\left(\mathbb{R}^{4}\right)$. Recently, under a radially symmetric assumption on data, global well-posedness and scattering in 4D energy space below the ground state was shown by Guo-Nakanishi [40]. Without the radial symmetry assumption, global well-posedness in 4D energy space below the ground state has been established in [24]. However, scattering below ground state in the non-radial energy space remains a challenging open problem. In the recent paper [25], the sharp range of ( $s, \ell$ ) for well-posedness is determined for spatial dimensions $d \geq 4$. For $d \leq 3$, we also refer to the recent results [27] and [60] for the almost optimal range of regularity for the local well-posedness of (1.1).

On the other hand, there are not so many works on the periodic Zakharov system (1.1). For $\gamma>0$, let $\mathbb{T}_{\gamma}=(\mathbb{R} / 2 \pi \gamma \mathbb{N})$. For $d=1$, it is known that the necessary regularity for the well-posedness depends on the period of the torus. Bourgain [13] and Takaoka [63] proved that (1.1) is locally well-posed in $L^{2}\left(\mathbb{T}_{\gamma}\right) \times H^{-\frac{1}{2}}\left(\mathbb{T}_{\gamma}\right) \times H^{-\frac{3}{2}}\left(\mathbb{T}_{\gamma}\right)$ if $\gamma \notin \mathbb{N}$ and $H^{\frac{1}{2}}\left(\mathbb{T}_{\gamma}\right) \times L^{2}\left(\mathbb{T}_{\gamma}\right) \times H^{-1}\left(\mathbb{T}_{\gamma}\right)$ if $\gamma \in \mathbb{N}$. Notice that their results, in some sense, are sharp. This is due to the fact that the problematic nonlinear interaction arises only in the case $\gamma \in \mathbb{N}$. For $d=1$, we also note that global well-posedness of (1.1) in the energy space is known [13].

The most recent result on the local well-posedness of (1.1) on the multidimensional torus is due to Kishimoto [47]. He proved the following:

Theorem 1.1 (Theorem 1.1 in [47]). Let

$$
\begin{cases}0 \leq s-\ell \leq 1, \quad 2 s \geq \ell+\frac{d}{2}>d-1, & (d \geq 3) \\ 0 \leq s-\ell \leq 1,2 s \geq \ell+\frac{d}{2} \geq 1, & (d=2)\end{cases}
$$

Then (1.1) is locally well-posed in $\mathcal{H}^{s, \ell}\left(\mathbb{T}^{d}\right)$.
In particular, for the case $d=2$, local well-posedness in the energy space $H^{1}\left(\mathbb{T}^{2}\right) \times$ $L^{2}\left(\mathbb{T}^{2}\right) \times H^{-1}\left(\mathbb{T}^{2}\right)$ was obtained. This readily implies the global well-posedness under the conditions $\widehat{n}_{1}(0)=0$ and $\left\|u_{0}\right\|_{L^{2}} \ll 1$. Moreover, the result remains true if the classical torus $\mathbb{T}^{d}$ is replaced by $\mathbb{T}_{\gamma}^{d}:=\left(\mathbb{R} / 2 \pi \gamma_{1} \mathbb{Z}\right) \times \cdots \times\left(\mathbb{R} / 2 \pi \gamma_{d} \mathbb{Z}\right)$ for $\gamma=$ $\left(\gamma_{1}, \ldots, \gamma_{d}\right)$ with $\gamma_{j}>0$ for each $j=1, \ldots, d$. In [48], Kishimoto-Maeda succeeded in removing the condition $\widehat{n}_{1}(0)=0$ and found that the smallness condition $\left\|u_{0}\right\|_{L^{2}} \ll 1$ can be replaced with $\left\|u_{0}\right\|_{L^{2}} \leq\|Q\|_{L^{2}}$. By $Q$, we denote the ground state solution of the focusing cubic nonlinear Schrödinger equation on $\mathbb{R}^{2}$, that is, $Q$ is the unique positive radial solution of

$$
-\Delta Q+Q-Q^{3}=0, \quad x \in \mathbb{R}^{2}
$$

The scaling critical regularity $(s, \ell)=\left(\frac{d-3}{2}, \frac{d-4}{2}\right)$ is on the line $\ell=s-\frac{1}{2}$. Our aim is to relax the regularity threshold in Theorem 1.1 for $d \geq 3$ on the line $\ell=s-\frac{1}{2}$. We note that for $\ell=s-\frac{1}{2}$, the condition in Theorem 1.1 becomes $s>\frac{d-1}{2}$ when $d \geq 3$. We now state our main result.

Theorem 1.2. Let $d \geq 3$. Define

$$
s_{0}= \begin{cases}\frac{1}{2} & (d=3)  \tag{1.2}\\ \frac{3}{4} & (d=4) \\ \frac{d-3}{2} & (d \geq 5)\end{cases}
$$

Let $s>s_{0}$. Then (1.1) is locally well-posed in $\mathcal{H}^{s, s-\frac{1}{2}}\left(\mathbb{T}^{d}\right)$.
Remark 1. Similar to Kishimoto's result, we can replace the classical torus $\mathbb{T}^{d}$ with $\mathbb{T}_{\gamma}^{d}$.
We observe that the regularity threshold (1.2) cannot be improved as far as we utilize the iteration argument in the cases $d=3$ and $d \geq 5$. Precisely, for $d \geq 2$ Kishimoto proved that if $s<\frac{1}{2}$ then, for any $T>0$, the data-to-solution map $\left(u_{0}, n_{0}, n_{1}\right) \mapsto$ $\left(u, n, \partial_{t} n\right)$ of (1.1), as a map from the unit ball in $\mathcal{H}^{s, s-\frac{1}{2}}\left(\mathbb{T}^{d}\right)$ to $C\left([0, T] ; \mathcal{H}^{s, s-\frac{1}{2}}\left(\mathbb{T}^{d}\right)\right)$ fails to be $C^{2}$-differentiable at the origin, see Theorem 1.2 in [47]. This suggests that Theorem 1.2 in the case $d=3$ is optimal up to $\varepsilon$ loss.

In addition, because $(s, \ell)=\left(\frac{d-3}{2}, \frac{d-4}{2}\right)$ is the scaling critical regularity, the standard argument yields the sharpness of Theorem (1.2) for the case $d \geq 5$ up to $\varepsilon$ loss.

Theorem 1.3. Lets $<\frac{d-3}{2}$. Then, for any $T>0$, the data-to-solution map $\left(u_{0}, n_{0}, n_{1}\right) \mapsto$ $\left(u, n, \partial_{t} n\right)$ of $(1.1)$, as a map from the unit ball in $\mathcal{H}^{s, s-\frac{1}{2}}\left(\mathbb{T}^{d}\right)$ to $C\left([0, T] ; \mathcal{H}^{s, s-\frac{1}{2}}\left(\mathbb{T}^{d}\right)\right)$ fails to be $C^{2}$-differentiable at the origin.

In order to establish Theorem 1.2, we bring new insight from recent development in the Fourier restriction theory which is so called decoupling theory (Wolff's inequality) into the study of the periodic Zakharov system. We refer to books $[61,62]$ for a general reference to the Fourier restriction theory and its connection to PDEs. Whilst there are several works that directly apply the consequence itself from the decoupling theory to the study of nonlinear PDE problems, as far as we are aware, there are only a few works that apply modern techniques or ideas in the proof of the decoupling theory. As an example, we refer to the work by Fan-Staffilani-Wang-Wilson [32] where they obtained global well-posedness for the cubic defocusing nonlinear Schrödinger equation on irrational tori using the bilinear decoupling type estimate. Similarly, our broad scope in this paper is to tackle nonlinear PDE problems by introducing new techniques and ideas developed in Fourier restriction theory. At the same time, the study of the periodic Zakharov system raises a question on the decoupling theory - what if one has more than two surfaces interacting with each other which is reminiscent of the bilinear and multilinear Fourier restriction theory, $[5,6,11,20,49,65]$. See also the book [30] and references therein.
1.2. Introduction to $\ell^{2}$-decoupling theory. In order to make the paper accessible to readers from different backgrounds, we begin with a brief introduction to the $\ell^{2}$-decoupling theory. We refer to the survey paper [43] and the book [30] for more details. Our starting point for the introduction of the decoupling inequality is the classical Littlewood-Paley theory. We denote the dyadic annulus by $A_{1}:=\left\{(\xi, \tau) \in \mathbb{R}^{d+1}:|(\xi, \tau)| \lesssim 1\right\}$ and $A_{N}:=\left\{(\xi, \tau) \in \mathbb{R}^{d+1}:|(\xi, \tau)| \sim N\right\}$ for each $N \in 2^{\mathbb{N}}$. Note that $\left\{A_{N}\right\}_{N \in 2^{\mathbb{N}} 0}$ provides an almost pairwise disjoint decomposition of $\mathbb{R}^{d+1}$. Similarly, we can decompose the Fourier support of sufficiently nice function $f: \mathbb{R}^{d+1} \rightarrow \mathbb{C}$ dyadically as $f \sim \sum_{N} f_{A_{N}}$ where we define

$$
f_{K}(x, t):=\int_{\mathbb{R}^{d+1}} e^{2 \pi i(x, t) \cdot(\xi, \tau)} \chi_{K}(\xi, \tau) \hat{f}(\xi, \tau) d \xi d \tau
$$

for $K \subset \mathbb{R}^{d+1}$ in general, $\chi_{K}$ is a smooth cut-off function on $K$, and $\hat{f}$ denotes the spacetime Fourier transform. Then the Littlewood-Paley theory exploits an $L^{2}$-orthogonality of $\left\{f_{A_{N}}\right\}_{N \in 2^{\mathbb{N}_{0}}}$ and ensures that ${ }^{1}$

$$
\begin{equation*}
\left\|\left(\sum_{N}\left|f_{A_{N}}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \lesssim\|f\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \lesssim\left\|\left(\sum_{N}\left|f_{A_{N}}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \tag{1.3}
\end{equation*}
$$

for all $1<p<\infty$. At this stage, one may wonder what if the dyadic annuli $\left\{A_{N}\right\}_{N}$ are replaced by other decomposition. Such a question has been addressed by Carleson [26], Córdoba [28], and Rubio de Francia [59]. For instance, Rubio de Francia [59, Theorem B] proved that the inequality on the left-hand side of (1.3) remains true for decomposition into congruent cubes. More precisely, the following inequality

$$
\begin{equation*}
\left\|\left(\sum_{j}\left|f_{Q_{j}}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \lesssim\|f\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \tag{1.4}
\end{equation*}
$$

holds true as long as $2 \leq p<\infty$. Here, $\left\{Q_{j}\right\}_{j}$ is a family of translated congruent cubes with arbitrary fixed side-length. On the other hand, the reverse inequality of (1.4) failed

[^0]dramatically except for the case $p=2$. Regardless of such failure in general, Fefferman [33] found out that the curvature of the Fourier support plays a role in reversing (1.4). To be more precise, we introduce some notation which we will use throughout this paper. Denote a truncated paraboloid by
$$
\mathbb{P}^{d}:=\left\{\left(\xi,|\xi|^{2}\right) \in \mathbb{R}^{d+1}:|\xi| \leq 1\right\},
$$
and its $N^{-2}$-neighborhood by
$$
\mathcal{N}_{N^{-2}}\left(\mathbb{P}^{d}\right):=\left\{(\xi, \tau) \in \mathbb{R}^{d+1}:|\xi| \leq 1,\left|\tau-|\xi|^{2}\right| \leq \frac{1}{N^{2}}\right\}
$$
for $d \geq 1$ and $N \gg 1$. We will decompose $\mathbb{P}^{d}$ or $\mathcal{N}_{N^{-2}}\left(\mathbb{P}^{d}\right)$ into small caps. For each $N \geq 1$, let $\mathcal{C}_{N^{-1}}$ be a family of disjoint $\frac{1}{N} \times \cdots \times \frac{1}{N} \times \frac{1}{N^{2}}$ caps of the form
\[

$$
\begin{equation*}
\theta=\left\{(\xi, \tau): \xi \in\left[-\frac{1}{2 N}, \frac{1}{2 N}\right]^{d}+c_{\theta},\left|\tau-|\xi|^{2}\right| \leq \frac{1}{N^{2}}\right\} \tag{1.5}
\end{equation*}
$$

\]

where $c_{\theta}$ runs over $\frac{1}{N} \mathbb{Z}^{d} \cap[-1,1]^{d}$. With this notation, Fefferman's inequality [33] states that if $f: \mathbb{R}^{d+1} \rightarrow \mathbb{C}$ satisfies supp $\hat{f} \subset \mathcal{N}_{N^{-2}}\left(\mathbb{P}^{d}\right)$, then

$$
\begin{equation*}
\|f\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \lesssim\left\|\left(\sum_{\theta \in \mathcal{C}_{N^{-1}}}\left|f_{\theta}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \tag{1.6}
\end{equation*}
$$

as long as $2 \leq p \leq 4$ and $d=1$. For $d \geq 2$, (1.6) is conjectured to be true as long as $2 \leq p \leq \frac{2(d+1)}{d}$. One can easily check (1.6) for $p=2$ by Plancherel's theorem, hence the difficulty is to prove (1.6) for large $p$. This problem is open for all $d \geq 2$ and we refer to $[44,52,53,61]$ for the recent progress in this problem and relation to the Fourier restriction theory. The $\ell^{2}$-decoupling inequality we are concerned with in this paper is of the form ${ }^{2}$

$$
\begin{equation*}
\|f\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \lesssim_{\varepsilon} N^{\varepsilon}\left(\sum_{\theta \in \mathcal{C}_{N^{-1}}}\left\|f_{\theta}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)}^{2}\right)^{\frac{1}{2}} \tag{1.7}
\end{equation*}
$$

for any small $\varepsilon>0$ and any $f$ such that supp $\hat{f} \subset \mathcal{N}_{N^{-2}}\left(\mathbb{P}^{d}\right)$. Thanks to Minkowski's inequality, (1.7) is clearly weaker than (1.6) if $p \geq 2$ and hence one expects a wider range of $p$ for which (1.7) is true. Inequalities of this type were initiated by Wolff in his work on the local smoothing conjecture for the wave equation [68] where he introduced $\ell^{p}$-decoupling inequality for the cone. So, inequalities of this type are also called Wolff's inequality. Wolff's work was further investigated by $[15,34,35,50,51,58]$ and the almost sharp result was established by Bourgain-Demeter [17].
Theorem 1.4 (Theorem 1.1 in [17]). Let $d \geq 1, N \geq 1$ and $2 \leq p \leq \frac{2(d+2)}{d}$. Then (1.7) holds for any $\varepsilon>0$ if $\operatorname{supp} \hat{f} \subset \mathcal{N}_{N^{-2}}\left(\mathbb{P}^{d}\right)$. Moreover, the range of $p$ is sharp in the sense that $\varepsilon$ in (1.7) cannot be arbitrarily small if $p>\frac{2(d+2)}{d}$.

[^1]holds for all $N \geq 1$ and $f$ such that $\operatorname{supp} \hat{f} \subset \mathcal{N}_{N^{-2}}\left(\mathbb{P}^{d}\right)$.

Among several consequences of Theorem 1.4 to broad fields of mathematics, we only mention the discrete restriction for paraboloid or the Strichartz estimate on torus which was initiated by Bourgain [12], see also works by Burq-Gérard-Tzvetkov [21], Guo-Oh-Wang [41] and Vega [67]. We refer the reader to the survey paper [57] for other consequences to analytic number theory and a comprehensive introduction to the theory, see also [38,43,54].
Theorem 1.5 (Theorem 2.4 in [17]). Let $d \geq 1, N \geq 1$ and $2 \leq p \leq \frac{2(d+2)}{d}$. Then

$$
\begin{equation*}
\left\|e^{i t \Delta} \phi\right\|_{L_{t, x}^{p}\left(\mathbb{T}^{d+1}\right)} \lesssim \varepsilon N^{\varepsilon}\|\phi\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)} \tag{1.8}
\end{equation*}
$$

holds for all $\varepsilon>0$ if $\operatorname{supp} \hat{\phi} \subset\left\{k \in \mathbb{Z}^{d}:|k| \leq N\right\}$. Moreover, the range of $p$ is sharp in the sense that $\varepsilon$ in (1.8) cannot be arbitrary small if $p>\frac{2(d+2)}{d}$.
If one writes $a_{k}=\hat{\phi}(k)$, then (1.8) can be read as

$$
\left\|\sum_{k \in \mathbb{Z}^{d}:|k| \leq N} a_{k} e^{i\left(x \cdot k+t|k|^{2}\right)}\right\|_{L_{t, x}^{p}\left(\mathbb{T}^{d+1}\right)} \lesssim \varepsilon N^{\varepsilon}\left\|a_{k}\right\|_{\ell^{2}}
$$

which is reminiscent of the discrete variant of Stein-Tomas Fourier restriction estimates.
1.3. Trilinear discrete Fourier restriction estimate and improvement of the $\ell^{2}$-decoupling inequality under the shell constraint. In the study of the periodic Zakharov system, it is important to exploit the resonance phenomenon between Schrödinger and wave equations. Through the $X^{s, b}$ analysis, this can be capitalized by the following trilinear estimate:

$$
\begin{equation*}
\left|\int_{[-\pi, \pi] \times \mathbb{T}^{d}} e^{i t \Delta} \phi_{1} \overline{e^{i t \Delta} \phi_{2}} e^{ \pm i t|\nabla|} \phi_{3} d t d x\right| \lesssim N^{\alpha} \prod_{j=1}^{3}\left\|\phi_{j}\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} \tag{1.9}
\end{equation*}
$$

for supp $\hat{\phi_{j}} \subset\{|\xi| \sim N\} \cap \mathbb{Z}^{d}$ and some $\alpha \geq 0$. For instance, Kishimoto [47, Proposition 3.6] obtained his result Theorem 1.1 by proving ${ }^{3}$ (1.9) with $\alpha=\frac{d-2}{2}$ for $d \geq 3$. It is worth remarking that one needs to establish trilinear estimates of more general form where linear solutions are replaced by functions whose Fourier supports are contained in some neighborhoods of hypersurfaces in order to apply it to the study of (1.1), see also Lemma 2.2 below. Nevertheless, we introduced the estimate in this special form as it might have its own interest from the viewpoint of the Fourier restriction theory. In [47], Kishimoto expected that the exponent $\alpha=\frac{d-2}{2}$ might not be sharp and it would be improved by involving some number theoretical argument. Hence, it is natural to see what can be said about (1.9) by appealing to the decoupling theory, especially Theorem 1.5. Let us demonstrate the case $d=3$. We can apply Hölder's inequality, (1.8) with $p=\frac{10}{3}$ and the linear estimate for wave solutions (see (2.14) below)

$$
\left\|e^{ \pm i t|\nabla|} \phi_{3}\right\|_{L_{t}^{10} L_{x}^{\frac{5}{2}}\left([-\pi, \pi] \times \mathbb{T}^{3}\right)} \lesssim N^{\frac{1}{5}}\left\|\phi_{3}\right\|_{L_{x}^{2}\left(\mathbb{T}^{3}\right)}
$$

[^2]to see (1.9) with $\alpha=\frac{1}{5}+\varepsilon$ as
\[

$$
\begin{aligned}
& \left|\int_{[-\pi, \pi] \times \mathbb{T}^{3}} e^{i t \Delta} \phi_{1} \overline{e^{i t \Delta} \phi_{2}} e^{ \pm i t|\nabla|} \phi_{3} d t d x\right| \\
& \left.\leq\left\|e^{i t \Delta} \phi_{1}\right\|_{L_{t, x}^{\frac{10}{3}}\left(\mathbb{T}^{3+1}\right)}\left\|e^{i t \Delta} \phi_{2}\right\|_{L_{t, x}}{ }^{\frac{10}{3}} \mathbb{T}^{3+1}\right), ~\left\|e^{ \pm i t|\nabla|} \phi_{3}\right\|_{L_{t, x}\left([-\pi, \pi] \times \mathbb{T}^{3}\right)} \\
& \lesssim\left\|e^{i t \Delta} \phi_{1}\right\|_{L_{t, x}^{\frac{10}{3}}\left(\mathbb{T}^{3+1}\right)}\left\|e^{i t \Delta} \phi_{2}\right\|_{L_{t, x}^{\frac{10}{3}}\left(\mathbb{T}^{3+1}\right)}\left\|e^{ \pm i t|\nabla|} \phi_{3}\right\|_{L_{t}^{10} L_{x}^{\frac{5}{2}}\left([-\pi, \pi] \times \mathbb{T}^{3}\right)} \\
& \lesssim N^{\frac{1}{5}+\varepsilon} \prod_{j=1}^{3}\left\|\phi_{j}\right\|_{L^{2}\left(\mathbb{T}^{3}\right)},
\end{aligned}
$$
\]

which consequently, improves Kishimoto's result by virtue of Theorem $1.5^{4}$. On the other hand, a simple example $\phi_{j}(\xi)=e^{i \xi_{j}^{*} \cdot x}$ where

$$
\xi_{1}^{*}=(N, 0,0), \quad \xi_{2}^{*}=(-N-1,0,0), \quad \xi_{3}^{*}=(-2 N-1,0,0)
$$

shows that $\alpha \geq 0$ is necessary for (1.9). The aim of the paper is to fill this blank by exploiting an interaction between Schrödinger and wave equation, or paraboloid and cone in the Fourier restriction language. Our first observation is that this interaction reduces the estimate (1.9) to the case when supp $\hat{\phi_{j}}, j=1,2$, are contained in some shell. Namely we will see that it suffices to consider $\phi_{1}, \phi_{2}$ such that $\operatorname{supp} \hat{\phi_{j}} \subset\{k \in$ $\left.\mathbb{Z}^{d}: c_{j}-1 \leq|k| \leq c_{j}+1\right\}$ for some $c_{j} \sim N$, see the proof of Proposition 4.1 for details of this reduction. We mention that Kishimoto [47] also employed similar reduction to the Fourier support on some shell. By virtue of this reduction, we are lead to the Strichartz estimate under the additional constraint of

$$
\begin{equation*}
\operatorname{supp} \hat{\phi} \subset\left\{k \in \mathbb{Z}^{d}: c_{*}-1 \leq|k| \leq c_{*}+1\right\} \tag{1.10}
\end{equation*}
$$

for some $c_{*} \sim N$, and expect some improvement of Theorem 1.5. Similarly, one can also ask some improvement of the decoupling inequality Theorem 1.4 under the constraint

$$
\begin{equation*}
\operatorname{supp} \hat{f} \subset\left\{(\xi, \tau) \in \mathbb{R}^{d+1}: d_{*}-\frac{1}{N} \leq|\xi| \leq d_{*}+\frac{1}{N},\left|\tau-|\xi|^{2}\right| \leq \frac{1}{N^{2}}\right\} \tag{1.11}
\end{equation*}
$$

for some $d_{*} \sim 1$. In fact, this turns out to be true and we give an almost sharp result.
Theorem 1.6. Let $d \geq 2, N \geq 1$ and $2 \leq p \leq \frac{2(d+1)}{d-1}$. Then (1.7) holds for all $\varepsilon>0$ and all $f$ satisfying (1.11). Moreover, the range of $p$ is sharp in the sense that $\varepsilon$ in (1.7) cannot be arbitrarily small under the constraint (1.11) if $p>\frac{2(d+1)}{d-1}$.

Recall that Bourgain-Demeter's range in Theorem 1.4 was $2 \leq p \leq \frac{2(d+2)}{d}$. Hence our contribution in Theorem 1.6 is to establish (1.7) on the range $\frac{2(d+2)}{d}<p \leq \frac{2(d+1)}{d-1}$ under the assumption (1.11) and the sharpness of the range. It is nowadays standard to derive the Strichartz estimate from the decoupling inequality, see [15]. We state our Strichartz estimate on the shell in a slightly general form with the aid of application to (1.1).

[^3]Theorem 1.7. Let $d \geq 2, N_{1}, N_{2} \in 2^{\mathbb{N}_{0}}$ satisfy $N_{2} \leq N_{1}$ and $2 \leq p \leq \frac{2(d+1)}{d-1}$. Then

$$
\begin{equation*}
\left\|e^{i t \Delta} \phi\right\|_{L_{t, x}^{p}\left(\mathbb{T}^{d+1}\right)} \lesssim \varepsilon N_{2}^{\varepsilon}\|\phi\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)} \tag{1.12}
\end{equation*}
$$

holds for all $\varepsilon>0$ and all $\phi \in L^{2}\left(\mathbb{T}^{d}\right)$ satisfying

$$
\begin{equation*}
\operatorname{supp} \hat{\phi} \subset\left\{k \in \mathbb{Z}^{d}: c_{*}-1 \leq|k| \leq c_{*}+1\right\} \cap B_{N_{2}} \tag{1.13}
\end{equation*}
$$

for some $c_{*} \sim N_{1}$ and $B_{N_{2}} \subset \mathbb{R}^{d}$, a ball of radius $N_{2}$ with arbitrary centre.
From this shell Strichartz estimate, we can give an improvement for the trilinear discrete restriction estimate (1.9).

Corollary 1.8. Let $d \geq 3$ and $s_{0}$ be in (1.2). Then (1.9) holds for $\alpha>s_{0}-\frac{1}{2}$.
Remark 2. (1) Whilst Corollary 1.8 provides almost sharp estimate for (1.9) when $d=3$, the problem of identifying the sharp $\alpha$ for (1.9) is still open for $d \geq 4$. For instance if one could prove (1.9) with $\alpha=0$ (or $\alpha=\varepsilon$ ) when $d=4$, then one might obtain the local well-posedness of (1.1) with optimal regularity $s=0$ (or $s=\varepsilon$ ) as long as one utilizes the iteration argument.
(2) After we completed this paper, it was pointed out by Changkeun Oh that the $\ell^{p}$ decoupling inequality with an appropriate geometric constraint on supp $\hat{f}$, was also considered in Guo-Zorin-Kranich [39, Theorem 2.5] whose proof was motivated from the argument by Oh [55]. Hence, up to a difference between $\ell^{p}$-decoupling and $\ell^{2}$-decoupling, the initiation of the study of the decoupling inequality with an additional constraint on supp $\hat{f}$ is attributed to Guo-Zorin-Kranich. We will give further detailed comparison about this point after the proof of Theorem 1.6 in Subsection 3.4. It is interesting to point out that the work by Guo-Zorin-Kranich was motivated by the study of the decoupling inequality for the quadratic surface whose co-dimension is higher than one whilst Theorem 1.6 naturally emerges from a requirement of the study of the periodic Zakharov system. To us, it is not obvious if there is any link between these two subjects.

We end this section by giving a comparison to other works. The trilinear form in (1.9) comes from the bilinear estimate for $e^{i t \Delta} \phi e^{ \pm i t|\nabla|} \psi$ with $X^{s, b}$ analysis via duality argument. In this regard, it would be of interest to seek a bilinear discrete restriction estimate of the form

$$
\left\|e^{i t \Delta} \phi e^{ \pm i t|\nabla|} \psi\right\|_{L_{t, x}^{p}\left([-\pi, \pi] \times \mathbb{T}^{d}\right)} \lesssim N^{\alpha} M^{\beta}\|\phi\|_{L^{2}\left(\mathbb{T}^{d}\right)}\|\psi\|_{L^{2}\left(\mathbb{T}^{d}\right)}
$$

for appropriate $p, \alpha, \beta$ where $\operatorname{supp} \hat{\phi} \subset\{|k| \sim N\}$ and $\operatorname{supp} \hat{\psi} \subset\{|k| \sim M\}$. In the continuous case, such a problem is addressed by Candy [23]. See also [22].

The rest of the paper is organized as follows: in Sect. 2, we introduce the $X^{s, b_{-}}$ type spaces and their properties. In Sect. 3, we prove the $\ell^{2}$-decoupling inequality for functions under shell constraint (Theorem 1.6) which readily yields the shell Strichartz estimate (Theorem 1.7). In Sect.4, by employing the Strichartz estimate obtained in Sect. 3, we handle the nonlinear interactions of Schrödinger and wave equations and establish Theorem 1.2. Section 5 is devoted to the proof of Theorem 1.3. Lastly in the "Appendix", as a consequence of Theorem 1.7 for $d=3$ and $p=4$, we introduce a bound of integer solutions of a Diophantine system under the shell constraint.

## 2. Preliminaries

In this section, we introduce the function spaces and collect some fundamental estimates.
Let us first rewrite the original Zakharov system as a first-order system, which is a standard reduction in the study of the Zakharov system. See $[2,36,47]$. Let $w=$ $n+i\langle\nabla\rangle^{-1} \partial_{t} n$ and $w_{0}=n_{0}+i\langle\nabla\rangle^{-1} n_{1}$. Then, we may rewrite the system (1.1) as

$$
\left\{\begin{array}{l}
i \partial_{t} u+\Delta u=\frac{1}{2}(w+\bar{w}) u  \tag{2.1}\\
i \partial_{t} w-\langle\nabla\rangle w=-\langle\nabla\rangle^{-1} \Delta\left(|u|^{2}\right)-\langle\nabla\rangle^{-1}\left(\frac{w+\bar{w}}{2}\right), \\
(u(0), w(0))=\left(u_{0}, w_{0}\right) \in H^{s}\left(\mathbb{T}^{d}\right) \times H^{\ell}\left(\mathbb{T}^{d}\right)
\end{array}\right.
$$

It is easily seen that the local well-posedness of (2.1) in $H^{s}\left(\mathbb{T}^{d}\right) \times H^{\ell}\left(\mathbb{T}^{d}\right)$ implies that of (1.1) in $\mathcal{H}^{s, \ell}\left(\mathbb{T}^{d}\right)$. Thus, we consider (2.1) instead of (1.1) hereafter.

Definition 2.1. Let $\eta: \mathbb{R} \rightarrow \mathbb{R}$ be a smooth function satisfying $\eta=1$ on $[-1,1]$ and $\operatorname{supp} \eta \subset(-2,2)$. Let $N \in 2^{\mathbb{N}_{0}}$ with $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. Define

$$
\eta_{1}=\eta, \quad \eta_{N}(r)=\eta\left(\frac{r}{N}\right)-\eta\left(\frac{2 r}{N}\right) \quad(N \geq 2)
$$

$\left\{P_{N}\right\}_{N \in 2^{\mathbb{N}_{0}}}$ denotes the collection of standard Littlewood-Paley operators defined by $P_{N}=\mathcal{F}_{k}^{-1} \eta_{N}(|k|) \mathcal{F}_{x}$. Let $\tilde{u}(\tau, k)=\mathcal{F}_{t, x} u(\tau, k), L \in 2^{\mathbb{N}_{0}}$ and

$$
Q_{L}^{S} u=\mathcal{F}_{t, x}^{-1}\left(\eta_{L}\left(\tau+|k|^{2}\right) \widetilde{u}\right), \quad Q_{L}^{W_{ \pm}} u=\mathcal{F}_{t, x}^{-1}\left(\eta_{L}(\tau \pm\langle k\rangle) \widetilde{u}\right) .
$$

We write $P_{N, L}^{S}=P_{N} Q_{L}^{S}$ and $P_{N, L}^{W_{ \pm}}=P_{N} Q_{L}^{W_{ \pm}}$.
We define the function spaces $X_{S}^{s, b}$ and $X_{W_{ \pm}}^{s, b}$ as follows:

$$
\begin{aligned}
X_{S}^{s, b} & =\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R} \times \mathbb{T}^{d}\right):\|u\|_{X_{S}^{s, b}}=\left(\sum_{N, L} L^{2 b} N^{2 s}\left\|P_{N, L}^{S} u\right\|_{L_{t, x}^{2}}^{2}\right)^{\frac{1}{2}}<\infty\right\}, \\
X_{W_{ \pm}}^{s, b} & =\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R} \times \mathbb{T}^{d}\right):\|u\|_{X_{W_{ \pm}}^{s, b}}=\left(\sum_{N, L} L^{2 b} N^{2 s}\left\|P_{N, L}^{W_{ \pm}} u\right\|_{L_{t, x}^{2}}^{2}\right)^{\frac{1}{2}}<\infty\right\} .
\end{aligned}
$$

Let $T>0$ and $X$ be either $X_{S}^{s, b}$ or $X_{W_{ \pm}}^{s, b}$. We define the time restricted space $X(T)$ as follows:

$$
\begin{aligned}
X(T) & =\left\{u \in C\left([0, T) ; H^{s}\left(\mathbb{T}^{d}\right)\right):\|u\|_{X(T)}<\infty\right\}, \\
\|u\|_{X(T)} & =\inf \left\{\|U\|_{X}: U \in X, u(t)=U(t) \forall t \in(0, T)\right\} .
\end{aligned}
$$

Notice that, in the case $b>\frac{1}{2}$, the Sobolev embedding in time implies $\|u\|_{L_{t}^{\infty} H^{s}} \lesssim$ $\|u\|_{X_{S}^{s, b}}$. Thus, if $b>\frac{1}{2}, X_{S}^{s, b}(T)$ is a Banach space. The same holds for $X_{W_{ \pm}}^{s, b}(T)$.

We introduce the well-known property of $X^{s, b}$-type spaces. For the sake of completeness, we include the proof.

Lemma 2.2 (Transference principle). Let $U(t) \in\left\{e^{i t \Delta}, e^{\mp i t\langle\nabla\rangle}\right\}$. We use the notations

$$
X_{U}^{s, b}=\left\{\begin{array}{ll}
X_{S}^{s, b} & \text { if } U(t)=e^{i t \Delta}, \\
X_{W_{ \pm}}^{s, b} & \text { if } U(t)=e^{\mp i t\langle\nabla\rangle},
\end{array} \quad Q_{L}^{U}= \begin{cases}Q_{L}^{S} & \text { if } U(t)=e^{i t \Delta} \\
Q_{L}^{W_{ \pm}} & \text {if } U(t)=e^{\mp i t\langle\nabla\rangle}\end{cases}\right.
$$

Let $N \in 2^{\mathbb{N}_{0}}$ and $\phi \in L^{2}\left(\mathbb{T}^{d}\right)$. Assume that there exist $q, r \in[2, \infty]$, and $\alpha \in \mathbb{R}$ such that the following linear estimate holds.

$$
\begin{equation*}
\left\|U(t) P_{N} \phi\right\|_{L_{[-1,1]}^{q} L_{x}^{r}} \lesssim N^{\alpha}\left\|P_{N} \phi\right\|_{L_{x}^{2}} . \tag{2.2}
\end{equation*}
$$

Then, for $L \in 2^{\mathbb{N}_{0}}$, we have

$$
\begin{equation*}
\left\|Q_{L}^{U} P_{N} u\right\|_{L_{t}^{q} L_{x}^{r}} \lesssim L^{\frac{1}{2}} N^{\alpha}\left\|Q_{L}^{U} P_{N} u\right\|_{L_{t, x}^{2}} \tag{2.3}
\end{equation*}
$$

where $L_{t}^{q}$ denotes $L_{t}^{q}(\mathbb{R})$.
Proof. First, we consider the case $q<\infty$. Let us choose $\psi \in \mathcal{S}(\mathbb{R})$ so that supp $\mathcal{F}_{t} \psi \subset$ $(-2,2)$ and

$$
\begin{equation*}
2^{-10} \leq\left(\sum_{m \in \mathbb{Z}}|\psi(t-m)|^{2 q}\right)^{\frac{1}{q}}, \quad \sum_{m \in \mathbb{Z}}|\psi(t-m)| \leq 2^{10} \tag{2.4}
\end{equation*}
$$

for any $t \in \mathbb{R}$. We define $\psi_{m}(\cdot)=\psi(\cdot-m)$. Since $\psi \in \mathcal{S}(\mathbb{R})$ and $U(t)$ is unitary in $L^{2}\left(\mathbb{T}^{d}\right)$, it is easy to see that the estimate (2.2) provides

$$
\left\|\psi(t) U(t) P_{N} \phi\right\|_{L_{t}^{q} L_{x}^{r}} \lesssim N^{\alpha}\left\|P_{N} \phi\right\|_{L_{x}^{2}}
$$

Using the translation invariance of the Lebesgue measure on $\mathbb{R}$, we have

$$
\begin{equation*}
\left\|\psi(t-m) U(t-m) P_{N} \phi\right\|_{L_{t}^{q} L_{x}^{r}} \lesssim N^{\alpha}\left\|P_{N} \phi\right\|_{L_{x}^{2}} \tag{2.5}
\end{equation*}
$$

for all $m \in \mathbb{Z}$. Our goal is to prove

$$
\begin{equation*}
\left\|\psi_{m}^{2} Q_{L}^{U} P_{N} u\right\|_{L_{t}^{q} L_{x}^{r}} \lesssim L^{\frac{1}{2}} N^{\alpha}\left\|\psi_{m} Q_{L}^{U} P_{N} u\right\|_{L_{t, x}^{2}} \tag{2.6}
\end{equation*}
$$

where the implicit constant does not depend on $m \in \mathbb{Z}$. Let us see that this inequality implies (2.3). By applying the first inequality in (2.4), the Minkowski inequality for $\ell_{m}^{\frac{q}{2}}$ in view of $q \geq 2$, and the second inequality in (2.4), we obtain that

$$
\begin{aligned}
\left\|Q_{L}^{U} P_{N} u\right\|_{L_{t}^{q} L_{x}^{r}} & \lesssim\left\{\int\left[\left(\sum_{m \in \mathbb{Z}}|\psi(t-m)|^{2 q}\right)^{\frac{1}{q}}\left\|Q_{L}^{U} P_{N} u(t)\right\|_{L_{x}^{r}}\right]^{q} d t\right\}^{\frac{1}{q}} \\
& =\left(\int \sum_{m \in \mathbb{Z}}\left|\psi_{m}(t)\right|^{2 q}\left\|Q_{L}^{U} P_{N} u\right\|_{L_{x}^{r}}^{q} d t\right)^{\frac{1}{q}} \\
& \sim\left(\sum_{m \in \mathbb{Z}}\left\|\psi_{m}^{2} Q_{L}^{U} P_{N} u\right\|_{L_{t}^{q} L_{x}^{r}}^{q}\right)^{\frac{1}{q}} \\
& \lesssim\left(\sum_{m \in \mathbb{Z}}\left(L^{\frac{1}{2}} N^{\alpha}\right)^{q}\left\|\psi_{m} Q_{L}^{U} P_{N} u\right\|_{L_{t, x}^{2}}^{q}\right)^{\frac{1}{q}} \\
& \lesssim L^{\frac{1}{2}} N^{\alpha}\left\|Q_{L}^{U} P_{N} u\right\|_{L_{t, x}^{2}} .
\end{aligned}
$$

We consider (2.6). It is straightforward to check that

$$
\begin{aligned}
\mathcal{F}_{t, x}\left(e^{-i t \Delta} Q_{L}^{S} u\right)(\tau, k) & =\eta_{L}(\tau) \widetilde{u}\left(\tau-|k|^{2}, k\right), \\
\mathcal{F}_{t, x}\left(e^{ \pm i t\langle\nabla\rangle} Q_{L}^{W_{ \pm}} u\right)(\tau, k) & =\eta_{L}(\tau) \widetilde{u}(\tau \mp\langle k\rangle, k) .
\end{aligned}
$$

Therefore, it follows from $\operatorname{supp} \mathcal{F}_{t} \psi \subset(-2,2)$ and $L \in 2^{\mathbb{N}_{0}}$ that

$$
\begin{equation*}
\mathcal{F}_{t, x}\left(U(-t) \psi_{m} Q_{L}^{U} P_{N} u\right)(\tau, k)=\mathbf{1}_{4 L}(\tau) \mathcal{F}_{t, x}\left(U(-t) \psi_{m} Q_{L}^{U} P_{N} u\right)(\tau, k) \tag{2.7}
\end{equation*}
$$

Here $\mathbf{1}_{L}$ denotes the characteristic function of the set $\{|\tau| \leq L\}$. From (2.7), we obtain

$$
u(t)=\int e^{i t \tau} U(t)\left(\mathcal{F}_{t} U(-\cdot) u\right)(\tau) d \tau
$$

and from (2.5) that

$$
\begin{aligned}
\left\|\psi_{m}^{2} Q_{L}^{U} P_{N} u\right\|_{L_{t}^{q} L_{x}^{r}} & \left.=\| \int e^{i t \tau} \psi_{m}(t) U(t)\left(\mathcal{F}_{t} U(-)\right) \psi_{m} Q_{L}^{U} P_{N} u\right) d \tau \|_{L_{t}^{q} L_{x}^{r}} \\
& \lesssim \int\left\|\psi(t-m) U(t-m) U(m)\left(\mathcal{F}_{t} U(-\cdot) \psi_{m} Q_{L}^{U} P_{N} u\right)\right\|_{L_{t}^{q} L_{x}^{r}} d \tau \\
& \lesssim N^{\alpha} \int\left\|\mathcal{F}_{t, x} U(-\cdot) \psi_{m} Q_{L}^{U} P_{N} u\right\|_{L_{k}^{2}} d \tau \\
& =N^{\alpha} \int \mathbf{1}_{4 L}(\tau)\left\|\mathcal{F}_{t, x} U(-\cdot) \psi_{m} Q_{L}^{U} P_{N} u\right\|_{L_{k}^{2}} d \tau \\
& \lesssim L^{\frac{1}{2}} N^{\alpha}\left\|\psi_{m} Q_{L}^{U} P_{N} u\right\|_{L_{t, x}^{2}} .
\end{aligned}
$$

This completes the proof for the case $q<\infty$.
We assume $q=\infty$. For any $T \in \mathbb{R}$, it follows that

$$
\left\|\psi(t-T) U(t) P_{N} \phi\right\|_{L_{t}^{q} L_{x}^{r}}=\left\|\psi(t) U(t) U(T) P_{N} \phi\right\|_{L_{t}^{q} L_{x}^{r}} \lesssim N^{\alpha}\left\|P_{N} \phi\right\|_{L_{x}^{2}} .
$$

Hence, when $q=\infty$, we have $\left\|U(t) P_{N} \phi\right\|_{L_{t}^{\infty} L_{x}^{r}} \lesssim N^{\alpha}\left\|P_{N} \phi\right\|_{L_{x}^{2}}$. In the same way as above, we can verify the claim.
Remark 3. Let $U(t) \in\left\{e^{i t \Delta}, e^{\mp i t\langle\nabla\rangle}\right\}$. Define

$$
\Phi_{U}(k):= \begin{cases}|k|^{2} & \text { if } U(t)=e^{i t \Delta}, \\ \pm\langle k\rangle & \text { if } U(t)=e^{\mp i t\langle\nabla\rangle} .\end{cases}
$$

For $\tau_{0} \in \mathbb{R}$, notice that $\mathcal{F}_{t, x} Q_{L}^{U}\left(e^{i t \tau_{0}} u\right)=\eta_{L}\left(\tau-\tau_{0}+\Phi_{U}(k)\right) \widetilde{u}$. Hence, Lemma 2.2 implies that if (2.2) holds then for any $\tau_{0} \in \mathbb{R}$ it follows that

$$
\left\|u_{N, L, \tau_{0}}\right\|_{L_{t}^{q} L_{x}^{r}} \lesssim L^{\frac{1}{2}} N^{\alpha}\left\|u_{N, L, \tau_{0}}\right\|_{L_{t, x}^{2}},
$$

where $u_{N, L, \tau_{0}}$ satisfies

$$
\operatorname{supp} \widetilde{u}_{N, L, \tau_{0}} \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}:\left|\tau-\tau_{0}-\Phi_{U}(k)\right| \lesssim L, \quad|k| \sim N\right\}
$$

Combining Theorem 1.5 and Lemma 2.2, we have the following corollary.

Corollary 2.3. Let $N, L \in 2^{\mathbb{N}_{0}}$. Assume that $q, p \in[2, \infty]$ satisfy

$$
\frac{2(d+2)}{d} \leq q \leq \infty, \quad \frac{1}{q}=\frac{d}{2}\left(\frac{1}{2}-\frac{1}{p}\right)
$$

Then, we have

$$
\begin{equation*}
\left\|P_{N, L}^{S} u\right\|_{L_{t}^{q} L_{x}^{p}} \lesssim \varepsilon L^{\frac{1}{2}} N^{\varepsilon}\left\|P_{N, L}^{S} u\right\|_{L_{t, x}^{2}} \tag{2.8}
\end{equation*}
$$

for all $\varepsilon>0$.
Proof. It follows from Lemma 2.2 and Theorem 1.5 that

$$
\begin{equation*}
\left\|P_{N, L}^{S} u\right\|_{L_{t, x}^{2}}^{\frac{2(d+2)}{}} \lesssim L^{\frac{1}{2}} N^{\varepsilon}\left\|P_{N, L}^{S} u\right\|_{L_{t, x}^{2}} \tag{2.9}
\end{equation*}
$$

By interpolating (2.9) and the trivial estimate $\left\|P_{N, L}^{S} u\right\|_{L_{t}^{\infty} L_{x}^{2}} \lesssim L^{\frac{1}{2}}\left\|P_{N, L}^{S} u\right\|_{L_{t, x}^{2}}$, we obtain (2.8).

Next we recall the Strichartz estimate for a solution of the wave equation on $\mathbb{R}^{d+1}$. For the details, we refer to $[37,46]$.

Theorem 2.4. Let $d \geq 2$ and assume that $q, p \in[2, \infty]$ satisfy

$$
\begin{equation*}
\frac{1}{q}=\frac{d-1}{2}\left(\frac{1}{2}-\frac{1}{p}\right), \quad(q, p, d) \neq(2, \infty, 3) . \tag{2.10}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\|\mathcal{W}(t)(f, g)\|_{L_{t}^{q} L_{x}^{p}\left(\mathbb{R} \times \mathbb{R}^{d}\right)} \lesssim\|f\|_{\dot{H}^{2}-\frac{d}{p}-\frac{1}{q}}{\left(\mathbb{R}^{d}\right)}+\|g\|_{\dot{H}^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}-1}\left(\mathbb{R}^{d}\right)} \tag{2.11}
\end{equation*}
$$

where

$$
\mathcal{W}(t)(f, g):=\cos (t|\nabla|) f+\frac{\sin (t|\nabla|)}{|\nabla|} g
$$

It is well-known that the solution to the linear wave equation possesses the finite speed of propagation property. We refer to $[31,64,66]$ for the details. By exploiting such a property, one can derive the Strichartz estimates for the linear wave equation under the periodic setting from those in the Euclidean space. See e.g. [66]. Combining Theorem 2.4 and Lemma 2.2, we prove the following:

Corollary 2.5. Let $d \geq 2, L, N \in 2^{\mathbb{N}_{0}}$ and assume that $q, p \in[2, \infty]$ satisfy (2.10). Then, we have

$$
\begin{equation*}
\left\|w_{ \pm}\right\|_{L_{t}^{q} L_{x}^{p}} \lesssim L^{\frac{1}{2}} N^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left\|w_{ \pm}\right\|_{L_{t, x}^{2}} \tag{2.12}
\end{equation*}
$$

for $w_{ \pm} \in L^{2}\left(\mathbb{R} \times \mathbb{T}^{d}\right)$ such that

$$
\operatorname{supp} \widetilde{w}_{ \pm} \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}:\left|\tau-\tau_{0} \pm\langle k\rangle\right| \lesssim L, \quad|k| \sim N\right\}
$$

where $\tau_{0} \in \mathbb{R}$.

Proof. We give a proof for the sake of completeness although this property is folklore. Lemma 2.2 and Remark 3 imply that it suffices to show

$$
\begin{equation*}
\left\|e^{ \pm i t\langle\nabla\rangle} P_{N} \phi\right\|_{L_{t}^{q} L_{x}^{p}\left([-1,1] \times \mathbb{T}^{d}\right)} \lesssim N^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left\|P_{N} \phi\right\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)} \tag{2.13}
\end{equation*}
$$

We omit the proof of the trivial case $N=1$ and assume $N \geq 2$ hereafter. To see (2.13), it is enough to prove

$$
\begin{equation*}
\left\|e^{ \pm i t|\nabla|} P_{N} \phi\right\|_{L_{t}^{q} L_{x}^{p}\left([-1,1] \times \mathbb{T}^{d}\right)} \lesssim N^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left\|P_{N} \phi\right\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)} \tag{2.14}
\end{equation*}
$$

where the propagator $e^{ \pm i t\langle\nabla\rangle}$ in (2.13) is replaced with $e^{ \pm i t|\nabla|}$. Indeed, the Sobolev embedding and Plancherel's theorem yield

$$
\begin{aligned}
& \left\|\left(e^{ \pm i t\langle\nabla\rangle}-e^{ \pm i t|\nabla|}\right) P_{N} \phi\right\|_{L_{t}^{q} L_{x}^{p}\left([-1,1] \times \mathbb{T}^{d}\right)} \\
& \quad \lesssim N^{\frac{d}{2}-\frac{d}{p}}\left\|\left(e^{ \pm i t\langle\nabla\rangle}-e^{ \pm i t|\nabla|}\right) P_{N} \phi\right\|_{L_{t}^{\infty} L_{x}^{2}\left([-1,1] \times \mathbb{T}^{d}\right)} \\
& \quad=N^{\frac{d}{2}-\frac{d}{p}} \sup _{t \in[-1,1]}\left(\sum_{k \in \mathbb{Z}^{d}}\left|\left(e^{ \pm i t\langle k\rangle}-e^{ \pm i t|k|}\right) \widehat{P_{N} \phi}(k)\right|^{2}\right)^{\frac{1}{2}} \\
& \quad \lesssim N^{\frac{d}{2}-\frac{d}{p}-1}\left\|P_{N} \phi\right\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)} .
\end{aligned}
$$

Here we used the fact $\left|e^{ \pm i t\langle k\rangle}-e^{ \pm i t|k|}\right| \lesssim N^{-1}$ for all $(t, k) \in \mathbb{R} \times \mathbb{Z}^{d}$ such that $t \in[-1,1]$ and $|k| \sim N$.

We turn to the proof of (2.14). Because $N \geq 2$ and $e^{ \pm i t|\nabla|}=\cos (t|\nabla|) \pm i \sin (t|\nabla|)$, it suffices to show

$$
\begin{align*}
& \left\|\mathcal{W}(t)\left(P_{N} f, P_{N} g\right)\right\|_{L_{t}^{q} L_{x}^{p}\left([-1,1] \times \mathbb{T}^{d}\right)} \\
& \quad \lesssim N^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left\|P_{N} f\right\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)}+N^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}-1}\left\|P_{N} g\right\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)} \tag{2.15}
\end{align*}
$$

Let $\psi \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ satisfy $\psi \equiv 1$ on $[-10 \pi, 10 \pi]^{d}$ and $\operatorname{supp} \psi \subset[-20 \pi, 20 \pi]^{d}$. We define $\left(F_{N}, G_{N}\right) \in \mathcal{S}\left(\mathbb{R}^{d}\right) \times \mathcal{S}\left(\mathbb{R}^{d}\right)$ as $\left(F_{N}, G_{N}\right)=\left(\psi P_{N} f, \psi P_{N} g\right)$. Then, $\left\|F_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \sim$ $\left\|P_{N} f\right\|_{L^{2}\left(\mathbb{T}^{d}\right)}$ and $\left\|G_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \sim\left\|P_{N} g\right\|_{L^{2}\left(\mathbb{T}^{d}\right)}$. In addition, because of the finite speed of propagation for a solution of the linear wave equation, for any $t \in[-1,1]$, it holds that $\mathcal{W}(t)\left(P_{N} f(x), P_{N} g(x)\right)=\mathcal{W}(t)\left(F_{N}(x), G_{N}(x)\right)$ if $x \in[-\pi, \pi]^{d}$. Consequently, by using (2.11), we obtain

$$
\begin{aligned}
& \left\|\mathcal{W}(t)\left(P_{N} f(x), P_{N} g(x)\right)\right\|_{L_{t}^{q} L_{x}^{p}\left([-1,1] \times \mathbb{T}^{d}\right)} \\
& \quad=\left\|\mathcal{W}(t)\left(F_{N}(x), G_{N}(x)\right)\right\|_{L_{t}^{q} L_{x}^{p}\left([-1,1] \times[-\pi, \pi]^{d}\right)} \\
& \quad \lesssim\left\|F_{N}\right\|_{\dot{H}^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left(\mathbb{R}^{d}\right)}+\left\|G_{N}\right\|_{\dot{H}^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}-1}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

Therefore, to see (2.15), it suffices to prove

$$
\begin{align*}
\left\|F_{N}\right\|_{\dot{H}^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left(\mathbb{R}^{d}\right)} & \lesssim N^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left\|P_{N} f\right\|_{L^{2}\left(\mathbb{T}^{d}\right)}  \tag{2.16}\\
\left\|G_{N}\right\|_{\dot{\dot{H}^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}-1}\left(\mathbb{R}^{d}\right)}} & \lesssim N^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}-1}\left\|P_{N} g\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} . \tag{2.17}
\end{align*}
$$

Since $\frac{d}{2}-\frac{d}{p}-\frac{1}{q} \geq 0$, (2.16) follows from

$$
\begin{equation*}
\sum_{M \in 2^{\mathbb{N}} 0} M^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left\|P_{M} F_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \lesssim N^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left\|P_{N} f\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} \tag{2.18}
\end{equation*}
$$

Since $\left\|F_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \sim\left\|P_{N} f\right\|_{L^{2}\left(\mathbb{T}^{d}\right)}$, we only need to treat the cases $M \ll N$ and $M \gg N$. For $k \in \mathbb{Z}^{d}$, let $\widehat{\phi}(k)$ be the $k$-th Fourier coefficient of $\phi$. We may write

$$
\mathcal{F}_{x} F_{N}(\xi)=\sum_{k \in \mathbb{Z}^{d}} \widehat{\psi}(\xi-k) \eta_{N}(|k|) \widehat{f}(k) .
$$

We note that $|\widehat{\psi}(\xi-k)| \lesssim\langle\xi-k\rangle^{-J}$ for any $J>0$. Then, it is observed that

$$
\begin{aligned}
& \sum_{M \ll N} M^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left\|P_{M} F_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
& \quad=\sum_{M \ll N} M^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}}\left\|\eta_{M} \sum_{k \in \mathbb{Z}^{d}} \widehat{\psi}(\cdot-k) \eta_{N}(|k|) \widehat{f}(k)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
& \quad \lesssim \sum_{M \ll N} M^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}} N^{-J}\left\|\eta_{M}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \sum_{k \in \mathbb{Z}^{d}}\left|\eta_{N}(|k|) \| \widehat{f}(k)\right| \\
& \quad \lesssim \sum_{M \ll N} M^{d-\frac{d}{p}-\frac{1}{q}} N^{-J+\frac{1}{2} d}\left\|P_{N} f\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} \\
& \quad \lesssim\left\|P_{N} f\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} .
\end{aligned}
$$

This completes the proof of (2.18) in the case $M \ll N$. The case $M \gg N$ can be handled in a similar way.

Lastly, we prove (2.17). Notice that $\frac{d}{2}-\frac{d}{p}-\frac{1}{q}-1 \leq 0$. It suffices to show

$$
\begin{aligned}
& \left\|P_{1} G_{N}\right\|_{\dot{H} \dot{d}}-\frac{d}{p}-\frac{1}{q}-1 \\
& \\
& \quad \lesssim \sum_{M \in 2^{\mathbb{N}}} M^{\frac{d}{2}-\frac{d}{p}-\frac{d}{q}-\frac{1}{q}-1}\left\|P_{M} G_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} g \|_{L^{2}\left(\mathbb{T}^{d}\right)} .
\end{aligned}
$$

The latter term can be handled in the same way as for (2.18). For the former term, the Sobolev embedding gives

$$
\left\|P_{1} G_{N}\right\|_{\dot{H}^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}-1}\left(\mathbb{R}^{d}\right)} \lesssim\left\|P_{1} G_{N}\right\|_{L^{\alpha}\left(\mathbb{R}^{d}\right)}
$$

where $\frac{1}{2} \leq \frac{1}{\alpha}:=\frac{1}{p}+\frac{1}{q d}+\frac{1}{d}<1 .{ }^{5}$ In the same way as above, for any $J>0$, it holds that

$$
\begin{equation*}
\left\|P_{1} G_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \lesssim N^{-J}\left\|P_{N} g\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} \tag{2.19}
\end{equation*}
$$

In addition, it is easy to see that

$$
\begin{equation*}
\left\|P_{1} G_{N}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \lesssim\left\|\psi P_{N} g\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \lesssim\left\|P_{N} g\right\|_{L^{2}\left(\mathbb{T}^{d}\right)} \tag{2.20}
\end{equation*}
$$

[^4]It follows from (2.19) and (2.20) that

$$
\left\|P_{1} G_{N}\right\|_{L^{\alpha}\left(\mathbb{R}^{d}\right)} \lesssim N^{\frac{d}{2}-\frac{d}{p}-\frac{1}{q}-1}\left\|P_{N} g\right\|_{L^{2}\left(\mathbb{T}^{d}\right)}
$$

This completes the proof of (2.17).
We can also derive fattened version of Theorem 1.7 by employing Lemma 2.2 (see also Remark 3), we have the following corollary.

Corollary 2.6. Let $d \geq 2, L \in 2^{\mathbb{N}_{0}}, N_{1}, N_{2} \in 2^{\mathbb{N}_{0}}$ satisfy $N_{2} \leq N_{1}$, and $p=\frac{2(d+1)}{d-1}$. Then we have

$$
\begin{equation*}
\|u\|_{L_{t, x}^{p}} \lesssim_{\varepsilon} L^{\frac{1}{2}} N_{2}^{\varepsilon}\|u\|_{L_{t, x}^{2}} \tag{2.21}
\end{equation*}
$$

for any $\varepsilon>0$ and $u \in L^{2}\left(\mathbb{R} \times \mathbb{T}^{d}\right)$ such that
$\operatorname{supp} \tilde{u} \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}:\left|\tau-\tau_{0}-|k|^{2}\right| \lesssim L, c_{*}-1 \leq|k| \leq c_{*}+1, k \in B_{N_{2}}\right\}$,
where $\tau_{0} \in \mathbb{R}, c_{*} \sim N_{1}$ and $B_{N_{2}} \subset \mathbb{R}^{d}$ is a ball of radius $N_{2}$ with arbitrary centre.

## 3. Decoupling Theory on the Shell: Proofs of Theorem 1.6 and Theorem 1.7

3.1. Decoupling inequality for the Fourier extension operator. At this stage, it is worth to introduce the Fourier extension operator defined by

$$
E_{\mathbb{P}^{d}} g(x, t):=\int_{\mathbb{R}^{d}} e^{i\left(x \cdot \xi+t|\xi|^{2}\right)} g(\xi) d \xi, \quad(x, t) \in \mathbb{R}^{d+1}
$$

for supp $g \subset\left\{\xi \in \mathbb{R}^{d}:|\xi| \leq 2\right\}$. In the forthcoming proof, we will use both $E_{\mathbb{P}^{d}}$ and $E_{\mathbb{P}^{d-1}}$. As one might expect, there exists an analogue of the decoupling inequality for $E_{\mathbb{P}^{d}}$. To state it, we introduce the notion of caps in this language. Let $\mathcal{C}_{N^{-1}}$ be a family of disjoint congruent cubes in $\mathbb{R}^{d}$ of the form

$$
\theta=\left[-\frac{1}{2 N}, \frac{1}{2 N}\right]^{d}+c_{\theta}
$$

where $c_{\theta}$ runs over $\frac{1}{N} \mathbb{Z}^{d} \cap[-1,1]^{d}$. This is slightly abusing notation compared to (1.5) but we remark that if we write $\Phi(\xi)=\left(\xi,|\xi|^{2}\right)$, then $N^{-2}$-neighborhood of $\Phi(\theta)$ corresponds to the $\frac{1}{N} \times \cdots \times \frac{1}{N} \times \frac{1}{N^{2}}$ cap introduced in (1.5). We also need to introduce a nice weight function which is nowadays a common technique in order to justify the localisation argument. For a convex body $K \subset \mathbb{R}^{d+1}$, we use a weight function $w_{K}: \mathbb{R}^{d+1} \rightarrow \mathbb{R}_{+}$that satisfies the following properties: (i) $\mathbf{1}_{K} \lesssim w_{K}$ and $w_{K}$ decays rapidly ${ }^{6}$ away from $K$ (ii) if convex bodies $K_{1}, \ldots, K_{i}, \ldots$ are almost disjoint and $\bigcup_{i=1}^{\infty} K_{i}=\mathbb{R}^{d+1}$ then

$$
\begin{equation*}
\sum_{i=1}^{\infty} w_{K_{i}} \lesssim 1 \tag{3.1}
\end{equation*}
$$

[^5]Also remark that $w_{K}\left(\mathbb{R}^{d+1}\right):=\int_{\mathbb{R}^{d+1}} w_{K} \sim|K|$. We refer to $[18,32]$ for the details on such weight function. In below the weight function $w_{K}$ satisfying the two properties might change from line to line or from left hand side of inequality to right hand side and we will not track the precise form of $w_{k}$. Then the (local) $\ell^{2}$-decoupling inequality for $E_{\mathbb{P}^{d}}$ states that

$$
\begin{equation*}
\left\|E_{\mathbb{P}^{d}} g\right\|_{L^{p}\left(B_{N^{2}}\right)} \lesssim_{\varepsilon} N^{\varepsilon}\left(\sum_{\theta \in \mathcal{C}_{N^{-1}}}\left\|E_{\mathbb{P}^{d}} g_{\theta}\right\|_{L^{p}\left(w_{B_{N^{2}}}\right)}^{2}\right)^{\frac{1}{2}} \tag{3.2}
\end{equation*}
$$

where $g_{\theta}:=\chi_{\theta} g, B_{N^{2}}$ is a ball in $\mathbb{R}^{d+1}$ radius $N^{2}$ and arbitrary centre, and

$$
\|f\|_{L^{p}\left(w_{B_{N}}\right)}:=\left(\int_{\mathbb{R}^{d+1}}|f(x, t)|^{p} w_{B_{N^{2}}}(x, t) d x d t\right)^{\frac{1}{p}}
$$

In fact, (3.2) directly follows from (1.7) for the same $p$ since $f=E_{\mathbb{P}^{d} d} g \cdot w_{B_{N^{2}}}$ has a Fourier support on $\mathcal{N}_{N^{-2}}\left(\mathbb{P}^{d}\right)$, see the inequality (7) in [17] for more details. Hence, as a corollary from Theorem 1.4, we have (3.2) for all $2 \leq p \leq \frac{2(d+2)}{d}$. Contrary as is stated in [17, Remark 5.2] one can also recover (1.7) from (3.2), see also [18, Theorem 5.1] for the proof of it. Therefore, it suffices to show the following to prove Theorem 1.6.

Theorem 3.1. Let $d \geq 2, N \geq 1, p=\frac{2(d+1)}{d-1}$ and take arbitrary $d_{*} \in[1,2]$. Then (3.2) holds for all $\varepsilon>0$ and all $g: \mathbb{R}^{d} \rightarrow \mathbb{C}$ satisfying

$$
\begin{equation*}
\operatorname{supp} g \subset\left\{\xi \in \mathbb{R}^{d}: d_{*}-\frac{1}{N} \leq|\xi| \leq d_{*}+\frac{1}{N}\right\} \tag{3.3}
\end{equation*}
$$

Below, we prove Theorem 3.1. Our proof is based on the induction on scale argument which is now common technique in the Fourier restriction theory. More precisely, we will reduce the matter to the lower dimensional decoupling inequality by exploiting the assumption (3.3) together with appropriate induction scheme. In fact our strategy of the proof consists of basically three steps. First, after the decomposition of the physical space into small scale, we give a simple observation exploiting the assumption (3.3) and then approximate each small pieces of shell by flat plates. This enables us to appeal to the one dimension less Bourgain-Demeter's decoupling estimate at each small scale. We then put together each estimate in a tight way by using the induction hypothesis. To conclude the proof, we do this procedure inductively. We note that the idea of appealing to the lower dimensional estimate can be found in Bourgain-Guth's argument [20] for instance. We also mention the proof of the decoupling inequality for the cone [17], and for the moment curve [19]. In addition, such induction scheme, namely, applying something known at each small scale and then appealing to the induction hypothesis to make it global, can be found in for instance Guth's simple proof of the non-endpoint multilinear Kakeya inequality [42]. Also an idea of approximating nonlinear object by linear one via induction on scale argument can be found in the context of nonlinear Brascamp-Lieb inequalities, see [7-9].

Let us provide detailed argument. Fix large $N \geq 1$ and for each $1 \leq K \leq N$, let $\mathcal{D}(K)$ be the best constant for the inequality

$$
\left\|E_{\mathbb{P}^{d}} g\right\|_{L^{p}\left(B_{K^{2}}\right)} \leq \mathcal{D}(K)\left(\sum_{\theta \in \mathcal{C}_{K^{-1}}}\left\|E_{\mathbb{P}^{d}} g_{\theta}\right\|_{L^{p}\left(w_{B_{K^{2}}}\right)}^{2}\right)^{\frac{1}{2}}
$$

for all $g$ satisfying (3.3) and all $B_{K^{2}}$ whose radius $K^{2}$ and arbitrary centre. From here and below in this section we always assume $p=\frac{2(d+1)}{d-1}$. Our goal (3.2) can be read as $\mathcal{D}(N) \lesssim \varepsilon N^{\varepsilon}$. The key of the proof is the following.

Proposition 3.2. For any $\varepsilon>0$, there exists $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
\mathcal{D}(K) \leq C_{\varepsilon} K^{\varepsilon} \mathcal{D}\left(K^{\frac{1}{2}}\right) \tag{3.4}
\end{equation*}
$$

holds for all $K \in[1, N]$.
Once we could prove this, we may conclude $\mathcal{D}(N) \lesssim_{\varepsilon} N^{\varepsilon}$ as follows.
Proof of Proposition $3.2 \Rightarrow$ Theorem 3.1. Let $m \in \mathbb{N}$ be a large number which we will choose later. By applying (3.4) with $K=N, N^{\frac{1}{2}}, N^{\frac{1}{2^{2}}}, \ldots, N^{\frac{1}{2^{m}}}$ inductively, we obtain that

$$
\mathcal{D}(N) \leq C_{\varepsilon} N^{\varepsilon} \mathcal{D}\left(N^{\frac{1}{2}}\right) \leq C_{\varepsilon}^{2} N^{\varepsilon\left(1+\frac{1}{2}\right)} \mathcal{D}\left(N^{\frac{1}{2^{2}}}\right) \leq \ldots \leq C_{\varepsilon}^{m} N^{2 \varepsilon} \mathcal{D}\left(N^{\frac{1}{2^{m}}}\right)
$$

where we also used $\sum_{i=1}^{m} 2^{-(i-1)} \leq 2$ at the last inequality. We now choose $m$ to be an unique integer which satisfies $\log _{2} \log N<m \leq \log _{2} \log N+1$. In particular, we have $N N^{\frac{1}{2^{m}}} \leq e$, Napier's number, and hence

$$
\mathcal{D}(N) \leq C_{\varepsilon}^{m} N^{2 \varepsilon} \mathcal{D}(e)
$$

On the other hand, we clearly have $\sharp \mathcal{C}_{e^{-1}} \leq 10^{d}$ and hence

$$
\left\|E_{\mathbb{P}^{d}} g\right\|_{L^{p}\left(B_{e^{2}}\right)} \leq \sum_{\theta \in \mathcal{C}_{e^{-1}}}\left\|E_{\mathbb{P}^{d}} g_{\theta}\right\|_{L^{p}\left(B_{e^{2}}\right)} \leq 10^{\frac{d}{2}}\left(\sum_{\theta \in \mathcal{C}_{e^{-1}}}\left\|E_{\mathbb{P}^{d}} g_{\theta}\right\|_{L^{p}\left(B_{e^{2}}\right)}^{2}\right)^{\frac{1}{2}}
$$

which means $\mathcal{D}(e) \lesssim 1$. In the case of $C_{\varepsilon} \leq 1$, this completes the proof. Suppose $C_{\varepsilon}>1$. If we notice that

$$
m-1 \leq \log _{2} \log N=\frac{\log _{C_{\varepsilon}} \log N}{\log _{C_{\varepsilon}} 2}
$$

then it follows that

$$
C_{\varepsilon}^{m}=C_{\varepsilon} C_{\varepsilon}^{m-1} \leq C_{\varepsilon}(\log N)^{\frac{1}{\log _{C_{\varepsilon} 2}}} \leq C_{\varepsilon} C_{\varepsilon}^{\prime} N^{\varepsilon}
$$

which concludes $\mathcal{D}(N) \lesssim \varepsilon N^{3 \varepsilon}$.
Fix arbitrary $N \geq 1$ and $\varepsilon>0$ and let us prove (3.4) in the following.
3.2. Proof of Proposition 3.2: Apply the induction hypothesis. We begin with an application of the decoupling inequality at scale $\sqrt{K}$. To this end we decompose $B_{K^{2}}$ into almost disjoint balls $\left(B_{K}^{(i)}\right)_{i}$ with radius $K: B_{K^{2}} \subset \bigcup_{i} B_{K}^{(i)}$. Then it follows from the definition of $\mathcal{D}\left(K^{\frac{1}{2}}\right)$ that

$$
\left\|E_{\mathbb{P}^{d} d} g\right\|_{L^{p}\left(B_{K^{2}}\right)}^{p} \lesssim \sum_{i}\left\|E_{\mathbb{P}^{d} d}\right\|_{L^{p}\left(B_{K}^{(i)}\right)}^{p} \leq \mathcal{D}\left(K^{\frac{1}{2}}\right)^{p} \sum_{i}\left(\sum_{v \in \mathcal{C}_{K^{-1 / 2}}}\left\|E_{\mathbb{P}^{d} d} g_{v}\right\|_{L^{p}\left(w_{B_{K}^{(i)}}^{(i)}\right.}^{2}\right)^{\frac{p}{2}} .
$$

Since $p \geq 2$ Minkowski's inequality and (3.1) show that

$$
\begin{equation*}
\left\|E_{\mathbb{P}^{d}} g\right\|_{L^{p}\left(B_{K^{2}}\right)} \lesssim \mathcal{D}\left(K^{\frac{1}{2}}\right)\left(\sum_{v \in \mathcal{C}_{K^{-1 / 2}}}\left\|E_{\mathbb{P}^{d}} g_{v}\right\|_{L^{p}\left(w_{K_{K^{2}}}\right.}^{2}\right)^{\frac{1}{2}} \tag{3.5}
\end{equation*}
$$

Our new observation is the following simple fact regarding supp $g_{v}$. Namely the assumption (3.3) yields that supp $g_{\nu}$ is contained in some $\frac{1}{K} \times \frac{1}{\sqrt{K}} \times \cdots \times \frac{1}{\sqrt{K}}$-plate as long as $K \leq N$. Note that this plate is more or less contained in the shell $\left\{d_{*}-\frac{1}{N} \leq|\xi| \leq d_{*}+\frac{1}{N}\right\}$ and the thin direction is arbitrary.

With this in mind, we fix any $v \in \mathcal{C}_{K^{-1 / 2}}$ which is now regarded as $\frac{1}{K} \times \frac{1}{\sqrt{K}} \times \cdots \times \frac{1}{\sqrt{K}}$ plate and then decouple $\left\|E_{\mathbb{P}^{d}} g_{\nu}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)}$ further. More precisely we next aim to show

$$
\begin{equation*}
\left.\left\|E_{\mathbb{P}^{d}} g_{\nu}\right\|_{L^{p}\left(w_{B} K^{2}\right.}\right) \leq C_{\varepsilon} K^{\varepsilon}\left(\sum_{\theta \in \mathcal{C}_{K^{-1}}: \theta \subset v}\left\|E_{\mathbb{P}^{d}} g_{\theta}\right\|_{L^{p}\left(w_{B} K^{2}\right.}^{2}\right)^{\frac{1}{2}} \tag{3.6}
\end{equation*}
$$

Remark that weights $w_{B_{K^{2}}}$ on left and right hand side could be different.
By the rotation with respect to the $x$-variable, we may assume that

$$
\begin{equation*}
v=\left[d_{*}-\frac{1}{K}, d_{*}+\frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1} \tag{3.7}
\end{equation*}
$$

In order to avoid heavy subscrips, we write $h=g_{\nu}$. Moreover, since $w_{B_{K^{2}}}$ decays rapidly away from $B_{K^{2}}$ (3.6) can be reduced to show (see Proposition 9.15 in 430$]$ )

$$
\begin{equation*}
\left\|E_{\mathbb{P}^{d}} h\right\|_{L^{p}\left(B_{K^{2}}\right)} \leq C_{\varepsilon} K^{\varepsilon}\left(\sum_{\theta \in \mathcal{C}_{K^{-1}}}\left\|E_{\mathbb{P}^{d}} h_{\theta}\right\|_{L^{p}\left(w_{K_{K^{2}}}\right)}^{2}\right)^{\frac{1}{2}} \tag{3.8}
\end{equation*}
$$

for all $B_{K^{2}}$ and all $h$ such that

$$
\operatorname{supp} h \subset\left[d_{*}-\frac{1}{K}, d_{*}+\frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1}
$$

Once we could prove (3.8), then we conclude (3.4) by combining this with (3.5). We will establish this by combining the dimension deduction argument in [32] and the justification of the locally constant heuristics in [18].
3.3. Heuristic argument for (3.8). Let us first provide an idea of the proof of (3.8) as its proof involves several technical calculations. Our model case emerges for the specific $h$ which is locally constant at scale $K^{-1}$ in $\xi_{1}$-variable in the sense that $h\left(\xi_{1}, \bar{\xi}\right) \sim h\left(\eta_{1}, \bar{\xi}\right)$ holds for all $\xi_{1}, \eta_{1}$ satisfying $\left|\xi_{1}-\eta_{1}\right| \leq K^{-1}$ and all $\bar{\xi} \in \mathbb{R}^{d-1}$. To make argument simpler we also assume $B_{K^{2}} \sim\left[-K^{2}, K^{2}\right]^{d+1}$ and $d_{*}=0$, in particular

$$
\operatorname{supp} h \subset\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1} .
$$

For such $h$ we can easily reduce the dimension by 1 as

$$
\begin{equation*}
E_{\mathbb{P}^{d}} h\left(x_{1}, \bar{x}, t\right) \sim\left(\int_{-\frac{1}{K}}^{\frac{1}{K}} e^{i\left(x_{1} \xi_{1}+t \xi_{1}^{2}\right)} d \xi_{1}\right) E_{\mathbb{P}^{d-1}} \bar{h}(\bar{x}, t), \quad\left(x_{1}, \bar{x}, t\right) \in \mathbb{R}^{d+1} \tag{3.9}
\end{equation*}
$$

where $\bar{h}(\bar{\xi}):=h(0, \bar{\xi})$. We then decompose

$$
B_{K^{2}} \sim\left[-K^{2}, K^{2}\right]^{d+1}=\bigcup_{j_{1}}\left(\left[j_{1} K,\left(j_{1}+1\right) K\right] \times\left[-K^{2}, K^{2}\right]^{d}\right)=: \bigcup_{j_{1}} P_{j_{1}}
$$

where $j_{1}$ runs over finite subset of integers. Once we could prove

$$
\begin{equation*}
\left\|E_{\mathbb{P}^{d}} h\right\|_{L^{p}\left(P_{j_{1}}\right)} \lesssim_{\varepsilon} K^{\varepsilon}\left(\sum_{\theta \in \mathcal{C}_{K^{-1}}}\left\|E_{\mathbb{P}^{d}} h_{\theta}\right\|_{L^{p}\left(w_{P_{j_{1}}}\right.}^{2}\right)^{\frac{1}{2}} \tag{3.10}
\end{equation*}
$$

for all $j_{1}$ uniformly, then one can sum up to conclude (3.8). Let us demonstrate the proof of (3.10) for $j_{1}=0$. Notice that $(t, x) \in P_{0}$ implies $\left|x_{1}\right| \leq K$ and $|t| \leq K^{2}$ and hence (3.9) indicates that

$$
\left|E_{\mathbb{P}^{d}} h(x, t)\right| \sim K^{-1}\left|E_{\mathbb{P}^{d}-1} \bar{h}(\bar{x}, t)\right|
$$

on $P_{0}$. Hence

$$
\left\|E_{\mathbb{P}^{d}} h\right\|_{L^{p}\left(P_{0}\right)} \sim K^{-1}\left\|E_{\mathbb{P}^{d}-1} \bar{h}(\bar{x}, t)\right\|_{L_{x, t}^{p}\left(P_{0}\right)} \sim K^{-1+\frac{1}{p}}\left\|E_{\mathbb{P}^{d}-1} \bar{h}\right\|_{L_{\bar{x}, t}^{p}\left(\left[-K^{2}, K^{2}\right]^{d}\right)}
$$

Now recall that $p=\frac{2(d+1)}{d-1}$ and this is the endpoint of Bourgain-Demeter's decoupling inequality on $\mathbb{R}^{d-1}$. Therefore we obtain

$$
\left\|E_{\mathbb{P}^{d-1}} \bar{h}\right\|_{L_{\bar{x}, t}^{p}\left(\left[-K^{2}, K^{2}\right]^{d}\right)} \lesssim_{\varepsilon} K^{\varepsilon}\left(\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{K^{-1}}}\left\|E_{\mathbb{P}^{d-1}} \bar{h}_{\bar{\theta}}\right\|_{L_{\bar{x}, t}^{p}\left(w_{\left[-K^{2}, K^{2}\right] d}\right)}\right)^{\frac{1}{2}}
$$

where $\bar{\theta}$ and $\overline{\mathcal{C}}_{K^{-1}}$ represent $d-1$ dimensional caps. We then recall (3.9) to see that

$$
\left|E_{\mathbb{P}^{d-1}} \bar{h}_{\bar{\theta}}(\bar{x}, t)\right| \sim K\left|E_{\mathbb{P}^{d}} h_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}}(x, t)\right|
$$

for all $(x, t) \in P_{0}$. This shows that

$$
K^{-1+\frac{1}{p}}\left\|E_{\mathbb{P}^{d}-1} \bar{h}_{\bar{\theta}}\right\|_{L_{\bar{x}, t}^{p}\left(w_{\left[-K^{2}, K^{2}\right]^{d}}\right)} \sim\left\|E_{\mathbb{P}^{d}} h_{\theta}\right\|_{L^{p}\left(w_{P_{0}}\right)}
$$

with $\theta:=\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta} \in \mathcal{C}_{K^{-1}}$ which concludes (3.10) for $j_{1}=0$.

In the above argument, the critical heuristic is the locally constant property of $h$ and we need to justify it to make the proof rigorous. Such situation often appears in the Fourier restriction theory, see the proof of an inequality (29) in [18], also Bourgain-Guth's argument [20] and Guth's survey paper [43]. In fact we will employ the argument of Theorem 5.1 in [18] to justify the above heuristic in the next subsection. We also mention an inequality in [32, (7.34)] which is the decoupling inequality for some thin plate. This reminds our goal (3.8) but we need to be careful since the width of our plate is $K^{-1}$ whilst the physical scale is $K^{2}$. As far as we understand the uncertainly principle would be applicable if the width of the plate is $K^{-2}$ when the physical scale is $K^{2}$. Therefore one requires some non-trivial argument to justify the above heuristics.
3.4. Proof of Proposition 3.2: Rigorous argument for (3.8). We begin with claiming that we may argue as if $d_{*}=0$ by a nice change of variable which is standard in this context. We write $x=\left(x_{1}, \bar{x}\right) \in \mathbb{R} \times \mathbb{R}^{d-1}$ and $\xi=\left(\xi_{1}, \bar{\xi}\right) \in \mathbb{R} \times \mathbb{R}^{d-1}$. By changing variable with respect to $\xi_{1}$, we have that

$$
E_{\mathbb{P}^{d}} h(x, t)=e^{i\left(x_{1} d_{*}+t\left|d_{*}\right|^{2}\right)} E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left.\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1} h^{d_{*} e_{1}}\right]\left(x_{1}+2 d_{*} t, \bar{x}, t\right), ~}^{\text {, }}\right.
$$

where

$$
h^{d_{*} e_{1}}(\xi):=h\left(\xi_{1}+d_{*}, \bar{\xi}\right) .
$$

Hence,

$$
\left\|E_{\mathbb{P}^{d}} h\right\|_{L^{p}\left(B_{K^{2}}\right)}^{p}=\int_{B_{K^{2}}} \left\lvert\, E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left.\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1} h^{d_{*} e_{1}}\right]\left.\left(x_{1}+2 d_{*} t, \bar{x}, t\right)\right|^{p} d x d t . . . . . .}\right.\right.
$$

By a further change of variables $y_{1}=x_{1}+2 d_{*} t, \bar{y}=\bar{x}, s=t$ whose Jacobian is 1 , we see that

$$
\left\|E_{\mathbb{P}^{d}} h\right\|_{L^{p}\left(B_{K^{2}}\right)}^{p} \leq C \int_{\widetilde{B_{K^{2}}}} \left\lvert\, E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left.\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1} h^{d_{*} e_{1}}\right]\left.(y, s)\right|^{p} d y d s . . . . . .}\right.\right.
$$

Here $\widetilde{B_{K^{2}}}$ is an image of $B_{K^{2}}$ under the change of variable. This might not be a proper ball in general but one can cover it by $O(1)$ many balls with same size. Hence we regard $\widetilde{B_{K^{2}}}$ as another ball with radius $K^{2}$. We next decompose the physical space into thin plates

$$
\widetilde{B_{K^{2}}} \subset \bigcup_{j_{1}} P_{j_{1}}, \quad P_{j_{1}}:=\left[j_{1} K,\left(j_{1}+1\right) K\right) \times \pi \widetilde{\left(B_{K^{2}}\right)}
$$

where $\pi \widetilde{\left(\widetilde{\left.B_{K^{2}}\right)}\right)}$ denotes the projection of $\widetilde{B_{K^{2}}} \subset \mathbb{R}^{d+1}$ onto $\mathbb{R}^{d}$, and $j_{1}$ runs over finite subset of integers. Note that $P_{j_{1}}$ is a thin plate in $x_{1}$-direction with width $K$. Then we have that

$$
\begin{equation*}
\left\|E_{\mathbb{P}^{d}} h\right\|_{L^{p}\left(B_{K^{2}}\right)} \leq C\left(\sum_{j_{1}}\left\|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1}} h^{d_{*} e_{1}}\right]\right\|_{L_{y, s\left(P_{j_{1}}\right.}^{p}}^{p}\right)^{\frac{1}{p}} . \tag{3.11}
\end{equation*}
$$

From now we fix arbitrary $j_{1}$ and intend to show

$$
\begin{align*}
& \| E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left.\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1} h^{d_{*} e_{1}}\right] \|_{L_{y, s}^{p}\left(P_{j_{1}}\right)}}^{\quad \leq C_{\varepsilon, M} K^{\varepsilon}\left(\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{K^{-1}}}\left\|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h^{d_{*} e_{1}}\right]\right\|_{L_{y, s}^{p}\left(\mu_{j_{1}}\right)}^{2}\right)^{\frac{1}{2}},}\right.
\end{align*}
$$

where

$$
\mu_{j_{1}}(y, s):=\left(1+\left|\frac{y_{1}-j_{1} K}{K}\right|\right)^{-M} w_{\pi\left(\widetilde{\left.B_{K^{2}}\right)}\right.}(\bar{y}, s)
$$

$M \gg 1$ is some fixed large number, and $\overline{\mathcal{C}}_{K^{-1}}$ denotes a $d-1$ dimensional $\frac{1}{K}$-caps. The weight function $\mu_{j_{1}}$ satisfies

$$
\begin{equation*}
\sum_{j_{1}} \mu_{j_{1}}(y, s) \lesssim w_{\widetilde{B_{K^{2}}}}(y, s) \tag{3.13}
\end{equation*}
$$

by choosing $M \gg 1$ large enough.
Suppose that we could prove (3.12) for a while and let us see how it yields (3.8). In fact, it follows from (3.11), Minkowski inequality, (3.13), and undoing the change of variable that

$$
\begin{aligned}
& \left\|E_{\mathbb{P}^{d}} h\right\|_{L^{p}\left(B_{K^{2}}\right)} \\
& \quad \leq C_{\varepsilon} K^{\varepsilon}\left\{\sum_{j_{1}}\left(\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{K^{-1}}} \| E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h^{\left.d_{*} e_{1}\right]} \|_{L_{y, s}^{p}\left(\mu_{j_{1}}\right)}^{2}\right)^{\frac{1}{2} \cdot p}\right\}^{\frac{1}{p}}\right. \\
& \quad \leq C_{\varepsilon} K^{\varepsilon}\left\{\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{K^{-1}}}\left(\sum_{j_{1}} \| E_{\mathbb{P}^{d}[ }\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h^{\left.d_{*} e_{1}\right]} \|_{L_{y, s}^{p}\left(\mu_{j_{1}}\right)}^{p}\right)^{\frac{1}{p} \cdot 2}\right\}^{\frac{1}{2}}\right. \\
& \quad \leq C_{\varepsilon} K^{\varepsilon}\left(\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{K^{-1}}} \| E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h^{\left.d_{*} e_{1}\right]} \|_{L_{y, s}^{p}\left(w_{\widetilde{B_{K^{2}}}}\right)}^{2}\right)^{\frac{1}{2}}\right. \\
& \quad \leq C_{\varepsilon} K^{\varepsilon}\left(\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{K^{-1}}}\left\|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[d_{*}-\frac{1}{K}, d_{*}+\frac{1}{K}\right] \times \bar{\theta}} h\right]\right\|_{L_{x, t}^{p}\left(w_{\widetilde{B_{K^{2}}}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

which yields the goal (3.8) since $\left[d_{*}-\frac{1}{K}, d_{*}+\frac{1}{K}\right] \times \bar{\theta} \in \mathcal{C}_{K^{-1}}$.
Therefore the proof is boiled down to show (3.12). As we have explained heuristically we will achieve this by invoking the lower degree decoupling inequality.

In order to justify the locally constant property of the Fourier transform, we invoke the argument using Taylor expansion; this argument can be found in the proof of an inequality (9.5) in [18] for instance. To this end, we first shift the center of $P_{j_{1}}$ to the origin. From now we denote the centre of $\pi \widetilde{\left(B_{K^{2}}\right)}$ by $K^{2}\left(\overline{\mathbf{j}}, j_{d+1}\right) \in \mathbb{R}^{d}$ and write $\mathbf{j}=\left(j_{1}, \overline{\mathbf{j}}, j_{d+1}\right)$. We insert

$$
1=e^{-i\left(j_{1} K \xi_{1}+K^{2} \mathbf{j} \cdot \bar{\xi}+j_{d+1} K^{2}|\xi|^{2}\right)} e^{i\left(j_{1} K \xi_{1}+K^{2} \cdot \overline{\mathbf{j}} \cdot \bar{\xi}+j_{d+1} K^{2}|\xi|^{2}\right)}
$$

to see that

$$
\begin{aligned}
& E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}} d^{d-1} h^{d_{*} e_{1}}\right](y, s)}^{=} \begin{array}{rl}
-\frac{1}{K} & e^{i\left(\left(y_{1}-j_{1} K\right) \xi_{1}+\left(s-j_{d+1} K^{2}\right)\left|\xi_{1}\right|^{2}\right)} \\
\quad \times \int_{\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}} d^{d-1}\right.} e^{i\left(\left(\bar{y}-\overline{\mathbf{j}} K^{2}\right) \cdot \bar{\xi}+\left(s-j_{d+1} K^{2}\right)|\bar{\xi}|^{2}\right)} h_{\xi_{1}, \mathbf{j}}^{d_{*} e_{1}}(\bar{\xi}) d \bar{\xi} d \xi_{1}, \\
\text { where } h_{\xi_{1}, \mathbf{j}}^{d_{*} e_{1}}(\bar{\xi}):=e^{i\left(j_{1} K \xi_{1}+K^{2} \overline{\mathbf{j}} \cdot \bar{\xi}+j_{d+1} K^{2}|\xi|^{2}\right)} h^{d_{*} e_{1}}(\xi) \\
= & \int_{-\frac{1}{K}}^{\frac{1}{K}} e^{i\left(\left(y_{1}-j_{1} K\right) \xi_{1}+\left(s-j_{d+1} K^{2}\right)\left|\xi_{1}\right|^{2}\right)} E_{\mathbb{P}^{d-1}}\left[h_{\xi_{1}, \mathbf{j}}^{d_{*} e_{1}}\right]\left(\bar{y}-\overline{\mathbf{j}} K^{2}, s-j_{d+1} K^{2}\right) d \xi_{1}
\end{array} .\right.
\end{aligned}
$$

We do the Taylor expansion to the exponential part

$$
\begin{aligned}
& e^{i\left(\left(y_{1}-j_{1} K\right) \xi_{1}+\left(s-j_{d+1} K^{2}\right)\left|\xi_{1}\right|^{2}\right)} \\
& \quad=\sum_{m, l=0}^{\infty} \frac{1}{m!l!}\left(\frac{10 i\left(y_{1}-j_{1} K\right)}{K}\right)^{m}\left(\frac{10 i\left(s-j_{d+1} K^{2}\right)}{K^{2}}\right)^{l}\left(\frac{K \xi_{1}}{10}\right)^{m}\left(\frac{K^{2}\left|\xi_{1}\right|^{2}}{10}\right)^{l}
\end{aligned}
$$

Since $(y, s) \in P_{j_{1}}$ implies $0 \leq y_{1}-j_{1} K \leq K$ and $0 \leq s-j_{d+1} K^{2} \leq K^{2}$, we have that

$$
\begin{aligned}
& \left\lvert\, E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left.\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}} d^{d-1} h^{d_{*} e_{1}}\right](y, s) \right\rvert\,}^{\quad \leq \sum_{m, l=0}^{\infty} \frac{10^{m} 10^{l}}{m!l!}\left|\int_{-\frac{1}{K}}^{\frac{1}{K}}\left(\frac{K \xi_{1}}{10}\right)^{m}\left(\frac{K^{2}\left|\xi_{1}\right|^{2}}{10}\right)^{l} E_{\mathbb{P}^{d-1}}\left[h_{\xi_{1}, \mathbf{j}}^{d_{*} e_{1}}\right]\left(\bar{y}-\overline{\mathbf{j}} K^{2}, s-j_{d+1} K^{2}\right) d \xi_{1}\right|}\right.\right. \\
& \quad=: \sum_{m, l=0}^{\infty} \frac{10^{m} 10^{l}}{m!l!}\left|E_{\mathbb{P}^{d-1}}\left[h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right]\left(\bar{y}-\overline{\mathbf{j}} K^{2}, s-j_{d+1} K^{2}\right)\right|
\end{aligned}
$$

for all $(y, s) \in P_{j_{1}}$, where

$$
h_{\mathbf{j}, m, l}^{d_{*} e_{1}}(\bar{\xi}):=\int_{-\frac{1}{K}}^{\frac{1}{K}}\left(\frac{K \xi_{1}}{10}\right)^{m}\left(\frac{K^{2}\left|\xi_{1}\right|^{2}}{10}\right)^{l} h_{\xi_{1}, \mathbf{j}}^{d_{*} e_{1}}(\bar{\xi}) d \xi_{1}
$$

From this, $\left|\left[j_{1} K,\left(j_{1}+1\right) K\right]\right|=K$ and $P_{j_{1}}=\left[j_{1} K,\left(j_{1}+1\right) K\right] \times \pi \widetilde{\left(B_{K^{2}}\right)}$, we obtain that

$$
\begin{aligned}
& \| E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left.\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1} h^{d_{*} e_{1}}\right] \|_{L_{y, s}^{p}\left(P_{j_{1}}\right)}} \begin{array}{l}
\quad \leq \sum_{m, l=0}^{\infty} \frac{10^{m} 10^{l}}{m!l!} K^{\frac{1}{p}}\left\|E_{\mathbb{P}^{d-1}}\left[h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right]\left(\bar{y}-\overline{\mathbf{j}} K^{2}, s-j_{d+1} K^{2}\right)\right\|_{L_{\bar{y}, s}^{p}\left(\pi \left(\widetilde{\left.\left.B_{K^{2}}\right)\right)}\right.\right.} \\
\quad \sim \sum_{m, l=0}^{\infty} \frac{10^{m} 10^{l}}{m!l!} K^{\frac{1}{p}}\left\|E_{\mathbb{P}^{d-1}}\left[h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right]\right\|_{L_{\bar{y}, s}^{p}\left(\left[0, K^{2}\right]^{d}\right)}
\end{array} . . \begin{array}{l}
\end{array}\right) .
\end{aligned}
$$

At this stage we may appeal to the (3.2) in $\mathbb{R}^{d}$ to see that

$$
\begin{align*}
& \| E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left.\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1} h^{d_{*} e_{1}}\right] \|_{L_{y, s}^{p}\left(P_{j_{1}}\right)}, ~}\right. \\
& \leq C_{\varepsilon} K^{\varepsilon} K^{\frac{1}{p}} \sum_{m, l=0}^{\infty} \frac{10^{m} 10^{l}}{m!l!}\left(\sum_{\bar{\theta} \in \bar{C}_{K^{-1}}}\left\|E_{\mathbb{P}^{d-1}}\left[\mathbf{1}_{\bar{\theta}} h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right]\right\|_{L_{\bar{y}, s}^{p}\left(w_{\left[0, K^{2}\right]^{d}}\right)}^{2}\right)^{\frac{1}{2}} \tag{3.14}
\end{align*}
$$

since $p=\frac{2(d+1)}{d-1}$ is the endpoint of Bourgain-Demeter's decoupling inequality on $\mathbb{R}^{(d-1)+1}$. With our goal (3.12) in mind, we next reproduce $E_{\mathbb{P}^{d}}$ from $E_{\mathbb{P}^{d-1}}$. This step is also the consequence from the locally constant property and one can find the following justifying argument in the proof of (9.5) in [18] again. Let us focus on each pieces by fixing $m, l, \theta$.

We now take arbitrary $y_{1} \in I_{j_{1}}(K):=\left[j_{1} K,\left(j_{1}+1\right) K\right]$ and insert a simple identity $1=e^{-i\left(y_{1} \xi_{1}+s\left|\xi_{1}\right|^{2}\right)} e^{i\left(y_{1} \xi_{1}+s\left|\xi_{1}\right|^{2}\right)}$, to see that

$$
\begin{aligned}
& E_{\mathbb{P}^{d}-1}\left[\mathbf{1}_{\bar{\theta}} h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right](\bar{y}, s) \\
& \quad=\int_{-\frac{1}{K}}^{\frac{1}{K}} \int_{\bar{\theta}}\left(\frac{K \xi_{1}}{10}\right)^{m}\left(\frac{K^{2}\left|\xi_{1}\right|^{2}}{10}\right)^{l} e^{i\left(\bar{y} \cdot \bar{\xi}+s|\bar{\xi}|^{2}\right)} h_{\xi_{1}, \mathbf{j}}^{d_{*} e_{1}}(\bar{\xi}) d \xi_{1} d \bar{\xi} \\
& \quad=\int_{-\frac{1}{K}}^{\frac{1}{K}} \int_{\bar{\theta}}\left(\frac{K \xi_{1}}{10}\right)^{m}\left(\frac{K^{2}\left|\xi_{1}\right|^{2}}{10}\right)^{l} e^{-i\left(y_{1} \xi_{1}+s\left|\xi_{1}\right|^{2}\right)} e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} e^{i j_{1} K \xi_{1}} h_{\left(\overline{\mathbf{j}}, j_{d+1}\right)}^{d_{*} e_{1}}(\xi) d \xi \\
& \\
& \text { where } h_{\left(\overline{\mathbf{j}}, j_{d+1}\right)}^{d_{*} e_{1}}(\xi):=e^{i K^{2}\left(\overline{\mathbf{j}} \cdot \bar{\xi}+j_{d+1}|\xi|^{2}\right)^{2} h^{d_{*} e_{1}}(\xi)} \\
& \quad=\int_{-\frac{1}{K}}^{\frac{1}{K}} \int_{\bar{\theta}}\left(\frac{K \xi_{1}}{10}\right)^{m}\left(\frac{\left.K^{2}|\xi|_{1}\right|^{2}}{10}\right)^{l} e^{-i\left(\left(y_{1}-j_{1} K\right) \xi_{1}+s\left|\xi_{1}\right|^{2}\right)} e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} h_{\left(\overline{\mathbf{j}}, j_{d+1}\right)}^{d_{*} e_{1}}(\xi) d \xi \\
& \quad=\sum_{m^{\prime}, l^{\prime}=0}^{\infty} \frac{1}{m^{\prime}!l^{\prime}!}\left(\frac{10 i\left(y_{1}-j_{1} K\right)}{K}\right)^{m^{\prime}}\left(\frac{10 i s}{K^{2}}\right)^{l^{\prime}} \\
& \int_{\bar{K}}^{\frac{1}{K}} \int_{\bar{\theta}}\left(\frac{K \xi_{1}}{10}\right)^{m+m^{\prime}}\left(\frac{K^{2}\left|\xi_{1}\right|^{2}}{10}\right)^{l+l^{\prime}} e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} h_{\left(\overline{\mathbf{j}}, j_{d+1}\right)}^{d_{*} e_{1}}(\xi) d \xi .
\end{aligned}
$$

Since $y_{1} \in I_{j_{1}}(K)$ is arbitrary, we obtain that for all $s \in\left[0, K^{2}\right]$,

$$
\begin{aligned}
& \left|E_{\mathbb{P}^{d-1}}\left[\mathbf{1}_{\bar{\theta}} h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right](\bar{y}, s)\right| \\
& \quad \leq \inf _{y_{1} \in I_{j_{1}}(K)} \sum_{m^{\prime}, l^{\prime}=0}^{\infty} \frac{10^{m^{\prime}} 10^{l^{\prime}}}{m^{\prime}!l^{\prime}!}\left|\int_{-\frac{1}{K}}^{\frac{1}{K}} \int_{\bar{\theta}} \mathcal{M}\left(\xi \xi_{1}\right) e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} h_{\left(\overline{\mathbf{j}}, j_{d+1}\right)}^{d_{*} e_{1}}(\xi) d \xi\right|,
\end{aligned}
$$

where $\mathcal{M}\left(\xi_{1}\right):=\left(\frac{K \xi_{1}}{10}\right)^{m+m^{\prime}}\left(\frac{K^{2}\left|\xi_{1}\right|^{2}}{10}\right)^{l+l^{\prime}}$. This shows that

$$
\begin{align*}
& \left\|E_{\mathbb{P}^{d-1}}\left[\mathbf{1}_{\bar{\theta}} h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right]\right\|_{L_{\overline{\bar{y}}, s}^{p}\left(w_{\left[0, K^{2}\right]^{d}}\right)} \\
& \quad \lesssim \frac{1}{K^{\frac{1}{p}}}\left\|E_{\mathbb{P}^{d-1}}\left[\mathbf{1}_{\bar{\theta}} h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right](\bar{y}, s)\right\|_{L_{y, s}^{p}\left(w_{\left[0, K^{2}\right]} d^{2} \otimes w_{I_{j_{1}}(K)}\right)} \\
& \leq \frac{1}{K^{\frac{1}{p}}} \sum_{m^{\prime}, l^{\prime}=0}^{\infty} \frac{10^{m^{\prime}} 10^{l^{\prime}}}{m^{\prime}!l^{\prime}!} \\
& \quad \times\left\|\int_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} \mathcal{M}\left(\xi_{1}\right) e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} h_{\left(\overline{\mathbf{j}}, j_{d+1}\right)}^{d_{*} e_{1}}(\xi) d \xi\right\|_{L_{y, s}^{p}\left(w_{\left[0, K^{2}\right]^{d}} \otimes w_{I_{j_{1}}(K)}\right)} \\
& =\frac{1}{K^{\frac{1}{p}}} \sum_{m^{\prime}, l^{\prime}=0}^{\infty} \frac{10^{m^{\prime}} 10^{l^{\prime}}}{m^{\prime}!l^{\prime}!} \\
& \quad \times\left\|\int_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} \mathcal{M}\left(\xi_{1}\right) e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} h_{\mathbf{j}}^{d_{*} e_{1}}(\xi) d \xi\right\|_{L_{y, s}^{p}\left(w_{\left[0, K^{2}\right]^{2} d} \otimes w_{[0, K)}\right)} \\
& \text { where } h_{\mathbf{j}}^{d_{*} e_{1}}(\xi):=e^{\left.i\left(K j_{1} \xi_{1}+K^{2}\left(\overline{\mathbf{j}}, j_{d+1}\right) \cdot \bar{\xi},|\xi|^{2}\right)\right)} h_{h_{*} e^{d_{*}}(\xi) .} \tag{3.15}
\end{align*}
$$

We next intend to get rid of the Fourier multiplier

$$
\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right]}\left(\xi_{1}\right)\left(\frac{K \xi_{1}}{10}\right)^{m+m^{\prime}}\left(\frac{K^{2}\left|\xi_{1}\right|^{2}}{10}\right)^{l+l^{\prime}}=\left[\mathbf{1}_{[-1,1]} \frac{\star^{m+m^{\prime}+2\left(l+l^{\prime}\right)}}{10^{m+m^{\prime}+l+l^{\prime}}}\right]\left(K \xi_{1}\right)
$$

from the above expression uniformly in $m, m^{\prime}, l, l^{\prime}$. To this end, we first notice that

$$
\begin{aligned}
\left|\left(\frac{d}{d \xi_{1}}\right)^{M}\left(\frac{\star^{m+m^{\prime}+2\left(l+l^{\prime}\right)}}{10^{m+m^{\prime}+l+l^{\prime}}}\right)\left(\xi_{1}\right)\right| & \leq\left|m+m^{\prime}+2\left(l+l^{\prime}\right)\right|^{M} 10^{-\left(m+m^{\prime}+l+l^{\prime}\right)} \\
& \leq 2^{M}\left|m+m^{\prime}+l+l^{\prime}\right|^{M} 10^{-\left(m+m^{\prime}+l+l^{\prime}\right)} \\
& \leq C_{M}
\end{aligned}
$$

for all $\xi_{1} \in[-1,1]$ and any $M \gg 1 .{ }^{7}$
Hence we may extend the multiplier smoothly, namely there exists $\mathfrak{m}_{m, m^{\prime}, l, l^{\prime}} \in$ $C^{\infty}([-2,2])$ such that

$$
\mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}=\frac{\star^{m+m^{\prime}+2\left(l+l^{\prime}\right)}}{10^{m+m^{\prime}+l+l^{\prime}}} \quad \text { on } \quad[-1,1]
$$

and that

$$
\begin{equation*}
\left\|\left(\frac{d}{d \xi_{1}}\right)^{M} \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\right\|_{L^{\infty}(\mathbb{R})} \leq C_{M} \tag{3.16}
\end{equation*}
$$

Note that (3.16) yields that

$$
\begin{align*}
\left|\vee \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(y_{1}\right)\right| & =\left|\frac{1}{\left(i y_{1}\right)^{M}} \int_{-2}^{2} e^{i y_{1} \xi_{1}}\left(\frac{d}{d \xi_{1}}\right)^{M} \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(\xi_{1}\right) d \xi_{1}\right|  \tag{3.17}\\
& \leq C_{M}\left(1+\left|y_{1}\right|\right)^{-M}
\end{align*}
$$

[^6]Using this, we go back to (3.15) and obtain that

$$
\begin{aligned}
& \left\|\int_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} \mathcal{M}\left(\xi_{1}\right) e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} h_{\mathbf{j}}^{d_{*} e_{1}}(\xi) d \xi\right\|_{L_{y, s}^{p}\left(w_{\left[0, K^{2}\right]^{d}} \otimes w_{[0, K)}\right)} \\
& \quad=\left\|\int_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(K \xi_{1}\right) e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} h_{\mathbf{j}}^{d_{*} e_{1}}(\xi) d \xi\right\|_{L_{y, s}^{p}\left(w_{\left[0, K^{2}\right] d} \otimes w_{[0, K)}\right)} \\
& \quad=\|\left[\frac{1}{K} \vee_{\left.\mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(\frac{\cdot}{K}\right)\right] *_{y_{1}} E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right] \|_{L_{y, s}^{p}\left(w_{\left[0, K^{2}\right] d} \otimes w_{[0, K)}\right)}} .\right.
\end{aligned}
$$

In view of (3.17), we know that

$$
\left\|\frac{1}{K} \vee \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(\frac{\dot{K}}{K}\right)\right\|_{L^{1}(\mathbb{R})} \leq C_{M}
$$

from which together with Hölder's inequality we obtain that

$$
\begin{aligned}
& \left|\left[\frac{1}{K} \vee \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(\frac{\cdot}{K}\right)\right] *_{y_{1}} E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right](y, s)\right| \\
& \quad=\left|\int E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right]\left(y_{1}-z, \bar{y}, s\right)\left[\frac{1}{K} \vee \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(\frac{\dot{K}}{K}\right)\right](z) d z\right| \\
& \quad \leq \int\left|E_{\mathbb{P}^{d} d}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right]\left(y_{1}-z, \bar{y}, s\right)\right| d P(z) C_{M} \\
& \quad \text { where } d P(z):=\frac{1}{C_{M}}\left|\frac{1}{K} \vee \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(\frac{\dot{K}}{K}\right)\right|(z) d z \\
& \quad \leq C_{M}\left(\int\left|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right]\left(y_{1}-z, \bar{y}, s\right)\right|^{p} d P(z)\right)^{\frac{1}{p}}\left(\int d P(z)\right)^{\frac{1}{p^{\prime}}} \\
& \quad \leq C_{M}\left(\left|\frac{1}{K} \vee \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(\frac{\dot{K}}{K}\right)\right| *_{y_{1}} \left\lvert\,\left[\left.E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right]\right|^{p}\right)^{\frac{1}{p}}(y, s)\right.\right.
\end{aligned}
$$

Hence we see that

$$
\begin{align*}
& \left\|\int_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} \mathcal{M}\left(\xi_{1}\right) e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} h_{\mathbf{j}}^{d_{*} e_{1}}(\xi) d \xi\right\|_{L_{y, s}^{p}\left(w_{\left[0, K^{2}\right] d} \otimes w_{[0, K)}\right)} \\
& \quad \leq C_{M} \|\left|\frac{1}{K} \vee \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}(\cdot \bar{K})\right| *_{y_{1}} \left\lvert\,\left[\left.E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right]\right|^{p} \|_{L_{y, s}^{1}\left(w_{\left[0, K^{2}\right]^{d}}^{p} \otimes w_{[0, K)}\right)}^{\frac{1}{p}} .\right.\right. \tag{3.18}
\end{align*}
$$

If we write $\phi\left(y_{1}\right):=\left|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right]\right|^{p}(y, s)$ for simplicity, then

$$
\begin{aligned}
& \left\|\left|\frac{1}{K} \vee \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(\frac{\dot{K}}{K}\right)\right| *_{y_{1}} \phi\right\|_{L^{1}\left(w_{[0, K]}\right)} \\
& \quad \leq C_{M} \int \phi\left(y_{1}\right) d \mu_{[-K, K]}\left(y_{1}\right), \quad d \mu_{[-K, K]}\left(y_{1}\right):=\left(1+\left|\frac{y_{1}}{K}\right|\right)^{-M} d y
\end{aligned}
$$

since we have from (3.17) that

$$
\begin{aligned}
& \int\left|\frac{1}{K} \vee \mathfrak{m}_{m, m^{\prime}, l, l^{\prime}}\left(\frac{z-y_{1}}{K}\right)\right| w_{[0, K]}(z) d z \\
& \quad \leq C_{M} \int\left(1+\left|\frac{y_{1}}{K}-z\right|\right)^{-M} w_{[0,1]}(z) d z \sim C_{M}\left(1+\left|\frac{y_{1}}{K}\right|\right)^{-M} .
\end{aligned}
$$

Therefore returning to (3.18), this shows that

$$
\begin{aligned}
& \left\|\int_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} \mathcal{M}\left(\xi_{1}\right) e^{i\left(y \cdot \xi+s|\xi|^{2}\right)} h_{\mathbf{j}}^{d_{*} e_{1}}(\xi) d \xi\right\|_{L_{y, s}^{p}\left(w_{\left[0, K^{2}\right] d} \otimes w_{[0, K)}\right)} \\
& \quad \leq C_{M}\left\|\left|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right]\right|^{p}\right\|_{L_{y, s}^{1}\left(\mu_{\left[0, K^{2}\right]^{d} \times[-K, K]}^{p}\right)}^{\frac{1}{p}} \\
& \text { where } \quad \mu_{\left[0, K^{2}\right]^{d} \times[-K, K]}(y, s):=\left(1+\left|\frac{y_{1}}{K}\right|\right)^{-M} w_{\left[0, K^{2}\right]^{d}}(\bar{y}, s) \\
& \quad=C_{M}\left\|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right]\right\|_{L_{y, s}^{p}\left(\mu_{\left[0, K^{2}\right]^{d} \times[-K, K]}\right)} .
\end{aligned}
$$

Overall we could manage to get rid of the Fourier multiplier uniformly $m, m^{\prime}, l, l^{\prime}, j_{1}$. We combine this estimate and (3.15) to see that

$$
\begin{aligned}
& \left\|E_{\mathbb{P}^{d-1}}\left[\mathbf{1}_{\bar{\theta}} h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right]\right\|_{L_{\bar{y}, s}^{p}\left(w_{\left[0, K^{2}\right]^{d}}\right)} \\
& \quad \leq C_{M} \frac{1}{K^{\frac{1}{p}}}\left\|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h_{\mathbf{j}}^{d_{*} e_{1}}\right]\right\|_{L_{y, s, s}^{p}\left(\mu_{\left.\left[0, K^{2}\right]\right]^{d} \times[-K, K]}\right)} \\
& \quad=C_{M} \frac{1}{K^{\frac{1}{p}}}\left\|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h^{d_{*} e_{1}}\right]\right\|_{L_{y, s}^{p}\left(\mu_{j_{1}}\right)}
\end{aligned}
$$

Inserting this to (3.14), we conclude that

$$
\begin{aligned}
& \| E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left.\left[-\frac{1}{K}, \frac{1}{K}\right] \times\left[-\frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}}\right]^{d-1} h^{d_{*} e_{1}}\right] \|_{L_{y, s}^{p}\left(P_{j_{1}}\right)}}^{\quad \leq C_{\varepsilon} K^{\varepsilon} K^{\frac{1}{p}} \sum_{m, l=0}^{\infty} \frac{10^{m} 10^{l}}{m!l!}\left(\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{K^{-1}}}\left\|E_{\mathbb{P}^{d-1}}\left[\mathbf{1}_{\bar{\theta}} h_{\mathbf{j}, m, l}^{d_{*} e_{1}}\right]\right\|_{L_{\bar{y}, s}^{p}\left(w_{\left[0, K^{2}\right] d}\right)}^{2}\right)^{\frac{1}{2}}}\right. \\
& \quad \leq C_{\varepsilon, M} K^{\varepsilon}\left(\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{K^{-1}}}\left\|E_{\mathbb{P}^{d}}\left[\mathbf{1}_{\left[-\frac{1}{K}, \frac{1}{K}\right] \times \bar{\theta}} h^{d_{*} e_{1}}\right]\right\|_{L_{y, s}^{p}\left(\mu_{j_{1}}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

which is our goal (3.12) and this completes the proof.
We end this section by giving a slight generalisation of Theorem 3.1 which is indeed necessary for the application to our PDE problem. At the same time, this point explains a difference between Theorem 1.6 and the work by Guo-Zorin-Kranich [39]. As we briefly mentioned in the introduction, Guo-Zorin-Kranich also considered the decoupling inequality with some geometrical constraint on supp $\hat{f}$ or equivalently supp $g$. More precisely, they observed in Theorem 2.5 in [39] that, in the framework of $\ell^{p}$-decoupling inequality rather than $\ell^{2}$-decoupling inequality, if one could prove the decoupling inequality for some exponent $p$, for all hyperplanes in $\mathbb{R}^{d}$, and all $g:\left\{\xi \in \mathbb{R}^{d}:|\xi| \leq 2\right\} \rightarrow \mathbb{C}$ whose support is contained in $N^{-1}$-neighborhood of the hyperplane, then one can
upgrade it to the decoupling inequality for $g$ whose support is contained in $N^{-1}$ neighborhood of $C^{2}$ compact hypersurface. One can regard our reduction of Theorem 3.1 to (3.8) as the $\ell^{2}$-decoupling version of this fact. The proof of Theorem 2.5 in [39] is based on the induction on the scale of the curvature of the hypersurface supporting supp $g$ and Guo-Zorin-Kranich appealed to the parabolic rescaling at each inductive step. On the other hand, our argument in Subsection 3.2 is based on the simple observation on the geometry of supp $g_{\nu}$ just after (3.5) and hence it is a parabolic rescaling free argument.

For the purpose of the application to our PDE problem, this difference is important. To be more precise, it is worth to clarify where the loss $K^{\varepsilon}$ in (3.8) comes from. In fact, in our argument, it comes from the loss in Bourgain-Demeter's $\ell^{2}$-decoupling inequality in $\mathbb{R}^{d-1}$ only. Namely, if $\mathcal{D}_{d-1}(K)$ denotes the best constant for the inequality

$$
\left\|E_{\mathbb{P}^{d-1}} g\right\|_{L^{p}\left(B_{K^{2}}\right)} \leq \mathcal{D}_{d-1}(K)\left(\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{K^{-1}}}\left\|E_{\mathbb{P}^{d-1}} g_{\bar{\theta}}\right\|_{L^{p}\left(w_{B_{K^{2}}}\right)}^{2}\right)^{\frac{1}{2}}
$$

for all reasonable $g:(-10,10)^{d-1} \rightarrow \mathbb{C}$ and all $B_{K^{2}} \subset \mathbb{R}^{d-1} \times \mathbb{R}$, then our proof shows that (3.8) can be stated as

$$
\begin{equation*}
\left\|E_{\mathbb{P}^{d}} h\right\|_{L^{p}\left(B_{K^{2}}\right)} \leq C \mathcal{D}_{d-1}(K)\left(\sum_{\theta \in \mathcal{C}_{K^{-1}}}\left\|E_{\mathbb{P}^{d}} h_{\theta}\right\|_{L^{p}\left(w_{B_{K^{2}}}\right)}^{2}\right)^{\frac{1}{2}} . \tag{3.19}
\end{equation*}
$$

The $\ell^{p}$-decoupling version of this inequality can be found in Theorem 2.2 in Guo-ZorinKranich [39] but they lose an extra factor of $\log K$. Hence, up to a difference between $\ell^{2}$ and $\ell^{p}$-decoupling, this inequality improves Theorem 2.2 in Guo-Zorin-Kranich [39] for the specific case. ${ }^{8}$ By virtue of this improvement, we can slightly generalise Theorem 3.1.

Corollary 3.3. Let $d \geq 2, N_{1} \geq N_{2} \geq 1, p=\frac{2(d+1)}{d-1}$ and take arbitrary $d_{*} \in[1,2]$. Then for arbitrary small $\varepsilon$,

$$
\begin{equation*}
\left.\left\|E_{\mathbb{P}^{d}} g\right\|_{L^{p}\left(B_{N_{1}^{2}}\right)} \leq C_{\varepsilon} N_{2}^{\varepsilon}\left(\sum_{\theta \in \mathcal{C}_{N_{1}^{-1}}}\left\|E_{\mathbb{P}^{d}} g_{\theta}\right\|_{L^{p}\left(w_{B} N_{1}^{2}\right.}^{2}\right)\right)^{\frac{1}{2}} \tag{3.20}
\end{equation*}
$$

holds for all g satisfying

$$
\begin{equation*}
\operatorname{supp} g \subset\left\{\xi \in \mathbb{R}^{d}: d_{*}-\frac{1}{N_{1}} \leq|\xi| \leq d_{*}+\frac{1}{N_{1}}\right\} \cap B_{N_{2} / N_{1}} \tag{3.21}
\end{equation*}
$$

where $B_{N_{2} / N_{1}} \subset \mathbb{R}^{d}$ is a ball of radius $N_{2} / N_{1} \leq 1$ with arbitrary centre.
Proof. Note that if $N_{2}^{\varepsilon}$ in (3.20) is replaced by $N_{1}^{\varepsilon}$, then the inequality is no more than Theorem 3.1. In this sense, the point here is to give an improvement $N_{2}^{\varepsilon}$ in the case $N_{2} \ll N_{1}$. When $N_{1} \geq N_{2} \geq N_{1}^{1 / 2}$, (3.20) follows from Theorem 3.1 and hence it suffices to consider the case $N_{2} \leq N_{1}^{1 / 2}$. The argument in this case is almost parallel to the one we gave in the above but simpler. In fact we will use (3.19) at one scale $K=N_{1}$ and we do not need to induct. First, because of the rotation invariance, we may assume

[^7]that the centre of $B_{N_{2} / N_{1}}$ is at $d_{*} e_{1}$. In this case, we have supp $g \subset \frac{1}{N_{1}} \times \frac{1}{\sqrt{K_{*}}} \times \cdots \times \frac{1}{\sqrt{K_{*}}}$ plate centred at $d_{*} e_{1}$ where $K_{*}:=\left(N_{1} / N_{2}\right)^{2}$. Since $N_{2} / N_{1} \leq N_{1}^{-1 / 2}$, the function $g$ is already supported on a cap with radius $N_{1}^{-1 / 2}$. This means that we have (3.5) at the scale $K=N_{1}$ without the loss of $\mathcal{D}\left(K^{\frac{1}{2}}\right)$. Hence, by virtue of (3.19) which does not contain the $\operatorname{loss}^{9}$ of $\log K$, the problem is now reduced to show that
$$
\left\|E_{\mathbb{P}^{d-1}} \bar{h}\right\|_{L^{p}\left(B_{N_{1}^{2}}\right)} \leq C_{\varepsilon} N_{2}^{\varepsilon}\left(\sum_{\bar{\theta} \in \overline{\mathcal{C}}_{N_{1}^{-1}}}\left\|E_{\mathbb{P}^{d-1}} \bar{h}_{\bar{\theta}}\right\|_{L^{p}\left(w_{N_{1}^{2}}\right)}^{2}\right)^{\frac{1}{2}}
$$
for all $\bar{h}$ supported on $\left[-N_{2} / N_{1}, N_{2} / N_{1}\right]^{d-1}$. After the scaling, this is equivalent to
$$
\left\|E_{\mathbb{P}^{d-1}} \widetilde{h}\right\|_{L^{p}(\mathcal{S})} \leq C_{\varepsilon} N_{2}^{\varepsilon}\left(\sum_{\widetilde{\theta} \in \overline{\mathcal{C}}_{N_{2}^{-1}}}\left\|E_{\mathbb{P}^{d-1}} \widetilde{h}_{\widetilde{\theta}}\right\|_{L^{p}\left(w_{\mathcal{S}}\right)}^{2}\right)^{\frac{1}{2}}
$$
where $\widetilde{h}:=\bar{h}\left(N_{2} / N_{1} \cdot\right)$ and $\mathcal{S}$ is a slab with dimension $\underbrace{N_{1} N_{2} \times \cdots \times N_{1} N_{2}}_{d-1} \times N_{2}^{2}$ obtained by the scaling of $B_{N_{1}^{2}}$. Since supp $\widetilde{h} \subset[-1,1]^{d-1}$, this can be proved by chopping $\mathcal{S}$ into balls with radius $N_{2}^{2}$ and applying Bourgain-Demeter's $\ell^{2}$-decoupling inequality with $N_{2}^{\varepsilon}$-loss to each term.
3.5. Shell Strichartz estimate: Proof of Theorem 1.7. It is now standard to derive the Strichartz estimate on torus from decoupling inequality, see [15] for instance. We hence give here a sketch of the proof of the implication of Theorem 1.7 from Theorem 1.6. In fact we make use of the local decoupling inequality Theorem 3.1.
Proof of Theorem 1.7. It suffices to consider the case of $c_{*}=N_{1}$ and $p=\frac{2(d+1)}{d-1}$; the argument for other $c_{*}$ is parallel. Hence, $\operatorname{supp} \hat{\phi} \subset \mathcal{S}_{N_{1}, N_{2}}:=\left\{k \in \mathbb{Z}^{d}: N_{1}-1 \leq|k| \leq\right.$ $\left.N_{1}+1\right\} \cap B_{N_{2}}$. Let us denote the Fourier coefficient of $\phi$ by $\left\{a_{k}\right\}_{k \in \mathbb{Z}^{d}}$ so that
$$
\phi(x)=\sum_{k \in \mathcal{S}_{N_{1}, N_{2}}} a_{k} e^{i k \cdot x} .
$$

Correspondingly we define $g:[-2,2]^{d} \rightarrow \mathbb{C}$ by

$$
g(\xi):=\sum_{k \in \mathcal{S}_{N_{1}, N_{2}}} a_{k} \delta_{\frac{k}{N_{1}}}(\xi), \quad \xi \in[-2,2]^{d}
$$

where $\delta_{\xi_{0}}$ denotes the Dirac delta ${ }^{10}$ at $\xi_{0}$ on $\mathbb{R}^{d}$. If one writes $c_{\theta}=\frac{k}{N_{1}}$, then $\theta:=$ $\left[-\frac{1}{2 N_{1}}, \frac{1}{2 N_{1}}\right]^{d}+c_{\theta} \in \mathcal{C}_{N_{1}^{-1}}$. Hence we may regard $g$ as

$$
g(\xi):=\sum_{\theta \in \mathcal{C}_{N_{1}^{-1}}} a_{N_{1} c_{\theta}} \delta_{c_{\theta}}(\xi)
$$

[^8]and hence
\[

$$
\begin{aligned}
E_{\mathbb{P}^{d}} g(x, t) & =\sum_{\theta \in \mathcal{C}_{N_{1}^{-1}}} a_{N_{1} c_{\theta}} e^{i\left(x \cdot c_{\theta}+t\left|c_{\theta}\right|^{2}\right)} \\
& =\sum_{k \in \mathcal{S}_{N_{1}, N_{2}}} a_{k} e^{i\left(\frac{x}{N_{1}} \cdot k+\frac{t}{N_{1}^{2}}|k|^{2}\right)} \\
& =e^{i \frac{t}{N_{1}^{2}} \Delta} \phi\left(\frac{x}{N_{1}}\right) .
\end{aligned}
$$
\]

Hence we have that

$$
\begin{equation*}
\left\|E_{\mathbb{P}^{d}} g\right\|_{L^{p}\left(Q_{N_{1}^{2}}\right)}=\left\|e^{i \frac{t}{N_{1}^{2}} \Delta} \phi\left(\frac{x}{N_{1}}\right)\right\|_{L^{p}\left(Q_{N_{1}^{2}}\right)}=N_{1}^{\frac{2}{p}} N_{1}^{\frac{d}{p}}\left\|e^{i t \Delta} \phi\right\|_{L^{p}\left([0,1] \times\left[0, N_{1}\right]^{d}\right)} \tag{3.22}
\end{equation*}
$$

where $Q_{N_{1}^{2}}:=\left[0, N_{1}^{2}\right]^{d+1}$. Regarding the right-hand side, as observed in [15], one indeed has that

$$
\left\|e^{i t \Delta} \phi\right\|_{L^{p}\left([0,1] \times\left[0, N_{1}\right]^{d}\right)} \sim N_{1}^{\frac{d}{p}}\left\|e^{i t \Delta} \phi\right\|_{L^{p}\left(\mathbb{T}^{d+1}\right)}
$$

because of the periodicity of $e^{i t \Delta} \phi$ with respect to $x$ variable. Hence (3.22) shows that

$$
\begin{equation*}
\left\|E_{\mathbb{P}^{d}} g\right\|_{L^{p}\left(Q_{\left.N_{1}^{2}\right)}\right.} \sim N_{1}^{\frac{2}{p}} N_{1}^{\frac{2 d}{p}}\left\|e^{i t \Delta} \phi\right\|_{L^{p}\left(\mathbb{T}^{d+1}\right)} . \tag{3.23}
\end{equation*}
$$

On the other hand, $g$ satisfies (3.21) because of the assumption on the Fourier support of $\phi$ and hence we may apply our local decoupling inequality Corollary 3.3 to this input to see that

$$
\left\|E_{\mathbb{P}^{d}} g\right\|_{L^{p}\left(Q_{N_{1}^{2}}\right)} \lesssim \varepsilon N_{2}^{\varepsilon}\left(\sum_{\theta \in \mathcal{C}_{N_{1}^{-1}}}\left\|E_{\mathbb{P}^{d}} g_{\theta}\right\|_{L^{p}\left(w_{Q_{N_{1}^{2}}}\right.}^{2}\right)^{\frac{1}{2}}
$$

whilst we have from the definition of $g$ that

$$
E_{\mathbb{P}^{d}} g_{\theta}(x, t)=a_{N_{1} c_{\theta}} e^{i\left(x \cdot c_{\theta}+t\left|c_{\theta}\right|^{2}\right)}
$$

Therefore we obtain that

$$
\begin{aligned}
\left\|E_{\mathbb{P}^{d}} g\right\|_{L^{p}\left(Q_{N_{1}^{2}}\right)} & \lesssim \varepsilon N_{2}^{\varepsilon}\left(\sum_{\theta \in \mathcal{C}_{N_{1}^{-1}}}\left(\left|a_{N_{1} c_{\theta}}\right| w_{Q_{N_{1}^{2}}}\left(\mathbb{R}^{d+1}\right)^{\frac{1}{p}}\right)^{2}\right)^{\frac{1}{2}} \\
& \sim N_{2}^{\varepsilon} N_{1}^{\frac{2(d+1)}{p}}\left(\sum_{\theta \in \mathcal{C}_{N_{1}^{-1}}}\left|a_{N_{1} c_{\theta}}\right|^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

and hence conclude the proof by combining this with (3.23).
3.6. Sharpness of Theorem 1.6. Let us prove the sharpness of the range $p \leq \frac{2(d+1)}{d-1}$ in Theorem 1.6. Namely we prove that if one has

$$
\begin{equation*}
\|f\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \leq C\left(\sum_{\theta \in \mathcal{C}_{N^{-1}}}\left\|f_{\theta}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)}^{2}\right)^{\frac{1}{2}} \tag{3.24}
\end{equation*}
$$

for all $N \gg 1$ and all $f$ satisfying the shell constraint (1.11), then $p \leq \frac{2(d+1)}{d-1}$ is necessary. To this end we let

$$
\mathcal{S}_{N}:=\left\{(\xi, \tau) \in \mathbb{R}^{d+1}:\left|\tau-|\xi|^{2}\right| \leq \frac{1}{100 N^{2}}, 1 \leq|\xi| \leq 1+\frac{1}{10 N^{2}}\right\}
$$

which is an $N^{-2}$-neighborhood of translated $d-1$ dimensional sphere $\mathbb{S}^{d-1}$, and let $\hat{f}=\mathbf{1}_{\mathcal{S}_{N}}$ which is a characteristic function on $\mathcal{S}_{N}$. Then it is straightforward to check the condition (1.11) for such $f$. To give a lower bound of the left hand side of (3.24) we compute $f$

$$
\begin{aligned}
|f(x, t)| & =\left|\int_{\left|\tau-|\xi|^{2}\right| \leq \frac{1}{100 N^{2}}, 1 \leq|\xi| \leq 1+\frac{1}{10 N^{2}}} e^{2 \pi i(x \cdot \xi+t \tau)} d \xi d \tau\right| \\
& =\left|\int_{\xi: 1 \leq|\xi| \leq 1+\frac{1}{10 N^{2}}} e^{2 \pi i x \cdot \xi}\left(\int_{\tau:\left|\tau-|\xi|^{2}\right| \leq \frac{1}{100 N^{2}}} e^{2 \pi i t(\tau-1)} d \tau\right) d \xi\right| .
\end{aligned}
$$

One can explicitly compute the integral as

$$
\int_{\tau:\left|\tau-|\xi|^{2}\right| \leq \frac{1}{100 N^{2}}} e^{2 \pi i t(\tau-1)} d \tau=c t^{-1} \sin \left(\frac{2 \pi t}{100 N^{2}}\right) e^{2 \pi i\left(|\xi|^{2}-1\right)}
$$

and hence

$$
\begin{aligned}
|f(x, t)| & =\frac{1}{100 N^{2}}\left|\frac{\sin \left(\frac{2 \pi t}{100 N^{2}}\right)}{\frac{2 \pi t}{100 N^{2}}} \int_{\xi: 1 \leq|\xi| \leq 1+\frac{1}{10 N^{2}}} e^{2 \pi i\left(x \cdot \xi+|\xi|^{2}-1\right)} d \xi\right| \\
& \geq \frac{1}{100 N^{2}}\left|\frac{\sin \left(\frac{2 \pi t}{100 N^{2}}\right)}{\frac{2 \pi t}{100 N^{2}}}\right| \frac{1}{N^{2}} \chi_{\left\{|x| \leq \frac{1}{10}\right\}} \\
& \geq C N^{-2} N^{-2} \chi_{\left\{|x| \leq \frac{1}{10},|t| \leq \frac{N^{2}}{10}\right\}}
\end{aligned}
$$

This reveals a lower bound

$$
\|f\|_{L^{p}\left(B_{N^{2}}\right)} \geq C N^{-4+\frac{2}{p}}
$$

On the other hand $\hat{f}_{\theta}=\mathbf{1}_{\theta \cap \mathcal{S}_{N}}$ and $\theta^{\prime}:=\theta \cap \mathcal{S}_{N}$ is an $\underbrace{N^{-1} \times \cdots \times N^{-1}}_{d-1} \times N^{-2} \times N^{-2}$ slab for each $\theta \in \mathcal{C}_{N^{-1}}$. Hence we see from Hausdorff-Young's inequality that

$$
\left\|f_{\theta}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \lesssim\left(N^{d-1} N^{2} N^{2}\right)^{\frac{1}{p}-1}
$$

from which we derive the bound for the right hand side of (3.24)

$$
\left(\sum_{\theta \in \mathcal{C}_{N^{-1}}}\left\|f_{\theta}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)}^{2}\right)^{\frac{1}{2}} \sim N^{-(d+3)} N^{\frac{1}{p}(d+3)}\left(\sharp\left\{\theta \in \mathcal{C}_{N^{-1}}: \theta \cap \mathcal{S}_{N} \neq \emptyset\right\}\right)^{\frac{1}{2}} .
$$

Since $\mathcal{S}_{N}$ is $N^{-2}$-neighborhood of $d-1$ dimensional sphere, we know $\sharp\left\{\theta \in \mathcal{C}_{N^{-1}}\right.$ : $\left.\theta \cap \mathcal{S}_{N} \neq \emptyset\right\} \sim N^{d-1}$. Putting altogether with the assumption (3.24) we conclude $p \leq \frac{2(d+1)}{d-1}$.

In addition, when $p=\frac{2(d+1)}{d-1}, \varepsilon$-derivative loss $N^{\varepsilon}$ on the right-hand side of (1.7) cannot be removed. Namely, there exists $f$ satisfying (1.11) such that

$$
\|f\|_{L^{\frac{2(d+1)}{d-1}}} \gtrsim(\log N)^{\frac{d-1}{2(d+1)}}\left(\sum_{\theta \in \mathcal{C}_{N^{-1}}}\left\|f_{\theta}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)}^{2}\right)^{\frac{1}{2}}
$$

To see this, from the observation in Subsection 3.5, it suffices to find $\left\{a_{k}\right\}_{k \in \mathcal{S}_{N}}$ such that

$$
\begin{equation*}
\left\|\sum_{k \in \tilde{\mathcal{S}}_{N}} a_{k} e^{i\left(k \cdot x+|k|^{2} t\right)}\right\|_{L_{t, x}^{\frac{2(d+1)}{d-1}}}^{\left(\mathbb{T}^{d+1}\right)}<2(\log N)^{\frac{d-1}{2(d+1)}}\left\|a_{k}\right\|_{\ell^{2}} \tag{3.25}
\end{equation*}
$$

Here $\tilde{\mathcal{S}}_{N}:=\left\{k \in \mathbb{Z}^{d}: N-1 \leq|k| \leq N+1\right\}$. We set
$a_{k}= \begin{cases}1 & \text { if } k \in\left\{\left(N, \bar{k}_{1}, \ldots, \bar{k}_{d-1}\right) \in \mathbb{Z}^{d}: 1 \leq \bar{k}_{j} \leq d^{-\frac{1}{2}} N^{\frac{1}{2}}(j=1, \ldots, d-1)\right\}, \\ 0 & \text { otherwise } .\end{cases}$
Then, (3.25) is written as the lower bound of the exponential sum

$$
\left\|\sum_{1 \leq \bar{k}_{1} \leq d^{-\frac{1}{2}} N^{\frac{1}{2}}} \ldots \sum_{1 \leq \bar{k}_{d-1} \leq d^{-\frac{1}{2}} N^{\frac{1}{2}}} e^{i\left(\bar{k} \cdot \bar{x}+|\bar{k}|^{2} t\right)}\right\|_{L_{t, \bar{x}}^{\frac{2(d+1)}{d-1}}\left(\mathbb{T}^{d}\right)} \gtrsim(\log N)^{\frac{d-1}{2(d+1)}} N^{\frac{d-1}{4}}
$$

This can be shown via a number theoretic approach. See Theorem 13.6 in [30].

## 4. Proof of Theorem 1.2

In this section, we prove Theorem 1.2. We will show that the first order system (2.1) is locally well-posed in $H^{s}\left(\mathbb{T}^{d}\right) \times H^{s-\frac{1}{2}}\left(\mathbb{T}^{d}\right)$ if $s>s_{0}$.

We write

$$
\mathcal{J}_{S}[F](t)=-i \int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} F\left(t^{\prime}\right) d t^{\prime}, \quad \mathcal{J}_{W_{ \pm}}[G](t)=i \int_{0}^{t} e^{\mp i\left(t-t^{\prime}\right)\langle\nabla\rangle} G\left(t^{\prime}\right) d t
$$

and rewrite the system (2.1) in integral form:

$$
\begin{align*}
u(t) & =e^{i t \Delta} u_{0}+\frac{1}{2} \mathcal{J}_{S}[(w+\bar{w}) u](t)  \tag{4.1}\\
w(t) & =e^{-i t\langle\nabla\rangle} w_{0}+\mathcal{J}_{W_{+}}\left[\frac{\Delta}{\langle\nabla\rangle}(u \bar{u})+\frac{1}{2\langle\nabla\rangle}(w+\bar{w})\right](t) \tag{4.2}
\end{align*}
$$

The following bilinear estimates play a crucial role.
Proposition 4.1. Let $s_{0}$ be as defined in (1.2) and $s>s_{0}$. Then there exist $b>\frac{1}{2}$ and $\delta>0$ such that

$$
\begin{align*}
& \|u w\|_{X_{S}^{s, b-1+\delta}}+\|u \bar{w}\|_{X_{S}^{s, b-1+\delta}} \lesssim\|u\|_{X_{S}^{s, b}}\|w\|_{X_{W_{+}}^{s-\frac{1}{2}, b}},  \tag{4.3}\\
& \|u \bar{u}\|_{X_{W_{+}}^{s+\frac{1}{2}, b-1+\delta}} \lesssim\|u\|_{X_{S}^{s, b}}^{2} . \tag{4.4}
\end{align*}
$$

Proof. By duality and dyadic decomposition of the space-time Fourier supports of the functions, to prove (4.3) and (4.4), it suffices to prove that if $s>s_{0}$, there exists small $\delta>0$ such that

$$
\begin{align*}
& \left|\int u_{1} \bar{v}_{2} w_{3, \pm} d t d x\right| \\
& \quad \lesssim\left(L_{1} L_{2} L_{3}\right)^{\frac{1}{2}-\delta}\left(\frac{\min \left(N_{1}, N_{2}\right)}{\max \left(N_{1}, N_{2}\right)}\right)^{\frac{1}{2}} N_{\min }^{s-\frac{1}{2}}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}}, \tag{4.5}
\end{align*}
$$

where $u_{1}=P_{N_{1}, L_{1}}^{S} u, v_{2}=P_{N_{2}, L_{2}}^{S} v, w_{3, \pm}=P_{N_{3}, L_{3}}^{W_{ \pm}} w$, and $N_{\min }=\min \left(N_{1}, N_{2}, N_{3}\right)$. A similar reduction can be found in [2]. Next, we do a case-by-case analysis.
(1) $N_{3} \lesssim N_{1} \sim N_{2}$ : In this case, our goal is the following estimate:

$$
\begin{equation*}
\left|\int u_{1} \bar{v}_{2} w_{3, \pm} d t d x\right| \lesssim\left(L_{1} L_{2} L_{3}\right)^{\frac{1}{2}-\delta} N_{3}^{s-\frac{1}{2}}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}} . \tag{4.6}
\end{equation*}
$$

First, we notice that from Plancherel's theorem and the Cauchy-Schwarz inequality, we have

$$
\begin{align*}
\left|\int u_{1} \bar{v}_{2} w_{3, \pm} d t d x\right| & \sim\left|\int\left(\widetilde{u}_{1} * \widetilde{w}_{3, \pm}\right) \overline{\widetilde{v}}_{2} d \tau d k\right| \\
& =\left|\iint \widetilde{u}_{1}\left(\tau-\tau^{\prime}, k-k^{\prime}\right) \widetilde{w}_{3, \pm}\left(\tau^{\prime}, k^{\prime}\right) d \tau^{\prime} d k^{\prime} \widetilde{v}_{2}(\tau, k) d \tau d k\right| \\
& \lesssim L_{\min }^{\frac{1}{2}} N_{3}^{\frac{d}{2}}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}} . \tag{4.7}
\end{align*}
$$

Here $L_{\min }=\min \left(L_{1}, L_{2}, L_{3}\right)$. The estimate (4.7) immediately gives (4.6) if $L_{\max }:=$ $\max \left(L_{1}, L_{2}, L_{3}\right) \gtrsim N_{3}^{4}$. Hence, we may assume $L_{\max } \leq N_{3}^{4}$, which means that it is sufficient to show (4.6) with $\delta=0$. Using the definition of $s_{0}$, it suffices to prove that for any $\varepsilon>0$, we have the following estimate:

$$
\begin{equation*}
\left|\int u_{1} \bar{v}_{2} w_{3, \pm} d t d x\right| \lesssim\left(L_{1} L_{2} L_{3}\right)^{\frac{1}{2}} C\left(N_{3}\right)\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}} \tag{4.8}
\end{equation*}
$$

where

$$
C\left(N_{3}\right):= \begin{cases}N_{3}^{\varepsilon} & (d=3) \\ N_{3}^{\frac{1}{4}+\varepsilon} & (d=4) \\ N_{3}^{\frac{d}{2}-2+\varepsilon} & (d \geq 5)\end{cases}
$$

By almost orthogonality and Fubini's theorem, it suffices to prove that, for arbitrary $c_{i} \in \mathbb{R}(i=1,2,3)$, it holds that

$$
\begin{equation*}
\left|\int u_{1, c_{1}} \bar{v}_{2, c_{2}} w_{3, \pm, c_{3}} d t d x\right| \lesssim C\left(N_{3}\right)\left\|u_{1, c_{1}}\right\|_{L_{t, x}^{2}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}}, \tag{4.9}
\end{equation*}
$$

where

$$
\begin{array}{rlr}
\operatorname{supp} \tilde{u}_{1, c_{1}} & \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}:\left|\tau-|k|^{2}-c_{1}\right| \leq 1,\right. & \left.k \in B_{N_{3}}\left(\xi_{1}\right)\right\}, \\
\operatorname{supp} \widetilde{v}_{2, c_{2}} & \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}:\left|\tau-|k|^{2}-c_{2}\right| \leq 1,\right. & \left.k \in B_{N_{3}}\left(\xi_{2}\right)\right\}, \\
\operatorname{supp} \widetilde{w}_{3, \pm, c_{3}} & \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}:\left|\tau \mp\langle k\rangle-c_{3}\right| \leq 1,\right. & \left.\langle k\rangle \lesssim N_{3}\right\} . \tag{4.12}
\end{array}
$$

Here, for $j=1,2, B_{N_{3}\left(\xi_{j}\right)}$ denotes the ball of radius $N_{3}$ and centre $\xi_{j} \in \mathbb{R}^{d}$ satisfying $\left|\xi_{j}\right| \sim N_{j}$. We consider (4.9). By Plancherel's theorem, we have

$$
\begin{aligned}
\left|\int u_{1, c_{1}} \bar{v}_{2, c_{2}} w_{3, \pm, c_{3}} d t d x\right| \sim & \left|\int\left(\widetilde{u}_{1, c_{1}} * \tilde{w}_{3, \pm, c_{3}}\right) \overline{\widetilde{v}}_{2, c_{2}} d \tau d k\right| \\
= & \mid \iint \tilde{u}_{1, c_{1}}\left(\tau-\tau^{\prime}, k-k^{\prime}\right) \widetilde{w}_{3, \pm, c_{3}}\left(\tau^{\prime}, k^{\prime}\right) \\
& d \tau^{\prime} d k^{\prime} \overline{\widetilde{v}}_{2, c_{2}}(\tau, k) d \tau d k \mid
\end{aligned}
$$

The support conditions on $\widetilde{u}_{1}, \widetilde{v}_{2}, \widetilde{w}_{3, \pm}$ imply that, in the above, we may assume

$$
\left|\tau-\tau^{\prime}-\left|k-k^{\prime}\right|^{2}-c_{1}\right| \leq 1, \quad\left|\tau-|k|^{2}-c_{2}\right| \leq 1, \quad\left|\tau^{\prime} \mp\left\langle k^{\prime}\right\rangle-c_{3}\right| \leq 1
$$

This implies
where $\tilde{c}=c_{1}-c_{2}+c_{3}$. Hence, from the spatial support condition of $\widetilde{w}_{3, \pm, c_{3}}$ in (4.12), we have $\left|\left|k-k^{\prime}\right|^{2}-|k|^{2}+\tilde{c}\right| \lesssim N_{3} \lesssim N_{1}$. This implies that if there exists $M_{1}>0$ such that $|k|^{2}=M_{1}+\mathcal{O}\left(N_{1}\right)$, we may find $M_{2}>0$ such that $\left|k-k^{\prime}\right|^{2}=M_{2}+\mathcal{O}\left(N_{1}\right)$. The support conditions imply $M_{1} \sim M_{2} \sim N_{1}^{2}$ and then, by the almost orthogonality, in addition to the above support conditions (4.10) and (4.11), we may assume that there exist $d_{1} \sim d_{2} \sim N_{1}$ such that

$$
\begin{aligned}
& \operatorname{supp} \tilde{u}_{1, c_{1}} \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}: d_{1}-1 \leq|k| \leq d_{1}+1\right\}, \\
& \operatorname{supp} \widetilde{v}_{2, c_{2}} \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}: d_{2}-1 \leq|k| \leq d_{2}+1\right\} .
\end{aligned}
$$

Therefore, by using Corollary 2.6 , we obtain

$$
\begin{equation*}
\left\|u_{1, c_{1}}\right\|_{L_{t, x}}^{\frac{2(d+1)}{d-1}} \lesssim N_{3}^{\frac{\varepsilon}{2}}\left\|u_{1, c_{1}}\right\|_{L_{t, x}^{2}}, \quad\left\|v_{2, c_{2}}\right\|_{L_{t, x} \frac{2(d+1)}{(d-1}} \lesssim N_{3}^{\frac{\varepsilon}{2}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}} \tag{4.13}
\end{equation*}
$$

In the case $d=3$, these estimates immediately yield (4.9) as follows:

$$
\begin{aligned}
\left|\int u_{1, c_{1}} \bar{v}_{2, c_{2}} w_{3, \pm, c_{3}} d t d x\right| & \leq\left\|u_{1, c_{1}}\right\|_{L_{t, x}^{4}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{4}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} \\
& \lesssim N_{3}^{\varepsilon}\left\|u_{1, c_{1}}\right\|_{L_{t, x}^{2}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} .
\end{aligned}
$$

In the case $d=4$, it follows from (2.12) with $p=q=\frac{10}{3}$ that

$$
\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{\frac{5}{2}}} \leq\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{\frac{1}{2}}}^{\frac{10}{3}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}}^{\frac{1}{2}} \lesssim N_{3}^{\frac{1}{4}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}}
$$

This estimate and (4.13) provide that

$$
\begin{aligned}
\left|\int u_{1, c_{1}} \bar{v}_{2, c_{2}} w_{3, \pm, c_{3}} d t d x\right| & \leq\left\|u_{1, c_{1}}\right\|_{L_{t, x}^{3}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{\frac{10}{3}}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{5}}^{\frac{5}{2}} \\
& \lesssim N_{3}^{\frac{1}{4}+\varepsilon}\left\|u_{1, c_{1}}\right\|_{L_{t, x}^{2}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} .
\end{aligned}
$$

Lastly, we consider the case $d \geq 5$. Let

$$
\left(\frac{1}{q_{w}}, \frac{1}{p_{w}}\right)=\left(\frac{2}{d+1}, \frac{1}{2}-\frac{4}{d^{2}-1}\right) .
$$

Notice that $\frac{1}{q_{w}}=\frac{d-1}{2}\left(\frac{1}{2}-\frac{1}{p_{w}}\right)$. Then, (2.12) yields

$$
\begin{equation*}
\left\|w_{3, \pm, c_{3}}\right\|_{L_{t}^{q_{w}} L_{x}^{p_{w}}} \lesssim N_{3}^{\frac{2}{d-1}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} . \tag{4.14}
\end{equation*}
$$

Consequently, by using Bernstein inequality, (4.13) and (4.14), we get

$$
\begin{aligned}
\left|\int u_{1, c_{1}} \bar{v}_{2, c_{2}} w_{3, \pm, c_{3}} d t d x\right| & \leq\left\|u_{1, c_{1}}\right\|_{L_{t, x}^{\left(\frac{2(d+1)}{d-1}\right.}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{\frac{2(d+1)}{d-1}}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{\frac{d+1}{2}}} \\
& \lesssim N_{3}^{\varepsilon}\left\|u_{1, c_{1}}\right\|_{L_{t, x}^{2}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}} N_{3}^{\frac{d}{2}-\frac{2 d}{d-1}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t}^{q_{w}}} L_{x}^{p_{w}} \\
& \lesssim N_{3}^{\frac{d}{2}-2+\varepsilon}\left\|u_{1, c_{1}}\right\|_{L_{t, x}^{2}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}}
\end{aligned}
$$

which completes the proof of (4.9).
(2) $\min \left(N_{1}, N_{2}\right) \ll N_{3}$ : By symmetry, we assume that $N_{2} \leq N_{1}$, namely, $N_{2} \ll$ $N_{1} \sim \overline{N_{3}}$. The estimate (4.5) is written as

$$
\begin{equation*}
\left|\int u_{1} \bar{v}_{2} w_{3, \pm} d t d x\right| \lesssim\left(L_{1} L_{2} L_{3}\right)^{\frac{1}{2}-\delta} N_{1}^{-\frac{1}{2}} N_{2}^{s}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}} \tag{4.15}
\end{equation*}
$$

By Plancherel's theorem, we have

$$
\begin{aligned}
\left|\int u_{1} \bar{v}_{2} w_{3, \pm} d t d x\right| & \sim\left|\int\left(\widetilde{u}_{1} * \widetilde{w}_{3, \pm}\right) \widetilde{\widetilde{v}}_{2} d \tau d k\right| \\
& =\left|\iint \tilde{u}_{1}\left(\tau-\tau^{\prime}, k-k^{\prime}\right) \widetilde{w}_{3, \pm}\left(\tau^{\prime}, k^{\prime}\right) d \tau^{\prime} d k^{\prime} \overline{\widetilde{v}}_{2}(\tau, k) d \tau d k\right|
\end{aligned}
$$

This implies that we may assume

Thus, because $N_{2} \ll N_{1} \sim N_{3}$, we have $L_{\max } \gtrsim N_{1}^{2}$. Let us first consider the case $L_{3}=L_{\max } \gtrsim N_{1}^{2}$. It follows from Bernstein inequality and (2.8) with $(q, p)=\left(4, \frac{2 d}{d-1}\right)$ that

$$
\begin{aligned}
\left|\int u_{1} \bar{v}_{2} w_{3, \pm} d t d x\right| & \leq\left\|u_{1}\right\|_{L_{t}^{4} L_{x}^{\frac{2 d}{d-1}}}\left\|v_{2}\right\|_{L_{t}^{4} L_{x}^{2 d}}\left\|w_{3}\right\|_{L_{t, x}^{2}} \\
& \lesssim\left(L_{3} N_{1}^{-2}\right)^{\frac{1}{2}-3 \delta}\left\|u_{1}\right\|_{L_{t}^{4} L_{x}^{\frac{2 d}{d-1}}} N_{2}^{\frac{d-2}{2}}\left\|v_{2}\right\|_{L_{t}^{4} L_{x}^{\frac{2 d}{d-1}}}\left\|w_{3}\right\|_{L_{t, x}^{2}} \\
& \lesssim\left(L_{1} L_{2} L_{3}\right)^{\frac{1}{2}-\delta} N_{1}^{-1+6 \delta+\varepsilon} N_{2}^{\frac{d-2}{2}}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}} .
\end{aligned}
$$

This completes the proof of (4.15) in the case $L_{3}=L_{\text {max }}$. We consider the remaining cases. Since the case $L_{2}=L_{\max } \gtrsim N_{1}^{2}$ can be treated in a similar way, we only consider
the case $L_{1}=L_{\max } \gtrsim N_{1}^{2}$. First, we consider the case $d=3$. By Hölder's inequality, Sobolev embedding, (2.12) and (2.8), we get

$$
\begin{aligned}
& \left|\int u_{1} \bar{v}_{2} w_{3, \pm} d t d x\right| \\
& \quad \lesssim\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t}^{\frac{10}{3}} L_{x}^{5}}\left\|w_{3, \pm}\right\|_{L_{t}^{5} L_{x}^{\frac{10}{3}}} \\
& \quad \lesssim\left\|u_{1}\right\|_{L_{t, x}^{2}} N_{2}^{\frac{3}{10}}\left\|v_{2}\right\|_{L_{t, x}^{3}}^{\frac{10}{3}} L_{3}^{\frac{1}{2}} N_{3}^{\frac{2}{5}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}} \\
& \quad \lesssim\left(L_{2} L_{3}\right)^{\frac{1}{2}} N_{1}^{\frac{2}{5}} N_{2}^{\frac{3}{10}+\varepsilon}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}} \\
& \quad \lesssim\left(L_{1} L_{2} L_{3}\right)^{\frac{1}{2}-\delta} N_{1}^{-\frac{3}{5}+6 \delta} N_{2}^{\frac{30}{10}+\varepsilon}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}},
\end{aligned}
$$

which completes the proof of (4.15) when $d=3$. Next, we show (4.15) for the case $d \geq 4$. By almost orthogonality and Fubini's theorem, it is enough to prove that, for arbitrary $c_{i} \in \mathbb{R}(i=2,3)$, it holds that

$$
\begin{equation*}
\left|\int u_{1} \bar{v}_{2, c_{2}} w_{3, \pm, c_{3}} d t d x\right| \lesssim L_{1}^{\frac{1}{2}-3 \delta} N_{1}^{-\frac{1}{2}} N_{2}^{s}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm}\right\|_{L_{t, x}^{2}} \tag{4.16}
\end{equation*}
$$

where

$$
\begin{align*}
& \operatorname{supp} \widetilde{v}_{2, c_{2}} \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}:\left|\tau-|k|^{2}-c_{2}\right| \leq 1,|k| \sim N_{2}\right\},  \tag{4.17}\\
& \operatorname{supp} \widetilde{w}_{3, \pm, c_{3}} \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}:\left|\tau \mp\langle k\rangle-c_{3}\right| \leq 1, k \in B_{N_{2}}\left(\xi_{3}\right)\right\} \tag{4.18}
\end{align*}
$$

for some $\xi_{3} \in \mathbb{R}^{d}$ which satisfies $\left|\xi_{3}\right| \sim N_{3}$. To obtain (4.16), we will prove

$$
\begin{equation*}
\left\|v_{2, c_{2}} w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} \lesssim N_{1}^{\frac{1}{d-1}} N_{2}^{\frac{d}{2}-\frac{d}{d-1}+\varepsilon}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} \tag{4.19}
\end{equation*}
$$

where $v_{2}$ and $w_{3, \pm, c_{3}}$ satisfy (4.17) and (4.18), respectively. It is straightforward to see that (4.19) yields (4.16). Indeed, if (4.19) holds, since $L_{1} \gtrsim N_{1}^{2}$, we have

$$
\begin{aligned}
\left|\int u_{1} \bar{v}_{2, c_{2}} w_{3, \pm, c_{3}} d t d x\right| & \leq\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2, c_{2}} w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} \\
& \lesssim L_{1}^{\frac{1}{2}-3 \delta} N_{1}^{-1+6 \delta}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2, c_{2}} w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} \\
& \lesssim L_{1}^{\frac{1}{2}-3 \delta} N_{1}^{-\frac{d-2}{d-1}+6 \delta} N_{2}^{\frac{d}{2}-\frac{d}{d-1}+\varepsilon}\left\|u_{1}\right\|_{L_{t, x}^{2}}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}},
\end{aligned}
$$

which verifies (4.16) since $d \geq 4$. We turn to the proof of (4.19). Let us assume $N_{2} \gg 1$ since the case $N_{2} \lesssim 1$ is easily handled by the Cauchy-Schwarz inequality. If $(\tau, k) \in$ $\operatorname{supp} \widetilde{w}_{3, \pm, c_{3}}$, then (4.18) gives

$$
\begin{equation*}
\left|\tau \mp\left\langle\xi_{3}\right\rangle-c_{3}\right| \leq 2 N_{2} . \tag{4.20}
\end{equation*}
$$

This means that the temporal frequency of $\widetilde{w}_{3, \pm, c_{3}}$ is confined to an interval of length $4 N_{2}$. Hence, the standard almost orthogonality argument can be applied. We give a rough sketch of it.

Let a non-negative valued function $\psi_{N_{2}} \in \mathcal{S}(\mathbb{R})$ satisfy

$$
\operatorname{supp} \psi_{N_{2}} \subset\left[-2 N_{2}, 2 N_{2}\right], \quad \sum_{m \in N_{2} \mathbb{Z}} \psi_{N_{2}}(\tau-m)=1 \quad \text { for all } \tau \in \mathbb{R} .
$$

Here $N_{2} \mathbb{Z}:=\left\{N_{2} \ell: \ell \in \mathbb{Z}\right\}$. For $m \in N_{2} \mathbb{Z}$ and $v \in L^{2}\left(\mathbb{R} \times \mathbb{T}^{d}\right)$, define the operator $\mathcal{F}_{t, x}\left(\mathcal{P}_{N_{2}, m} v\right)(\tau, k)=\psi_{N_{2}}(\tau-m) \widetilde{v}(\tau, k)$. Then, clearly $\sum_{m \in N_{2} \mathbb{Z}} \mathcal{P}_{N_{2}, m} v=v$. We observe

$$
\left\|v_{2, c_{2}} w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} \lesssim\left(\sum_{m_{1} \in N_{2} \mathbb{Z}}\left\|\mathcal{P}_{N_{2}, m_{1}}\left(\left(\sum_{m_{2} \in N_{2} \mathbb{Z}} \mathcal{P}_{N_{2}, m_{2}} v_{2, c_{2}}\right) w_{3, \pm, c_{3}}\right)\right\|_{L_{t, x}^{2}}^{2}\right)^{\frac{1}{2}} .
$$

We deduce from (4.20) that for each $m_{1} \in N_{2} \mathbb{Z}$ there exists the set $M_{N_{2}, m_{1}} \subset N_{2} \mathbb{Z}$ such that

$$
\begin{aligned}
& \mathcal{P}_{N_{2}, m_{1}}\left(\left(\sum_{m_{2} \in M_{N_{2}, m_{1}}} \mathcal{P}_{N_{2}, m_{2}} v_{2, c_{2}}\right) w_{3, \pm, c_{3}}\right)=\mathcal{P}_{N_{2}, m_{1}}\left(\left(\sum_{m_{2} \in N_{2} \mathbb{Z}} \mathcal{P}_{N_{2}, m_{2}} v_{2, c_{2}}\right) w_{3, \pm, c_{3}}\right), \\
& \# M_{N_{2}, m_{1}} \sim 1, \quad\left(\sum_{m_{1} \in N_{2} \mathbb{Z}}\left\|\sum_{m_{2} \in M_{N_{2}, m_{1}}} \mathcal{P}_{N_{2}, m_{2}} v_{2, c_{2}}\right\|_{L_{t, x}^{2}}^{2}\right)^{\frac{1}{2}} \sim\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}} .
\end{aligned}
$$

As a result, in addition to (4.17), we may assume that there exists $\tau^{\prime} \in \mathbb{R}$ such that $\operatorname{supp} \widetilde{v}_{2, c_{2}} \subset\left\{(\tau, k) \in \mathbb{R} \times \mathbb{Z}^{d}:\left|\tau-|k|^{2}-c_{2}\right| \leq 1,|k| \sim N_{2},\left|\tau-\tau^{\prime}\right| \leq N_{2}\right\}$,

Let $(\tau, k) \in \operatorname{supp} \tilde{v}_{2, c_{2}}$. Then, $\left|\tau-|k|^{2}-c_{2}\right| \leq 1$ and $\left|\tau-\tau^{\prime}\right| \leq N_{2}$ give

$$
\left||k|^{2}-\tau^{\prime}+c_{2}\right| \leq 2 N_{2}
$$

This and $|k| \sim N_{2}$ mean that there exists $c_{*} \sim N_{2}$ such that $\left||k|-c_{*}\right| \lesssim 1$. Consequently, we may utilize Corollary 2.6 to estimate $v_{2, c_{2}}$ as

$$
\begin{equation*}
\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{\frac{2(d+1)}{d-1}}} \lesssim N_{2}^{\varepsilon}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}} . \tag{4.21}
\end{equation*}
$$

Let

$$
\left(\frac{1}{q_{3}}, \frac{1}{p_{3}}\right)=\left(\frac{1}{d+1}, \frac{1}{2}-\frac{2}{(d-1)(d+1)}\right) .
$$

Then, $\frac{1}{q_{3}}=\frac{d-1}{2}\left(\frac{1}{2}-\frac{1}{p_{3}}\right)$ holds. It follows from (4.21) and Corollary 2.5 that

$$
\begin{aligned}
\left\|v_{2, c_{2}} w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}} & \leq\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{\frac{2(d+1)}{d-1}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{q_{3}}}} \\
& \lesssim N_{2}^{\varepsilon}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}} N_{2}^{\frac{d}{2}-\frac{d}{d-1}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t}^{q_{3}} L_{x}^{p_{3}}} \\
& \lesssim N_{1}^{\frac{1}{d-1}} N_{2}^{\frac{d}{2}-\frac{d}{d-1}+\varepsilon}\left\|v_{2, c_{2}}\right\|_{L_{t, x}^{2}}\left\|w_{3, \pm, c_{3}}\right\|_{L_{t, x}^{2}},
\end{aligned}
$$

which completes the proof of (4.19).

Now we turn to the proof of Theorem 1.2. Since the proof is quite standard, we give only a rough sketch of it. We refer to $[36,47]$ for more details.

We define

$$
\begin{aligned}
\Phi_{S}(u, w) & =e^{i t \Delta} u_{0}+\frac{1}{2} \mathcal{J}_{S}[(w+\bar{w}) u](t), \\
\Phi_{W}(u, w) & =e^{-i t\langle\nabla\rangle} w_{0}+\mathcal{J}_{W_{+}}\left[\frac{\Delta}{\langle\nabla\rangle}(u \bar{u})+\frac{1}{2\langle\nabla\rangle}(w+\bar{w})\right](t) .
\end{aligned}
$$

Our task is to show that if $s>s_{0}$, there exist $b>\frac{1}{2}$ and $0<T<1$ such that

$$
\begin{equation*}
\mathcal{M}(u, v)=\left(\Phi_{S}(u, w), \Phi_{W}(u, w)\right) \tag{4.22}
\end{equation*}
$$

is a contraction mapping in the ball of suitable radius in $X_{S}^{s, b}(T) \times X_{W_{+}}^{s-\frac{1}{2}, b}(T)$ centred at the origin.

We first introduce the well-known linear estimates. For the proof, we refer to [36], Lemma 4.1 in [47].

Lemma 4.2. Let $s, b \in \mathbb{R}$ and $0<T<1$. Then,

$$
\begin{aligned}
\left\|e^{i t \Delta} u_{0}\right\|_{X_{S}^{s, b}(T)} & \lesssim\left\|u_{0}\right\|_{H^{s}\left(\mathbb{T}^{d}\right)} \\
\left\|e^{-i t\langle\nabla\rangle} w_{0}\right\|_{X_{W_{+}}^{s, b}(T)} & \lesssim\left\|w_{0}\right\|_{H^{s}\left(\mathbb{T}^{d}\right)}
\end{aligned}
$$

Next, we state the estimates for handling the Duhamel terms. We omit the proof. For the details, see e.g. Lemma 2.1 in [36] and Lemma 4.1 in [47].
Lemma 4.3. Let $s \in \mathbb{R}, b>\frac{1}{2}, 0<T<1, \delta>0$ and $\psi \in C_{0}^{\infty}(\mathbb{R})$ satisfy $\psi=1$ on $[-1,1]$ and $\operatorname{supp} \psi \subset(-2,2)$. Define $\psi_{T}(t)=\psi\left(\frac{t}{T}\right)$. Then,

$$
\begin{aligned}
\left\|\psi_{T} \mathcal{J}_{S}[F]\right\|_{X_{S}^{s, b}} & \lesssim T^{\delta}\|F\|_{X_{S}^{s, b-1+\delta}}, \\
\left\|\psi_{T} \mathcal{J}_{W_{+}}[G]\right\|_{X_{W_{+}}^{s, b}} & \lesssim T^{\delta}\|G\|_{X_{W_{+}}^{s, b-1+\delta}} .
\end{aligned}
$$

By combining Proposition 4.1 and Lemma 4.3, we obtain the following:
Lemma 4.4. Let $s>s_{0}$ and $0<T<1$. Then there exists $b>\frac{1}{2}$ and $\delta>0$ such that

$$
\begin{align*}
& \left\|\mathcal{J}_{S}[(w+\bar{w}) u]\right\|_{X_{S}^{s, b}(T)} \lesssim T^{\delta}\|u\|_{X_{S}^{s, b}(T)}\|w\|_{X_{W_{+}}^{s-\frac{1}{2}, b}(T)},  \tag{4.23}\\
& \left\|\mathcal{J}_{W_{+}}\left[\frac{\Delta}{\langle\nabla\rangle}(u \bar{u})\right]\right\|_{X_{W_{+}}^{s, b}(T)} \lesssim T^{\delta}\|u\|_{X_{S}^{s, b}(T)}^{2} \tag{4.24}
\end{align*}
$$

Proof. It follows from the definitions of $X_{S}^{s, b}(T)$ and $X_{W_{+}}^{s-\frac{1}{2}, b}(T)$ that for $(u, w) \in$ $X_{S}^{s, b}(T) \times X_{W_{+}}^{s-\frac{1}{2}, b}(T)$, there exists $(U, W) \in X_{S}^{s, b} \times X_{W_{+}}^{s-\frac{1}{2}, b}$ such that

$$
\begin{align*}
(u(t), w(t)) & =(U(t), W(t)) \quad \text { if } 0 \leq t<T \\
\|U\|_{X_{S}^{s, b}} & \leq 2\|u\|_{X_{S}^{s, b}(T)},\|W\|_{X_{W_{+}}^{s-\frac{1}{2}, b}} \leq 2\|w\|_{X_{W_{+}}^{s-\frac{1}{2}, b}(T)} \tag{4.25}
\end{align*}
$$

We choose $b>\frac{1}{2}$ and $\delta>0$ so that (4.3) and (4.4) hold. Then,

$$
\begin{align*}
& \|U W\|_{X_{S}^{s, b-1+\delta}}+\|U \bar{W}\|_{X_{S}^{s, b-1+\delta}} \lesssim\|U\|_{X_{S}^{s, b}}\|W\|_{X_{W_{+}}^{s-\frac{1}{2}, b}},  \tag{4.26}\\
& \|U \bar{U}\|_{X_{W_{+}}^{s+\frac{1}{2}, b-1+\delta}} \lesssim\|U\|_{X_{S}^{s, b}}^{2} . \tag{4.27}
\end{align*}
$$

Lemma 2.2 in [36] tells that (4.26) and (4.27) imply

$$
\mathcal{J}_{S}[(W+\bar{W}) U] \in C\left(\mathbb{R} ; H^{s}\left(\mathbb{T}^{d}\right)\right), \quad \mathcal{J}_{W_{+}}\left[\frac{\Delta}{\langle\nabla\rangle}(U \bar{U})\right] \in C\left(\mathbb{R} ; H^{s}\left(\mathbb{T}^{d}\right)\right)
$$

Therefore, (4.25) tells that if $0 \leq t<T$, it holds that

$$
\mathcal{J}_{S}[(w+\bar{w}) u](t)=\mathcal{J}_{S}[(W+\bar{W}) U](t), \quad \mathcal{J}_{W_{+}}\left[\frac{\Delta}{\langle\nabla\rangle}(u \bar{u})\right](t)=\mathcal{J}_{W_{+}}\left[\frac{\Delta}{\langle\nabla\rangle}(U \bar{U})\right](t),
$$

and in particular

$$
\mathcal{J}_{S}[(w+\bar{w}) u] \in X_{S}^{s, b}(T), \quad \mathcal{J}_{W_{+}}\left[\frac{\Delta}{\langle\nabla\rangle}(u \bar{u})\right] \in X_{W_{+}}^{s-\frac{1}{2}, b}(T) .
$$

Consequently, by using Lemma 4.3, we see that

$$
\begin{aligned}
\left\|\mathcal{J}_{S}[(w+\bar{w}) u]\right\|_{X_{S}^{s, b}(T)} & \leq\left\|\psi_{T} \mathcal{J}_{S}[(W+\bar{W}) U]\right\|_{X_{S}^{s, b}} \\
& \lesssim T^{\delta}\|U W+U \bar{W}\|_{X_{S}^{s, b-1+\delta}} \\
& \lesssim T^{\delta}\|U\|_{X_{S}^{s, b}}\|W\|_{X_{W_{+}}^{s-\frac{1}{2}, b}} \\
& \lesssim T^{\delta}\|u\|_{X_{S}^{s, b}(T)}\|w\|_{X_{W_{+}}^{s-\frac{1}{2}, b}(T)} .
\end{aligned} .
$$

This completes the proof of (4.23). (4.24) can be proved similarly.
Now, by applying Lemmas 4.2 and 4.4 with a suitable exponents $T, \delta$, we verify that (4.22) is a contraction mapping in some ball of suitable radius in $X_{S}^{s, b}(T) \times X_{W_{+}}^{s-\frac{1}{2}, b}(T)$ centred at the origin. ${ }^{11} \mathrm{We}$ omit the details.

## 5. Proof of Theorem 1.3

In this section, we prove Theorem 1.3.
Proof of Theorem 1.3. We follow the argument introduced by Bourgain [14]. See Section 6 in [14]. We also refer to [45,47].

We only need to prove that for arbitrarily large $C \gg 1$ and any $T>0$, there exist $f$, $g \in C^{\infty}\left(\mathbb{T}^{d}\right)$ such that

$$
\begin{align*}
& \sup _{0 \leq t \leq T}\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta}\left(\left(e^{i t^{\prime} \Delta} f\right)\left(\cos \left(t^{\prime}|\nabla|\right) g\right)\right) d t^{\prime}\right\|_{H^{s}\left(\mathbb{T}^{d}\right)}  \tag{5.1}\\
& \quad \geq C\|f\|_{H^{s}\left(\mathbb{T}^{d}\right)}\|g\|_{H^{s-\frac{1}{2}}\left(\mathbb{T}^{d}\right)} .
\end{align*}
$$

[^9]Let $N \gg 1$ and

$$
f_{N}=N^{-s-\frac{d}{2}} \sum_{|k| \sim N} e^{i k \cdot x}, \quad g_{N}=N^{-\left(s-\frac{1}{2}\right)-\frac{d}{2}} \sum_{|k| \sim N} \cos (k \cdot x) .
$$

Then, it holds that $\left\|f_{N}\right\|_{H^{s}\left(\mathbb{T}^{d}\right)} \sim\left\|g_{N}\right\|_{H^{s-\frac{1}{2}}\left(\mathbb{T}^{d}\right)} \sim 1$. We observe that

$$
\begin{aligned}
& \mathcal{F}_{x}\left[e^{i\left(t-t^{\prime}\right) \Delta}\left(\left(e^{i t^{\prime} \Delta} f\right)\left(\cos \left(t^{\prime}|\nabla|\right) g\right)\right)\right](k) \\
& \sim N^{-2 s-d+\frac{1}{2}} e^{-i\left(t-t^{\prime}\right)|k|^{2}} \sum_{\substack{\left|k^{\prime}\right| \sim N \\
\left|k-k^{\prime}\right| \sim N}} e^{-i t^{\prime}\left|k-k^{\prime}\right|^{2}} \cos \left(t^{\prime}\left|k^{\prime}\right|\right) .
\end{aligned}
$$

If $0 \leq t^{\prime} \leq t \leq \frac{1}{100 N^{2}}$ for any $|k| \sim\left|k^{\prime}\right| \sim N$, we have

$$
\mathfrak{R}\left[e^{-i\left(t-t^{\prime}\right)|k|^{2}} e^{-i t^{\prime}\left|k-k^{\prime}\right|^{2}} \cos \left(t^{\prime}\left|k^{\prime}\right|\right)\right] \geq \frac{1}{2}
$$

Consequently, if $0<t \leq \frac{1}{100 N^{2}}$, we obtain

$$
\begin{aligned}
& \left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta}\left(\left(e^{i t^{\prime} \Delta} f\right)\left(\cos \left(t^{\prime}|\nabla|\right) g\right)\right)\right\|_{H^{s}\left(\mathbb{T}^{d}\right)}^{2} \\
& \quad \gtrsim \sum_{|k| \sim N} t^{2} N^{2 s}\left|\mathcal{F}_{x}\left[e^{i\left(t-t^{\prime}\right) \Delta}\left(\left(e^{i t^{\prime} \Delta} f\right)\left(\cos \left(t^{\prime}|\nabla|\right) g\right)\right)\right]\right|^{2} \\
& \quad \gtrsim t^{2} N^{-2 s-2 d+1} \sum_{|k| \sim N}\left(\sum_{\substack{\left|k^{\prime}\right| \sim N \\
\left|k-k^{\prime}\right| \sim N}} 1\right)^{2} \sim t^{2} N^{-2 s+d+1} .
\end{aligned}
$$

For arbitrarily $C \gg 1$ and $T>0$, by choosing $N$ so that $N^{-s+\frac{d-3}{2}} \gg C$ and $\frac{1}{100 N^{2}} \leq T$, we observe that

$$
\sup _{0 \leq t \leq T}\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta}\left(\left(e^{i t^{\prime} \Delta} f\right)\left(\cos \left(t^{\prime}|\nabla|\right) g\right)\right)\right\|_{H^{s}\left(\mathbb{T}^{d}\right)} \gtrsim N^{-s+\frac{d}{2}-\frac{3}{2}},
$$

which implies (5.1).
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## 6. Appendix

6.1. A bonus on the number of integer solutions to certain Diophantine system. It is nowadays standard that once one can prove decoupling type inequality for some submanifold and even integer $p$, then one can derive a bound of integer solutions of a Diophantine system corresponding to the submanifold, see $[19,30,38]$ and references therein. For example the celebrated resolution of Vinogradov's meanvalue theorem (conjecture) by Bourgain-Demeter-Guth [19] took this route in which case the submanifold was the moment curve in $\mathbb{R}^{n}$. Let us consider a Diophantine system

$$
\left\{\begin{array}{l}
x_{1}+y_{1}=z_{1}+w_{1}  \tag{6.1}\\
x_{2}+y_{2}=z_{2}+w_{2} \\
x_{3}+y_{3}=z_{3}+w_{3} \\
x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+y_{1}^{2}+y_{2}^{2}+y_{3}^{2}=z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+w_{1}^{2}+w_{2}^{2}+w_{3}^{2}
\end{array}\right.
$$

for variables $\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, z_{1}, z_{2}, z_{3}, w_{1}, w_{2}, w_{3}\right)$ and denote the number of integer solutions in $[1, N]^{12}$ of (6.1) for fixed large $N$ by $\sharp_{N}$. By taking the trivial solutions $\left(x_{1}, x_{2}, x_{3}\right)=\left(z_{1}, z_{2}, z_{3}\right)$ and $\left(y_{1}, y_{2}, y_{3}\right)=\left(w_{1}, w_{2}, w_{3}\right)$ one can see that $\sharp_{N} \gtrsim N^{6}$. Then the standard argument reveals that

$$
\sharp_{N}=c\left\|e^{i t \Delta} f\right\|_{L_{t, x}^{4}\left(\mathbb{T}^{3+1}\right)}^{4}
$$

for $\hat{f}(k)=\mathbf{1}_{[1, N]^{3}}(k)$. On the other hand, Bourgain-Demeter's $\ell^{2}$-decoupling ensures bounds for $\left\|e^{i t \Delta} f\right\|_{L_{t, x}^{p}\left(\mathbb{T}^{3+1}\right)}$ with $2 \leq p \leq \frac{10}{3}$. It is worth to mention that there is no even integer except $p=2$ in the range $2 \leq p \leq \frac{10}{3}$ and hence the standard argument is not applicable to give a bound of $\sharp_{N}$ by $N^{6+\varepsilon}$. On the hand Theorem 1.7 is applicable for $p=4$ under the shell type constraint. Namely, letting $x=\left(x_{1}, x_{2}, x_{3}\right), y=\left(y_{1}, y_{2}, y_{3}\right)$, $z=\left(z_{1}, z_{2}, z_{3}\right), w=\left(w_{1}, w_{2}, w_{3}\right)$, we have the following:

Corollary 6.1. Let $N \gg 1$. Then the number of integer solutions to (6.1) satisfying $N-10 \leq|x|,|y|,|z|,|w| \leq N$ is bounded by $C_{\varepsilon} N^{4+\varepsilon}$ for arbitrary small $\varepsilon>0$.

Here notice that the number of the trivial solutions $x=z$ and $y=w$ under the constraint $N-10 \leq|x|,|y|,|z|,|w| \leq N$ is comparable to $N^{4}$.
6.2. A remark on the mixed-norm Strichartz estimates. As is mentioned in the Introduction, Theorem 1.2 is sharp up to $\varepsilon$ loss when $d=3$ and $d \geq 5$. In the $d=4$ case, however, there might be a room to relax the regularity condition (1.2). We here discuss a possible route to this problem by assuming the validity of the mixed norm Strichartz estimates on the torus. Namely we suppose the endpoint estimate

$$
\begin{equation*}
\left\|e^{i t \Delta} \phi\right\|_{L_{t}^{2} L_{x}^{\frac{2 d}{d-2}}\left(\mathbb{T}^{d+1}\right)} \lesssim N^{\varepsilon}\|\phi\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)}, \tag{6.2}
\end{equation*}
$$

holds for all $\varepsilon>0$ and $\operatorname{supp} \hat{\phi} \subset\left\{k \in \mathbb{Z}^{d}:|k| \leq N\right\}$, and then see how it implies the sharp well-posedness result up to $\varepsilon$ loss. For simplicity, let us assume $d=4$ and consider only the trilinear estimate (1.9). A simple use of (6.2) with $d=4$ implies

$$
\begin{aligned}
& \left|\int_{[-\pi, \pi] \times \mathbb{T}^{4}} e^{i t \Delta} \phi_{1} \overline{e^{i t \Delta} \phi_{2}} e^{ \pm i t|\nabla|} \phi_{3} d t d x\right| \\
& \quad \leq\left\|e^{i t \Delta} \phi_{1}\right\|_{L_{t}^{2} L_{x}^{4}}\left\|e^{i t \Delta} \phi_{2}\right\|_{L_{t}^{2} L_{x}^{4}}\left\|e^{ \pm i t|\nabla|} \phi_{3}\right\|_{L_{t}^{\infty} L_{x}^{2}} \\
& \quad \lesssim N^{\varepsilon} \prod_{j=1}^{3}\left\|\phi_{j}\right\|_{L^{2}\left(\mathbb{T}^{d}\right)},
\end{aligned}
$$

for supp $\hat{\phi}_{j} \subset\{|\xi| \sim N\} \cap \mathbb{Z}^{d}$. By employing this almost sharp estimate and the argument in this paper, we may show the local well-posedness of (1.1) with $d=4$ in $\mathcal{H}^{s, s-\frac{1}{2}}$ if $s>\frac{1}{2}$, which is an optimal result up to $\varepsilon$ loss. Hence, the mixed-norm Strichartz estimate (6.2) or in general

$$
\begin{equation*}
\left\|e^{i t \Delta} \phi\right\|_{L_{t}^{q} L_{x}^{p}\left(\mathbb{T}^{d+1}\right)} \lesssim N^{\varepsilon}\|\phi\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)} \tag{6.3}
\end{equation*}
$$

for $\frac{2}{q}=d\left(\frac{1}{2}-\frac{1}{p}\right)$ with $d \geq 3$, is valuable problem from PDE point of view. Notice that, by an interpolation of (1.8) and the trivial estimate $\left\|e^{i t \Delta} \phi\right\|_{L_{t}^{\infty} L_{x}^{2}\left(\mathbb{T}^{d+1}\right)}=\|\phi\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)}$, we have (6.3) for $\frac{2}{q}=d\left(\frac{1}{2}-\frac{1}{p}\right)$ and $q \geq p$, and hence the case of $q<p$ is a main problem. As far as we know, there is no sharp result for (6.3) when $q<p$. In this direction, we mention the work due to Burq-Gérard-Tzvetkov [21] where they established the mixed norm Strichartz estimates with a certain loss of regularity. After we uploaded this paper on arXiv, Dasu-Jung-Li-Madrid [29] announced that the mixednorm $\ell^{2}$-decoupling inequality which implies (6.3) is prohibited to go beyond BourgainDemeter's (pure-norm) decoupling inequality on the Strichartz line $\frac{2}{q}=d\left(\frac{1}{2}-\frac{1}{p}\right)$. In particular, one cannot expect the mixed-norm $\ell^{2}$-decoupling inequality which implies (6.2). As is mentioned in [29], their counterexamples are not the one for the mixed norm Strichartz inequality (6.3) and so the problem is still open.
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[^0]:    ${ }^{1}$ We will frequently use the notation $A \lesssim B$ to mean $A \leq C B$ for some constant $C>0$. When we emphasize the dependence of a parameter $a$ in the inequality, we write $A \lesssim a B$ which means $A \leq C_{a} B$ for some constant $C_{a}$ depending on $a$.

[^1]:    ${ }^{2}$ Precisely speaking (1.7) means that for any $\varepsilon>0$ there exists some finite constant $C_{\varepsilon}$ such that

    $$
    \|f\|_{L^{p}\left(\mathbb{R}^{d+1}\right)} \leq C_{\varepsilon} N^{\varepsilon}\left(\sum_{\theta \in \mathcal{C}_{N^{-1}}}\left\|f_{\theta}\right\|_{L^{p}\left(\mathbb{R}^{d+1}\right)}^{2}\right)^{\frac{1}{2}}
    $$

[^2]:    ${ }^{3}$ Precisely speaking, he proved more general trilinear estimates for functions whose Fourier supports are in some neighborhoods of hypersurfaces. See forthcoming Proposition 4.1.

[^3]:    ${ }^{4}$ An immediate consequence of (1.8) is $\left\|e^{i t \Delta} \phi\right\|_{L_{t}^{q} L_{x}^{p}\left(\mathbb{T}^{1+d}\right)} \lesssim N^{\varepsilon}\|\phi\|_{L_{x}^{2}\left(\mathbb{T}^{d}\right)}$ where $\frac{2}{q}=d\left(\frac{1}{2}-\frac{1}{p}\right)$ and $2 \leq p \leq q$. If this estimate can be extended to the case $2 \leq q<p$ on the same lines as in the Euclidean case, we may show (1.9) with an optimal $\alpha$ up to $\varepsilon$ loss. However, as far as we are aware, the above estimate with $2 \leq q<p$ satisfying $\frac{2}{q}=d\left(\frac{1}{2}-\frac{1}{p}\right)$ remains an open problem. We refer the reader to "Appendix 6.2".

[^4]:    ${ }^{5}$ Strictly speaking, this embedding does not hold if $(d, q, p)=(2, \infty, 2)$. In this case, however, the claim (2.12) follows from the $L^{2}$ conservation and Lemma 2.2.

[^5]:    ${ }^{6}$ We often choose $K$ as a ball in $\mathbb{R}^{d+1}$ with large radius $R$ and arbitrary centre $c$ in which case this condition means $w_{B}(t, x) \lesssim(1+|(x-c) / R|)^{-M}$ for sufficiently large $M$.

[^6]:    ${ }^{7}$ We here used that $\sup _{t \in[0, \infty)} t^{M} 10^{-t} \leq \exists C_{M}$.

[^7]:    ${ }^{8}$ To be fair, we note that the argument in Guo-Zorin-Kranich [39] handles much wider class of geometric constraint and $\log K$ factor is not so relevant for their purpose.

[^8]:    ${ }^{9}$ If one uses Theorem 2.2 in [39] instead of (3.19), then the extra loss of $\log N_{1}$ will appear.
    ${ }^{10}$ To be precise, we need to involve an approximation argument for Dirac delta by smooth function, see [15] for details.

[^9]:    ${ }^{11}$ Notice that the term $\mathcal{J}_{W_{+}}\left[\frac{1}{2\langle\bar{\nabla}\rangle}(w+\bar{w})\right]$ is easily handled.

