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Abstract: We consider a general compressible viscous and heat conducting fluid con-
fined between two parallel plates and heated from the bottom. The time evolution of the
fluid is described by the Navier—Stokes—Fourier system considered in the regime of low
Mach and Froude numbers suitably interrelated. Surprisingly and differently to the case
of Neumann boundary conditions for the temperature, the asymptotic limit is identified
as the Oberbeck—Boussinesq system supplemented with non-local boundary conditions
for the temperature deviation.

1. Introduction

The Rayleigh—Bénard problem concerns the motion of a compressible fluid confined
between two parallel plates heated from the bottom. For the sake of simplicity, we
suppose the motion is space-periodic with respect to the horizontal variable. Accordingly,
the underlying spatial domain may be identified with the flat torus in the horizontal plane:

d—1
Q:Td_l X (0, 1)7 ’]rd_l = <[07 1]‘{()]}) ’ d=273

The state of the fluid at a given time ¢ and a spatial position x € €2 is characterized by
the mass density o = o(¢, x), the absolute temperature ¢ = 9 (¢, x), and the velocity
u = u(z, x). We consider the motion in the asymptotically incompressible and stratified
regime. Accordingly, the time evolution of the flow is governed by the scaled Navier—
Stokes—Fourier (NSF) system:
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0;0 +divy(ou) = 0, (1.1)

1 1
d(ow) +divy(eu ®u) + = Vi p(o, #) = divyS(J, Viu) + -0V, G, (1.2)
€ €

D, Vi 1 D, Vi) - Vi
3 (0s (0, 0))+divy (0s(0, ¥)u)+divy (%) =5 <SZS : Vyu — %
(1.3)
supplemented with the boundary conditions
ulye =0, (1.4)
Voo = V5. (1.5)
\ J
The viscous stress is given by Newton’s rheological law
2
S, Viu) = u() (qu +Via— Edimuﬂ) + n(¥)div,ul, (1.6)
while the internal energy flux satisfies Fourier’s law
q(d, Vi) = —k () V0. (1.7)

Here, the more conventional internal energy (heat) equation

3 (0e(o, ®)) +divy(0e(o, 9)u) +diveq(¥, Vi?) = 2S(9, Veu) : Viu— p(o, 9)diveu

(1.8)
is replaced by the entropy balance equation (1.3). We point out that the equations (1.3),
(1.8) are equivalent in the framework of classical solutions as long as the thermodynamic
functions p(p, v), e(o, V), s(o, ¥) are interrelated through Gibbs’ equation

1
VODs = De+ pD (—) . (1.9)
Q

The entropy balance equation, however, is more convenient for the weak formulation
introduced in Sect. 2. In particular, the weak solutions based on the entropy formulation
enjoy several useful properties, notably the so-called weak strong uniqueness principle.

Besides Gibbs’ equation, we impose the hypothesis of thermodynamic stability writ-
ten in the form

dp(e. ¥) de(o, V)
> 0,
a0 v
The scaling in (1.1)—(1.3) represented by a small parameter ¢ > 0 corresponds to
the Mach number Ma = ¢ (the ratio between a “characteristic” fluid’s velocity and the

> (O forall o, 9 > 0. (1.10)

local speed of sound) and the Froude number Fr = e (the ratio between inertial and
gravitational forces of the fluid), see e.g. the survey paper by Klein et al. [17] and our
recent work with different scaling [4]. Our goal is to identify the asymptotic limit of
solutions for ¢ — 0.
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1.1. Asymptotic limit. The zero-th order terms in the asymptotic limit are determined
by the stationary problem
Vip(o,?) = £0V,G. (1.11)

Accordingly, a solution of the Navier—Stokes—Fourier system can be written in the form
0s =0+&NR,, U, = D+ 6%,

where g, ¥ are positive constants and R, — R, T, — T satisfy in the asymptotic limit
& — 0 the so called Boussinesq relation

ap@, 0 ap(@, 0 _
P@ V)G 5, PG = _2v G (1.12)
a0 v

Without loss of generality, we suppose

1
/de:O,Ez][dixE—/gs dx = /9‘{de=0,
Q Q 2] Ja Q

meaning, in particular, the total mass of the fluid is constant independent of ¢.
Anticipating convergence of the temperature deviations

Ve — 0
T = £ —- %
e
we impose the boundary condition
Velog =98 =0 +£Op, Op = Op(x), (1.13)

where the perturbation ® p is not necessarily positive.

1.2. Limit system. Formally, the limit problemis expected to be the Oberbeck—Boussinesq
(OB) system:

div,U =0,
z)(a,U +U- va) + V.11 = div,S@, V,U) + RV, G,

0cp @, ) (;T+U-V,T) — 0 da(@, NHU- VG = k(DA T, (1.14)
where
— — —1
— 1dp@. ) [op. v
«@.9) = - p(,?) (dp(o, V) ,
o 0v a0
— ae(@v 5) —_l1lT - ap(ar 5)
=——" _— 1.1

cp(0, V) oy 1O va(o, v) ™ (1.15)

stand for the coefficient of thermal expansion, and the specific heat at constant pressure,
respectively. The quantities R, T satisfy the Boussinesq relation (1.12).

We refer to the survey by Zeytounian [21] and the list of references therein for a
formal derivation of the Oberbeck—Boussinesq system. A rigorous proof of convergence
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of a family of (weak) solutions (¢, U, Us)s~0 to the Navier—Stokes—Fourier system,
meaning
e — O
e
was obtained in [11] (see also [12, Chapter S]) for the conservative boundary conditions

u — U, — ‘% in some sense,

u: -njae =0, (S(We, Viue) - m) X njjo =0,
V¥ - nlye = 0. (1.16)

Note that the conservative boundary conditions (1.16) imply that the average

f T(t, ) dx
Q

is a constant of motion. In particular, the Boussinesq relation (1.12) can be written as

ap(, 5>m+ ap(@, V)
a0 av

T =0G (1.17)

recalling the convention fQ G dx = 0. The form (1.17) of the Boussinesq relation is
rather misleadingly interpreted in the sense that the Oberbeck—Boussinesq approxima-
tion can be derived from the Navier—Stokes—Fourier system on condition that the density
is supposed to be an affine function of the temperature, cf. the discussion in Maruyama
[18].

The present paper can be seen as the first attempt to address the same singular limit
problem under the inhomogeneous Dirichlet boundary conditions imposed on the tem-
perature, physically relevant for the well-known Rayleigh—Bénard convection problem.
The result is stated in the framework of the general theory of weak solutions to the primi-
tive Navier—Stokes—Fourier system with inhomogeneous boundary conditions developed
recently in [8] and the monograph [13].

Rather surprisingly, we show that the limit system is in fact different if the Dirich-
let boundary conditions (1.4), (1.5) are imposed. In accordance with (1.4), (1.13), we
consider the scaled Navier—Stokes—Fourier system with the boundary conditions

uclpe =0, eloq = g =0 +£0p. (1.18)

Imposing (1.18) in place of (1.16) drastically changes the behaviour of the fluid as the
resulting system is no longer energetically closed and the dynamics is driven by the
temperature gradient. Indeed the total mass conservation discussed by several authors
(Barletta et al. [2,3], Maruyama [18]) must be enforced through the condition

/%sdx:0=>/9%dx:0
Q Q

in (1.12). Accordingly, the conventional Boussinesq relation (1.17) must be replaced by

ap(o. ﬁ)m ap@.v)
a0 v

T =0G + x(1), (1.19)

where, in accordance with our convention f oG dx =0,

Bp(Q, 9 ][ T dx. (1.20)
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Relation (1.20) indicates that the limit problem could involve “non-local” terms.
Indeed we show that a family of (weak) solutions to the NSF system (gg, U¢, Ug)e=0
admits a limit

ﬁs_§ 0:—0

u — U, — %, — R

solving a modified Oberbeck—Bousinesq system
div, U =0,
E(&,U +U.- VXU) + V.1 = div,S@, V,U) + RV, G,
0cp(@,9) (3,T+U -V, %) —p da(o, »)U- VG

_ _ — dp(o,
= k(D) AZ + (o, ﬁ)%éﬂ,][ Tdx, (1.21)
Q

together with the Boussinesq relation

ap(, v ap(, v _
W@ VG 5, NG «_sv.c, /m dx = 0, (1.22)
do o0 Q
and the boundary conditions
Ulpe =0, Tlse = Op. (1.23)

To simplify even more, using relation (1.19) to replace R with ¥ in the momentum
equation while observing that two gradient terms hide into IT, the system (1.21)—(1.23)
turns into

div,U =0,
5(a,U +U- VXU) + V. I = div, S, V,U) — ox(p, 9)TV,G,
2cp(@.9) (3T+U-V,T) —g da(@. U - V,G

_ —  _ap@7
— k(@) AZ+Da(@, ﬂ)%&][ T dx,
Q

Ulspe =0, Tlhe = Op. (1.24)
Finally, performing a simple change of variables
ve@. ¥) 3p@.9)
ocp(o, ) 090

r="%"R, 0 =I—)\(§,5)][ Tdx, where A(p, ¥) = € (0, 1),
Q

we may rewrite system (1.21)—(1.23) in the form of conventional Oberbeck—Boussinesq
system
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div,U =0,
a(a,U+U : VXU) + V.0 = div,S@, V,U) + rV,G,

¢, (@. 5)(3,@ +U- Vx®) —30a@, DU -Y,G = k(F)A, O,

ap@, 0 ap(@, 0
p@.9) G ,  PCNG o _5v.G (1.25)
90 90

with the no-slip boundary condition for the velocity
Ulse =0, (1.26)
and a non-local boundary condition for the temperature deviation
@
1 -2, 0) Ja
\ J

BOlsg = Op (1.27)

Here and hereafter, we always suppose that the coefficient of thermal expansion a (g, ©)
at the reference state (g, 9) is strictly positive. In particular, it follows directly from
(1.15) and (1.10) that A € (0, 1). Parabolic equations with the non-local boundary terms
similar to (1.27) have been recognized by Day [10] in the context of some models in
thermoelasticity, and subsequently studied by a number of authors, see Chen and Liu
[9], Friedman [14], Gladkov and Nikitin [16], Pao [20], among others.

We point out that our results justify the Oberbeck—Boussinesq approximation as a
rigorous description of the limit behaviour of solutions to the complete Navier—Stokes—
Fourier system only in the regime where the temperature deviation from the constant state
¥ is small of order ¢. Indeed the relevance of the Oberbeck-Boussinesq approximation
for the Rayleigh—Bénard convection with large deviation of the boundary temperature
has been questioned by several authors, see Bormann [7], Frohlich, Laure, and Peyret
[15], Nadolin [19], among others.

1.3. The strategy of the convergence proof. Our approach is based on the concept of weak
solutions to the NSF system with energetically open boundary conditions developed
recently in [8,13]. In particular, the relative energy inequality based on the ballistic
energy balance is used to measure the distance between the solutions of the primitive
and target systems. In contrast with [11], [12, Chapter 5], strong convergence is obtained
with certain explicit estimates of the error depending on how close are the initial data to
their limit values.

The paper is organized as follows. We start with the concept of weak solutions for
the NSF system with Dirichlet boundary conditions introduced in [8]. In particular, we
recall the ballistic energy and the associated relative energy inequality in Sect. 2. Then, in
Sect. 3, we record the available results on solvability of the OB system in the framework
of strong solutions. The main results on convergence to the target OB system are stated
in Sect. 4. The rest of the paper is then devoted to the proof of convergence. In Sect. 5,
we derive the basic energy estimates that control the amplitude of the fluid velocity as
well as the distance of the density and the temperature profiles from their limit values
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independent of the scaling parameter €. The proof of convergence to the OB system is
completed in Sect. 6 by means of the relative energy inequality.

2. Weak Solutions to the Primitive System

Following [8, 13], we introduce the concept of weak solutions to the NSF system.

Definition 2.1 (Weak solution to the NSF system). We say that a trio (o, ¢, u) is a weak
solution of the NSF system (1.1)—(1.7), with the initial data

(0, ) = 00, (ow)(0, ) = gouo, (5)(0, ) = eos(eo, Vo),
if the following holds:
e The solution belongs to the regularity class:
0 € L>®0,T; LY(Q)) forsomey > 1, o >0a.a.in (0, T) x L,
ue L0, T; Wy*(Q; RY)),
P2 log(®) € L?(0, T; W'2(Q)) for some B > 2, ¥ > 0 a.a.in (0, T) x €2,
(® —9p) € L*(0, T; W(}’Z(Q)). (2.1)

e The equation of continuity (1.1) is satisfied in the sense of distributions, more specif-
ically,

T
/ / I:Qat(p+gu~vx(p:| dxdr = _/ 0(0)¢(0, ) dx 2.2)
0 Q Q

for any ¢ € C}([0, T) x Q).
e The momentum equation (1.2) is satisfied in the sense of distributions,

r 1
/ / |:Qll 0@ +ou®u:Vip+ —plo, z?)divx(o:| dx dr
0 Jo 2

T 1
= / / |:S(15‘, vu) : Vip — -0V, G- go] dxdr — / ooug - (0, -) dx
0 JQ € Q

(2.3)
for any ¢ € CL([0, T) x Q; RY).
e The entropy balance (1.3) is replaced by the inequality
r q(¥, V)
- os(o, 1) + o5 (o, 0)u~Vx¢+T~Vx<p dx dr
0 Q
T
B, Vi) - V0
3/ / ha [828(19, Vo) : Veu— M] dx d
o Jo o B
+ / 005 (00, %0)¢(0, ) dx 2.4
Q

forany ¢ € C!([0, T) x Q), ¢ > 0.
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e The ballistic energy balance

T [ 51 ~
—/ aﬂ/// 8259|u|2+ge(g, #) — dos(o, 19)] dx dr
0 QL

T 3
+/0 w/szﬂ

T
5/ 1/// gou - VxG — 0s(0, 9)9:0 — os(0, P)u - Vi —
0 QL

q(@, Vx9) - V0

[825(79, Veu) : Veu — 5

] dx dr

VD

a0, Vo9) ] @

1 .
+9(0) /Q [58290|00|2 +00¢(00, 9o) — (0, -)00s (00, 730)} dx (2.5)

holds for any ¥ € C![0; T), ¢ > 0, and any 9 e C1([0; T) x Q) satisfying
> 0, l§|3§2 = Up.
Although quite general, the weak solutions in the sense of Definition 2.1 comply with

the weak—strong uniqueness principle, meaning they coincide with the strong solution
as long as the latter exists, see [13, Chapter 4].

2.1. Relative energy inequality. Following [8,13], we introduce the scaled relative en-
ergy

~ I
E. (Q, 9, u’@, 5. ﬁ) ~ selu— a2+

1 - - S s 0, ) S s
= [@e (o5~ 250, 9)) — (e@. ) — b5 9+ PL D)0 - )~ et ﬂ)} :
€ Q

The hypothesis of thermodynamic stability (1.10) can be equivalently rephrased as
(strict) convexity of the total energy expressed with respect to the conservative entropy
variables

1 |m 1
E, (Q, S =ops(0, ), m = Qu) =S—+ —50e0 ),
2 o )
whereas the relative energy can be written as Bregmann distance

E. (g, S, m‘@, 3, ﬁl) = E.(0. S.m) — (9p.5.mEc (8, 5. /) (0 — 8. S — 5. m — fi)

- E&‘(é» Sv ﬁi)

associated to the convex functional (o, S, m) — E.(o, S, m), see [13, Chapter 3, Sec-
tion 3.1]. Finally, as stated in [8], any weak solution in the sense of Definition 2.1 satisfies
the relative energy inequality
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t=t

E: (0, ¥, a0, ¥, dx]
e lemafe o) o]
2
e (Sw,Dx.,);DngW) drdi
£ g

_7/ / (Q(S =52, 903D +0(s = 5. 9N - Vad — (@) : vﬁ) dxdr
& 0 Q

_/r/ g(u—ﬁ)®(u—ﬁ)+izp(g,ﬂ)ﬂ—8(ﬂ,mxu)]:Dxﬁ dx dr
&

/ / |: —o/u— (a- Vx)ui| (u—u) dxdr
+ 7/ / [(1 - 7> b p(@, D) — 2u-Vyp(, 75)] dx dr (2.6)
&2 Jo Ja 0 0

for a.a. T > 0 and any trio of continuously differentiable functions (&, ¥, @) satisfying
¢>0,9 >0, ¥pe = 0s, s =0. 2.7

Here, we have denoted D, u = %(qu + V)’Cu).

2.2. Constitutive relations. The existence theory developed in [8,13] is conditioned by
certain restrictions imposed on the constitutive relations (state equations) similar to those
introduced in the monograph [12, Chapters 1,2]. Specifically, the equation of state takes
the form

p(@. ?) = pm(@, ) + praa(¥), (2.8)

where pp, is the pressure of a general monoatomic gas,

2
Pm(0,9) = —Qem(Q, D), (2.9)
enhanced by the radiation pressure

a .4
Prad () = 519 ,a>0.

Accordingly, the internal energy reads

e(0, ) = em(0, V) + erad (0, 9), erad(0, 9) = —*.

Moreover, using several physical principles it was shown in [12, Chapter 1]:

e Gibbs’ relation together with (2.9) yield

5
(o, 9) = D3P <£>
2

for a certain P € C! [0, 00). Consequently,

5
393
plo,9) = ﬁzP( >+ 04, (Q,ﬁ)z——2P<i>+ 94 a > 0. (2.10)
93/ 3 2o 1%
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e Hypothesis of thermodynamic stability (1.10) expressed in terms of P gives rise to

2P(2)- P (2)Z

P0)=0, P(Z)>0forZ>0, 0 < ~

<CforZ >0. (2.11)

In particular, the function Z +— P(Z)/Z 3is decreasing, and we suppose

. P(Z)
lim —=— = po > 0. (2.12)
Z—o0 73

e Accordingly, the associated entropy takes the form

0 4a 93
S(Qa 0) :Sm(Qs ﬁ)+srad(Qv 19)’ Sm(Q’ 19) :S _3 ) Srad(Qs 29) = ??»

D2
(2.13)
where
) 33P(2)- P (2)Z
S (Z) = —E Z2 <0

e In addition, we impose the Third law of thermodynamics, cf. Belgiorno [5,6], re-
quiring the entropy to vanish when the absolute temperature approaches zero,

(2.14)

Jim 8(z) =o0. (2.15)

Finally, we suppose the transport coefficients are continuously differentiable func-
tions satisfying
0<pud+9) <u®), WOl <n,
0=n@) =7(1+9),
0 <k(1+0P) <k@®) <% +09P), where 8 > 6. (2.16)

As a consequence of the above hypotheses, we get the following estimates:
03 +0* <oelo. ) < 1+03 + 04, 2.17)
sm(0, 0) < (1 +]log(o)| + [log(®)]), (2.18)

see [12, Chapter 3, Section 3.2]. Here and hereafter, the symbol a < b means there is a
positive constant C > 0 such thata < Cb.
We report the existence result proved in [8, Theorem 4.2].

Proposition 2.2 (Primitive system, global existence). Let the thermodynamic functions
p, e, s and the transport coefficients |, n, « satisfy the hypotheses (2.8)—(2.16). Let
g € C2(dR). Suppose the initial data 0o, o, U satisfy

00 >0, 99 > 0, / E¢ (00, Y0, ug) dx < oo.
Q

Then for any T > 0, the Navier—Stokes—Fourier system (1.1)—(1.7) admits a weak
solution (o, 9, 0) in (0, T) x Q2 in the sense specified in Definition 2.1.
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Remark 2.3. The constitutive restrictions imposed through (2.8)—(2.16) are necessary for
the global in time existence result stated in Proposition 2.2. They are of technical nature,
and, in our opinion, without significant impact of the asymptotic limit stated below. In
particular, the relations (2.8), (2.9) can be replaced by more general ones specified in the
monograph [12, Chapter 1, Sections 1.4.2, 1.4.3]. The radiation pressure component is
essential only for the existence theory eliminating hypothetical temperature oscillations
in the vacuum zones. The fact that its presence has no influence on the form of the
asymptotic problem can be demonstrated by considering an extra scalinga = a(g) — 0
ase — 0.

3. Strong Solutions to the Target System

Our analysis requires the existence of regular solutions to the Oberbeck—Boussinesq
system (1.25)—(1.27). The relevant result was proved in [1, Theorem 2.3, Theorem 3.1].

Proposition 3.1. (Strong solutions to target system) Suppose that
G e W (Q), O € C*(Q), (3.1)
and

Op € WHP(Q), Uy € W>P(Q; RY), div,Uy =0, forany1 < p < oo,

together with the compatibility conditions

A
Up=0, g+ ][ Bpdx = Op on 0. (3.2)
1—XJg

Then there exists Tmax > 0, Tmax = 00 if d = 2, such that the OB system (1.25)—
(1.27) with the initial data

U(0, -) =Uop, ©(0, ) = O,
admits a strong solution U, ® in the regularity class
Ue L7, T; W»P(Q; RY)), 8,U e LP(0, T; LP(2; RY)), T € LP(0, T; WhP(Q)),
® e LP(0, T; W?P(Q)), 9,0 € LP(0, T; L?(Q; R?)) (3.3)
forany 1l < p <ocoandany0 < T < Tpax.
Remark 3.2. Strictly speaking, the existence result in [1] requires, in addition to (3.1),
AyG =0. (3.4)

On the one hand, in applications, G represents the gravitational potential therefore (3.4)
is automatically satisfied. On the other hand, the proof presented in [1] can be easily
modified to accommodate the general case.

Given the parabolic character of the OB system, the strong solutions are in fact
classical if higher regularity of the data is required, cf. [1, Theorem 4.1].

4. Asymptotic Limit, Main Result

We are ready to state our main result concerning the singular limit ¢ — 0 in the primitive
NSF system.
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Theorem 4.1 (Singular limit). Let the constitutive hypotheses (2.8)—(2.18) be sat-
isfied. Let the data belong to the regularity class

G e Wh™(Q), ©p € C2(Q).

Let (0¢, U, Ug)e=0 be a family of weak solutions to the NSF system (1.1)—(1.7),
with the boundary data

Welso =0, Oelsg =0 +e0p, ¥ > 0 constant, 4.1

and the initial data

0:(0,-) =0 +¢€00,, 0 > 0 constant, / 00, dx =0,
Q
9:(0,) = & + £, u(0, ) =g, (4.2)
where, in addition,

ool S 1, 00 — roin LY(S),
P06l S 1. Po.e — Toin L'(RQ),
luoell oo ey S 1. wo.e — Ugin L'(2;RY), (4.3)
and

To € WP(Q), Ug € WHP(Q;RY), forany 1 < p < oo, div, Uy = 0,

Up=0, Tp=0Opond, 4.4
apo, v ap, v _
W@ Vg, eI o sva (4.5)
do 99
Then
O Tl i L™0.T: L Q).
9, — 0
£ — T in L0, T; LY(Q)),
&
Josue — /oUin L%(0, T; L*(Q; RY)), (4.6)

as ¢ — 0 forany T < Tmax, where
r, 0= s—x(a,ﬁ)][ Tdx, U
Q

is the strong solution of the OB system (1.25)—(1.27) with the initial data U(0, -) =
Uy, O = To — A fo To dx defined on [0, Tax).

Note that hypotheses (4.3)—(4.5) correspond to well prepared data. The rest of the
paper is devoted to the proof of Theorem 4.1.
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5. Basic Energy Estimates
In order to perform the limit claimed in Theorem 4.1, we need bounds on the sequence
(0s, V¢, U )e~0 independent of ¢. We start by introducing the notation borrowed from

[12] distinguishing the “essential” and “residual” range of the thermostatic variables
(0, ¥). Specifically, given a compact set

KC {(g,ﬁ)eR2)g>o,ﬁ>o}
and ¢ > 0, we introduce

8ess = 8L(g, . 0,)ek, 8res = § — Less = g]l(gg,ﬂa)eRZ\K

for any measurable g = g (¢, x). Note carefully that this decomposition depends on ¢.
As a matter of fact, the characteristic function 1 ,,, s,)ex can be replaced by its smooth
regularization by a suitable convolution kernel.

In the subsequent analysis, we consider

K =U(,9) C (0, oo)z, U(o, V) - an open neighborhood of (g, ).

As shown in [12, Chapter 5, Lemma 5.1], the relative energy enjoys the following
coercivity properties:

E. (Q, tu

. lo—0> |9—9 _
Q,z?,u>zC< ) + 2 +|u_u|2

if (0, ) € K =U(o, D), (8, D) e U@, D),

P 1 1 1
E, (g, 9,u/g, 9, u) >C (—2 +—0e(0,9) + ols(o, )| +Q|U|2>
& & &

whenever (g, 9) € R2\U(@, D), (6, D) € U@, ?). The constant C depends on K and
the distance

sup dist [(@(r, X), 31, %)): 8K] .
t,x

In other words,

E, (Qey Ve, U

6.9.4)
€ss

IV

~12 312
- v — 0
C<|@e oF 19— +|ug_ﬁ|2> | 5
& &
€ss

v

E, (QE! e, Ug

I 1 1 1
6.0.8) =C (—2 +—506¢(Qe. Vo) + =5 0615 (0. V)| + Qa|ue|2> .
res & & & res

(5.2)
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5.1. Energy estimates. In agreement with hypothesis (4.2), we have

/ E, (ga(o, 3, 960, ). u, (0, .))5,5+a®3, o) dx < 1 independently of & — 0,
Q

(5.3)
where ® p = ®p(x) is a suitable extension of the temperature boundary condition inside
Q. Plugging this ansatz in the relative energy inequality (2.6) we obtain

|:/ E8<987ﬁ87u8
Q
T 9+e0®
T
0 JQ Ve

=t

3.9 +£05p, 0) dx]
=0

1 k(9)| Ve |2
<S(198, Dyug) : Dyug + 2K(€)|xs|) dx dt
&€

Ve
1 (T — Be) Vi
5“/ / (Qs<s<@g,ﬂg>—s@,ws@B))ua-Vx®B—4K( el ‘VX®B> e
eJo Ja Ve
T 1
+/ /Qg*VxG'u‘g dx dr
0 JQ &
1 /7 ap@, 0 +e0 ap(o,
_7/ / p(@. 0 +e0p) dp(@. ) %y, v, 0p drdr
g Jo Q 00 b %
1 (T [ ap(@. D
—7/ / p@9) 0\ G oy dudr. (5.4)
eJo Ja 90 0

Our goal is to control the integrals on the right-hand side to apply Gronwall’s ar-
gument. To this end, we fix the compact set K determining the essential and residual
component to contain the point (g, ©) in its interior. In particular, the same is true for
the range of the function (g, ¥ + £é®p) as soon as & > 0 is small enough. Accordingly,
we will systematically use the coercivity of the relative energy E. stated in (5.1), (5.2)
in the estimates below. In particular, we have the estimate

[B(e 9 — B@. 7 +£0p)] 5 [Ee (0r 96, ue

§,§+8®B,0>]

5,5+s@3,0)

€ss

<E; (st Ve, Ug

for any B = B(p, ¥) locally Lipschitz in (0, 00)2.
5.1.1. Estimates Step 1: First,
é/g |0 (s (e, ¥e) — 5@, 0 +£Op))u; - V,Op| dx
S é /Q |[06(s(0e, Ve) = 5@. 9 +eOp)ug | | dx
+ é/ﬁ [0 (s(0¢, V) — 5@, 0 +£Op)ue] | dx,

where
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1 —
: /Q |[Q8(S(Q€’ V) —s(0, 0 + 8®B))ue]ess| dx

1 —
S 5 [ 6,00 = 5@ 5 +c0m],, [ ax

+/ Qs|u€|2 dxﬁ/ E. (st Ve, U
Q Q

1 _
- /Q [0 (s (e, De) — 5@, 0 +e@p))uc| | dx

1 1 1 ;
<= /Q [ocluel],., dr+— /Q [oesm(ee. Do) luel], ., dx+— /Q [92m1] ax.

Furthermore,

1 1
_/ [Qs|u8|]res dx S _/ [0e]res dx"'/ Q£|us|2
€ Ja et Ja Q

5/ E, (Qg,ﬂg,ug §,5+g@3,0) dx. (5.6)
Q

In view of the bounds (2.17), (2.18),
! o dx < - 2 (06, 0 d 2d
A Q[stm(Qsa s)|us|]reS st_z o QS Qs Ue) e X+ QQElué" X
,S/ E; (Qe,ﬂevus

Q

7.9 + 603, 0) dx, (5.5)

and

5.7 +£05p, 0) dx. (5.7

Finally,

! 3 2 C(3) 6
- /Q [2210el]  dx S 80y 2 g, + —5- /S2 [98Tes dx

for any 6 > 0. Thusif § > 01is chosen small enough, the first integral is controlled by the
viscosity dissipation on the left-hand side of (5.4). Next, in accordance with hypothesis
(2.16),

USI\UAL 8
/ % dr 2 / Ve log(@)|* +[Vidd > dx, B>6.  (5.8)
Q 4 Q
&
Consequently, as the measure of the residual set is controlled by the relative energy (cf.
(5.2)), we get

/‘[19 Ires dx<_/ [193 rzes dx + 2/[29 rzes dx
— 1

< —/ V022 dx + — /[193 R+ — /[19 2, d
g2

D) | Vi |2
<_ de+C(5)/Es (Qaaﬁf’uf
Q

82 Q 193 @19+8®B, 0) dx (59)

forany § > 0.
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Step 2: In accordance with hypothesis (2.16),

9
/ €O g 5. dx
Q 198

1

&

1
S / |V, (log(9:))] + 971V, 0| dx,
Q
where
1 8 )
5 ] [Vxllog@e)l dx S5 | 1Vx(0g@)” dr +C) (5.10)

for any § > 0; hence the integral is controlled by dissipation.
Next,

1 1 8 B 8 B B
—/ 9PV, 9, dx = —/ 92V, 08 dx < —2/ |V, 0 |2 dx+C(8)/ |94 % dx,
& Jq € Jq & Ja Q

(5.11)

where the first term is controlled by dissipation and the second one by Poincaré’s in-
equality

B ) B ) _
/|ﬂg| dx§/ V92 | dx+/ @ +e0p)? doy. (5.12)
Q Q Q2

Step 3: We have

1 [T 1 [T
—/ /QngG-ug dxdt:——/ /Gdivx(ggug) dx dr
€ Jo Q € Jo Q
T 1
=/ 8,/ —(0s —0)G dxdt
0 Q¢

_ t=t
= |:/ Qs QG dxi| .
Q & t=0
Qe — 0

§,§+s(~)3,0)—/ ——G dx
Q €

Seeing that

E¢ (Qs, Ve, Ug

@,5+8@B,0> —c1 S E; (Qs, Je, Ug

S Ee (Qs, e, Ug

§,§+e(~)3,o)+1 (5.13)
we can add this term to the relative energy on the left-hand side of (2.6).
Step 4:

1
€

5/ Oc|ug| de/ Q¢ dx+/ Q£|Us|2 de/ E; (Qs,l?s,us
Q Q Q Q

Step 5: The last integral on the right-hand side of (5.4) can be handled exactly as in Step
3.

v 00

ap(@, 9 +¢0 ap@, v
/(p(a £©p) _ 9p(@ ))Qﬁu€~vx®g W
Q @

5.5+ g@B,o) dx + 1.
(5.14)
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5.1.2. Conclusion, uniform bounds In view of the estimates obtained in the previous
section, we may apply Gronwall’s lemma to the relative energy inequality (5.4). As the
initial data satisfy (5.3), we deduce the following bounds independent of the scaling
parameter € — O:

€ss Sup / E€ <Q89 ﬂEﬂue 555"'8@37 O) dx 5 1, (515)
te(0,7) J Q
T
<
/0 [0 1312 ey 94 < 1 (5.16)
— / (nv 10g(0:) 1256, IRd)+||v)cz982||iz(s2;w)) <1 (5.17)

Next, it follows from (5.15) that the measure of the residual set shrinks to zero,
specifically

—ess sup / [1]res dx < 1. (5.18)
te(0,7T)

In addition, we get from (5.15):

ess sup /Q‘g|ug|2 dx <1,
1€(0,T) JQ

ess sup |:Q8 — Q] <1,
1€(0,T) € essll L2(Q)
Ve — O
ess sup |: 2 ] <1,
1€(0,7) & ess 1 L2(Q)
1 1
—ess sup ||[oe] || + —ess sup ||[D] || <. (5.19)
e? te(Op) i) €2 te(OpT L) ~
Combining (5.17), (5.18), and (5.19), we conclude
7 og(@e) — log@® |’ 7o, —3|
/ 08We) — 081Y) dr + / G <1 (520
0 ¢ Wi2(Q) 0 Wi2(Q)
Finally, we claim the bound on the entropy flux
T q
s V.o
/ [K( 8):| ARl dr <1 for some g > 1. (5.21)
0 Ve dres € lrare

Indeed we have

[ Kk (De) } Vil
ﬁs res €

where the former term on the right-hand side is controlled via (5.20). As for the latter,

we deduce from (5.17) that

’

1 1 B B
< = [Velog(We)| + — H:ﬂsz Vxﬂ82i|
€ € res

1 B
- Vx 1982
&

S
L2((0,T)x :;R4)
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hence it is enough to check

B
1]
res

To see (5.22), first observe that

< 1 for some r > 2. (5.22)
L"((0,T)x)

€ss sup ”[ﬁs]res”L“(Q) S
te(0,T)

and, in view of (5.17) and Poincaré inequality,

Consequently, (5.22) follows by interpolation.

]
O <1 (ford = 3).

L2(0,T;L5())

6. Convergence to the Target System

Our ultimate goal is to perform the limit ¢ — 0. We proceed in two steps.

6.1. Weak convergence. In view of the uniform bounds established in Sect.5.1.2, we
may infer

0s — G in L3 () uniformly for ¢ € (0, T), 6.1)
e — 0 in L*(0, T; W2(Q)), (6.2)
u, — u weakly in L2(O, T; W(;’Z(Q; Rd)), (6.3)

where (6.3) may require extraction of a suitable subsequence. As we shall eventually
see, the limit velocity u = U is unique so that the convergence is, in fact, unconditional.
In addition, we may let ¢ — 0 in the weak formulation of the equation of continuity
(2.2) to deduce

divyu = 0. (6.4)

Next, we use (5.19), (5.20) to obtain (a priori for suitable subsequences),

Qs_§:|:98_§:| +|:M:| ’

€ €SS € res

|:Qs
1
&€

£
— §:|
€ss
[u} — 0in L0, T; L3 (Q)), (6.5)
&€ res
Ve — 0

— R weakly-(*) in L>(0, T; L*(2)),

— T weakly in L2(0, T; W"2(€)) and weakly-(*) in L>(0, T; L*(S2)).
(6.6)

&

Moreover, in view of (4.1),
L)oo = Op. (6.7)



Rigorous Derivation of the Oberbeck—Boussinesq Approximation 1263

Finally, we perform the limit in the rescaled momentum equation (1.2) to deduce

ap@, V0 ap@, V0
P9 G 5, NG v (6.8)
90 30

in the sense of distributions. In particular, it follows from (6.8) that
R e L*0, T;: W-2(Q)). 6.9)

6.2. Strong convergence. First, it is more convenient to rewrite the target OB system in
terms of the variable

T, where T — A(p, 5)][ Tdx =0
Q

Accordingly, we get
div,U =0,
a(atU +U- va) +V, 10 = div,S@, V,U) + V.G,
0cp(©@,9) (3T +U-V,T) — 0 da(o,HU- V.G

— k@A, ’T+1905(Q,19)8p(g ", ][de (6.10)

together with the Boussinesq relation

ap@, v ap(@, v _
p@ Vg NG - 5y /r dx =0, 6.11)
the boundary conditions
Ulse =0, Tlhe = Os, (6.12)
and the initial conditions
U@, ) =Uy, 7(0,-) =%p. (6.13)

In accordance with Proposition 3.1 and hypotheses (4.4), (4.5), the problem (6.10)—
(6.13) admits a unique regular solution on a time interval [0, Tiax), where Tax > 0 and
Tmax = o0 if d = 2.

6.3. Relative energy. To complete the proof of Theorem 4.1, we use the relative energy
inequality (2.6), with the ansatz

E¢ (Qe,l%,lls §+er,5+sT,U>.

In accordance with our choice of the initial data,

/ E, (Qs» e, Ug
Q

§+gr,5+sT,U) 0.-) dx — Oase — 0. (6.14)
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G+er0+eT, U) (z,-) dx — 0, which

Our goal is to show that / E; (Qe, Ve, Ug
Q

finally yields
— -0
T=1lim 2" =%, r=1im %—°
e—0 & e—0 &

and the trio (R, ¥, U) = (r, 7, U) is the strong solution to the OB system (1.25)—(1.27).

=R, limu, = U,
e—0

Step 1: Plugging our ansatz in the relative energy inequality (2.6) and using div, U = 0
we get

[/ E, (Qé‘s Ve, Ug
Q t=0

T+eT 1 ()Y, 0% - V0
+/ / e (S(z‘}s, D,u,) : Dou, + 2"( e)Vile - Vi 8) dx dr
0 JQ & & U,

t=t1

o+ er, 0 +67, U) dx:|

- -
5__/ /Q (506 D) = 5@+ er, T+ | T drds
€Jo Ja

1
——// s(gg,ﬂs)—s(g+8rz9+s'f)]us V. T dxdt
&Jo Ja

1
+—/ / Vl?s V7T dxdt
eJo Ja Ue

/ / [Qe(lls U) ® (u, —U) — S, ]D)xug)] : DU dx ds
0 JQ

+/ le: ViG -9,U—-(U- V)Ui|-(u8—U)dxdt
0 JQ

TG

>8[p(g+5r 9 +eT)

— ug-pr(§+8r,§+ST)i| dx dt. (6.15)
o+éer

Step 2: As r, U satisfy the momentum equation
—0@3U+U-V,U) = V,II —div, S, V,U) — rV,G,
we get
1
/ O |:—VXG -0 U—-(U- VX)U] -(ug — U) dx
Q &
1

:/ 9 [ oVG + V. II — div,S(#, V,U) — rV, G]-(uE—U) dx.

Q0

Thus we can use the convergence established in (6.1)—(6.3) to rewrite (6.15) in the
form

/ E. (Qe;“’ U, Ug
Q

+/r/ (S(E, D.u,) — S, DXU)> : (Dxug - ]D)xU) dx dr
0 Q

o+ er, 0 +e7T, U) (t,-) dx
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/ /<z9+eT> K (9e) Vi 15‘8~V U iy dr— / /"(ﬂe)Vﬂs vV, T dxdt

S_g/ /Qs[(s(Qea ﬁs)—s(§+8r,§+ET)]atT dx dt

1T _
- —/ / [s(gg, 9) —s(@+er, D +5T)]u€ VT dxds
&Jo Ja

[o
/iv < (u, —U) dxdr

QV G —rV, G:|~(ug—U) dx dt

<1 - _Qa )3,p(5+8r,5+87’)
0 +er

Q¢

o+

+C/ / Oc, Vg, Ug

where the symbol O(¢) denotes a generic error, O(¢) — 0 as ¢ — 0. Note that the
convective term

w, - Vip@+er, o+ sT)i| dx dr
,

Grer0+eT, U) dx dr + O(e),

‘/ 0:(u; —U) ® (u, — U) dx f/Qs|ug_U|2 dx
Q Q

is controlled by the relative energy.
In addition, in view of the convergences (6.1)—(6.3), we conclude

/ /—V IMT-(u —U) dxdt = O(e);

hence

X

o+er, 0 +eT, U) (r,-) dx

er Ve, Ug

o
+/O /Q(S(za D,u,) — S, D U)) ( U —]DDXU) dx dr

+/ /( ST)KW AR AR
& &
os [ 1
+/ /T[ —-oVG —rV, G](ug—U) dx dt
0o Jo @ L¢

1 T
—2/ <1 >8tp(Q+8}’ 9 +eT)
& Jo Ja o+er

=
Q

0 (s(gg, 9) —s@+er, D +sT)]8,T dx dr

(=)

°'3|'—‘C‘0|>—~
2

Qg[s(gg, V) —s@+er, ¥ +8T):|ll€ V7T dxdt

=)
Q

™
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Q¢
o+

+C/ / Oc, Vg, Ug

Step 3: At this stage, we use the Boussinesq relation (6.11) to obtain

ap@.9)  op(@. V)
r+
do 3

w, - Vip@+er, O+ &‘T)] dx dr
-

Grer 0 +eT, U) dxdr + O(s). (6.16)

T =0G+x(),

where
_ e ﬂ)f’]—dx—_f de:Mdex
Q a9 Q

since [, G dx = 0. Consequently,

1 _
— (1—_‘?8 )8,p(§+8r,19+87) dx
e JQ o +ér

21/(1_ 0 )(ap(a+gr,§+87)atr+ap(§+er,§+sT)atT) W
Q

e o +er a0 v

1 ¢ dp(@+er,9+eT) dp(@, 0)
= S ) - orr dx
Q& o+er a0 a0
1 dp@+er,®+eT) p(o, D
+/_ | G plo+er, ¥ +eT) 9p, D) 8T dx
QE€ o +er v v
1 o+eéer—
+_/ <—Q er Qe)a,x ax, 6.17)
e Ja o +ter
where

1 0 p@+er,0+eT) dp(o, V)
(11— — — o;r dx
Q¢ o+er do e}

+/ 1(1_ 0 )(ap@mr,mm B ap@,ﬂ))M dx — O,
Q

£ o+er v av
Moreover,
lo+er— -0 1
=@ _Sr Qa:—Qf @ +_r — —(r —R).
& o+er e(o+er) o+er 0
Seeing that

/rdx:/iﬁdx:O,
Q Q

1 o+er—
_/ <Q _8}” QS) atX dx = O({;‘)
e JQ o+ér

we may infer
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Similarly,

T _
——2/ /795 W Ve p@+er, D +eT) drdr
& 0 Q o+éer

1 /7 p@+er, 0 +eT p@+er, O +eT
z_,/ /798 u8.< p@rerdtel)y  , Op@terbre )vx7> dx d
Q O +eér

do o

ap@@+er,®+eT) Ip(0, V)
- Vyr — dx dr
Qe Q+8r a0 do
/ / VT dp@+er, ¥ +¢eT) _ dp(@.v) dy ds
Qe Q+8I‘ v av
— 7/ / oug - VG dxdr. (6.18)
Q O +eér
Using (6.1), (6.3), we perform the limit in the first integral obtaining
_ TieT _ =
/ / g'vxr(ap(g+8r,l9+£ )_8p(g,l9)> W dr
QEoO+er do a0
T 1 ap(o O +eT ap(@, v
+/ / T oe oy r(P@rert+eD) 9p@0)) 4\ o
0o Joeo+er 30 97

azp(gﬁ) 3’p@.7) 3’p@,7)
/ / ( err+8QTVx(rT) TTVXT dx + O(e)

= 0O(e)

as divyu = 0.
Finally,

__// - VG dxdr
QQ+S}’
1 T
:——/ /qu8~VxG dxdt+—/ /<l—
g Jo Jo & Jo Ja
1 [T ’ r
=__/ /lels'va dxdt+/ /_ s - VG dx df
& Jo Ja 0o Jooter
1 [T ’
:--/ /qug-VxG dxdt+/ /ru-VxG dx dtr + O(e).
EJo Jo 0 JQ

Consequently, abbreviating s, = s(o., U¢), relation (6.16) can be rewritten as

/ E; (Qay Ve, U
Q

+/T/ (8(5, Dyu,) — S, ]D)xU)) : (Dxua —]DXU) dx dr

/ /(1‘}+8’T> K (D) Vy 195 Vi¥e dedr — / /'((19’3)V xPe -V, T dxdt

— e >Q8U8~VXG dx dr
+er

G+er,D+eT, U) (r,) dx
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| _
< —f/ /(Qg(sg—s(§+er,l9+a7'))3,’]'
€Jo Ja
+0:(ss — s(@+er, 0 +eT))u, - Vo T) dxdr

T
//—VG dedt+/ /rVXG-dedt
Q Q
+C/ /EE(QS,ﬁEHUS
0 Q

Step 4: In view of solenoidality div, U = 0, we have

T
//—VG dedt+/ /erG~dedt
Q Q

—/ /MU-%G dx dr. (6.20)
&

G4er D +eT, U) dx dr + O(e). (6.19)

Consequently, we may use the bounds (5.20), (5.21) along with the convergences estab-
lished in (6.1)—(6.6) to rewrite (6.19) in the form

/ E. (Qe, e, Ug
Q

+/T/ S, Dyu,) — S, ID)XU)> : (Dxug —DXU) dx dr

/( 87> K(ﬁg)v:z‘g-v Do g _/ /K(_ﬁ)vs V. T dxdt
Q

T

Grer,D+eT, U) (z,) dx

< —— Oe (S(Qg,l?g s(§+8r,5+8T)]8lT dx dt
& Jo Ja

1
——/ /Q S(Qs,l?g)—s(g+er ﬁ+87)]u8 V7T dxdr
& Jo Ja

1 [ _
+—/ /Qs(S(Qe,Z‘/‘g)—S(§+8r,15‘+87))(U—ua)-VxT dx dr
)
+/ (r —R)V,G -U dxdr
0 JQ

C/ / Oe» Vg, Ug

Step 5: Now we use the fact that 7 solves the modified heat equation (6.10), specif-
ically,

Grer, D +eT, U) dx dr + O(e). (6.21)

Ja(o, 0 0 1
8ZT+U . VxT = MVXG U+ %AXT'F TA(Z‘),
cp(0, ) ocp(o, ?) ocp(o, ?)
A =Ta@. 7P (Q’ ][ T dx. (6.22)

Thus we may perform the limit in several integrals in (6.21) obtaining
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/ E. (Qs, e, U
Q

+ / ' / (S(E, D,u,) — S(@, ]DxU)> : (Dxug —]D)XU> dx dr
/ /(1“87) K (De) Ve ﬁg Vade 4 dr — / /K(_ﬂ)vs v, 7 dxdt

<_// (8“9”9)(9%—) 8S(9’0)(s— )ﬁa(g’ﬁ)vc; U dxdr

cp(@, v
_/ /g(as(g’ﬁ)(iﬁ—r)+
0 Ja do

K ds(0, 0
—//5 Y@ D) 1y s

0 Ja do

T
+/ /(r—DR)VXG~dedt
+C// 0e, Ve, Up|0+er, 0 +6T, U) dx dt + O(e),

where we have used
1 [T _
- / / 0e(5(0e, W) —s(@+er,? +eT))(U—nu,) -V, 7T dxdt

/ / Qs,ﬁg,u€Q+srﬂ+eT U) dx dr.

Now, we use

Grer0+eT, U) (z,) dx

ocp(o, v

1@ ) o 1 )) K(_) AT dxdi
89

ocp(o, v

as(aiﬂ)(s— ) A drdr

(6.23)

/(r—i)‘{) dx=0
Q

to rewrite the third integral on the right-hand side of (6.23) as
T _[as@ D) 3s(o, V) 1
— R — + T—-T ——— A(t) dxdr
/0/52Q< 90 ( r) 90 ( ))gcp(g,ﬂ) (1) dx
o _ -]
/ / SS(Q, 9) | ap@.?) (dp@. ) R+ (T—T) 71 _
0 v cp(@. )

In view of the Boussinesq relations (6.8), (6.11), the expression

At) dxdr.

(6.24)

- o\ -1
dp(@. D) (ap(g,ﬁ)> Ger) s E—T)
do 30

is spatially homogeneous, meaning it depends on ¢ only.
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Similarly, we can rewrite the second integral on the right-hand side of (6.23) as

T _{ds(@ D) 3s(o, D) k(D)
- R — g AT dxd
/0 /QQ( de AR T )) ocp(@,9) e

— Ta- — o> 1 Q-
/ / 85(9’ ?) [(9& )+ L(;;’ ) (8”(8‘1; ﬁ‘)) T- T)j| K((f?%) AT dxdt
cp(@,

I |
/ / ds(0. ) dp(.@ 9) (dp@.9) T —T)— ds(0. ) -7 K (9) AT dudr.
do do a0 cp@. )

(6.25)

Similarly to the above, the quantity

R—-r)+

ap(@, ¥) (dp(@, ?)
Y 90

~1
) T-7)

is independent of x.
Now, integrating equation (6.22) in x we obtain the identity

-
50{(57 5)317(@1 v) _— 1_ — | 1QIA@) :/ ﬂv 7T -ndoy.
v ocp(o, ) aQ ocp(0, ¥

(6.26)

Finally, plugging (6.26) into (6.25) we can compute the sum of (6.24) with the first
integral in (6.25) obtaining

—_— a B —_— a — Tq _1 7]
_/ ds(,9) | dp(e, V) (dp(e, ) R—n+ @ —T) A() da
Q a9 do v cp(Q,
_ = [ - o\ -1 7]
_/m@ﬁ>wpm+@@m<w@m) P
o do v a0
) —\ -1
0 , ) — — ————— | A(?)dx. 6.27
X Q( a0, ¥) 50 ) @) (t)dx (6.27)

Now, in accordance with Gibbs’ relation and the definitions of @ and ¢}, in (1.15),

I 3o I

_ 1
ds(o, v , 0
- S(aQQ )(cp(g,ﬂ)g (ﬁa(g,ﬁ) e )) —1)

__10e@.9) @) (apm, ﬂ))‘l

_ — —\ —1
5@, ) 9p(@, 9) (8p(9, ﬁ))

o d0 v
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3s(@, D) de(@, ) 1 ap@, D) @\

_ s 97 — e 97 +:§a(§’5) [7 Q1 5(1(@’5) p Q’ _ 1
do v 0 v av

__Lae, 9) dp(@, V)
Y o 90

05@. 9 {aew, ) (M . 5@ 0)) }
’ a9

—\ —1
ap(o, )
a0

av

do
_ — —\ —1
_ _l de(o, V) ap(o,v) (dp(o, )
3 o0 d0 IS
o o -1
y1op@D) {ae(g’ 2) (ﬁa(g, 7 2PLe. ﬁ)) } —0. (6.28)
o 00 a0 X}

Thus, the coefficient multiplying R — r vanishes. By the same token, we deduce that the
coefficient multiplying ¥ — 7 vanishes.
Next, we handle the second integral in (6.25). Using Gibbs’ relation and the consti-

tutive relations obtained in Sect. 2.2, specifically,

3s(@.9) _ 1 3p@.0)
do o* I
Thus, we get

15@.9) 0p@.9) (p@ D\ 0@ | k@

do Y 90 0 cp(@, D)
|1 (w@n\ (@D, Lee@ | _«@ __x@
0> 39 do LA ¢y (@, 9) 9

(6.29)

Finally, we regroup terms containing V,G:
Ya(o,
9e@. 9 G G.U dx
cp(0, )

_/5<3S@’ D r =+ B m(‘l—T))
Q av

do

Va0, v
Ve 9) 5y dx
C[J(Q7 19)

+/(r—m)va.U dx
Q

_[ds@, D) 3s(0, V)
/QQ< % ViR —r)+ 55 VX(S—T))

(6.30)

—/ Ve(r —=R)G - U dx.
Q
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Using Boussinesq relation, we deduce

Q(Bs(g,ﬂ)vx(%_r)Jr 95 (@, 19)VX(T_T)> va(a, 9)

do a0 Cp@,ﬁ)

— — — — -1 — —

ds(o, ¥ ds(o, ¥) dp(o, ¥ ap(o, ¥ Yo, v

_3 %W%_”_ s(agﬂ ) p(agg )(p(agﬁ )) S %

p\&,
. = g - o\ - _
_ ;2017(@, ﬁ)vx(%_rﬂi%(@, v) dp(o,v) (dp(o, V) V(R — 1) 1‘/‘06(52,19)
0 o Y ov a0 s cp(@, %)
=-V,(R—r). (6.31)

Thus, rearranging terms and using €|3q = 7 yq, (6.23) reduces to the desired
inequality
/ E. (st e, Ug
Q

T

+ / / (8(5, D,u,) — S(@, ]D)xU)> : (ID)xug —ID)xU) dx dr
0o Ja
T @ O, — O ?

P _

+// v, [ = —V,T| dxdr

0o Jao U &€

T
S_,/ / E, (Qé‘s e, Ug
0 Q

Using Gronwall’s lemma and letting ¢ — 0 we obtain the conclusion claimed in Theo-
rem 4.1.

§+sr,§+eT,U) (z,-) dx

Grer 0 +eT, U) dx dr + O(e). (6.32)
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