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Abstract: Shroer, Sauer, Ott and Yorke conjectured in 1998 that the Takens delay em-
bedding theorem can be improved in a probabilistic context. More precisely, their con-
jecture states that if x is a natural measure for a smooth diffeomorphism of a Riemannian
manifold and k is greater than the information dimension of 1, then k time-delayed mea-
surements of a one-dimensional observable / are generically sufficient for a predictable
reconstruction of p-almost every initial point of the original system. This reduces by
half the number of required measurements, compared to the standard (deterministic)
setup. We prove the conjecture for ergodic measures and show that it holds for a generic
smooth diffeomorphism, if the information dimension is replaced by the Hausdorff one.
To this aim, we prove a general version of predictable embedding theorem for injective
Lipschitz maps on compact sets and arbitrary Borel probability measures. We also con-
struct an example of a C°°-smooth diffeomorphism with a natural measure, for which
the conjecture does not hold in its original formulation.

1. Introduction

1.1. General background. This paper concerns probabilistic aspects of the Takens delay
embedding theorem, dealing with the problem of reconstructing a dynamical system
from a sequence of measurements of a one-dimensional observable. More precisely, let
T: X — X be a transformation on a phase space X . Fix k € N and consider a function
(observable) h: X — R together with the corresponding k-delay coordinate map

p: X >R, p(x) = (h(x), ..., h(TF x)).

Takens-type delay embedding theorems state that if k is large enough, then ¢ is an
embedding (i.e. is injective) for a typical observable /. The injectivity of ¢ ensures that
an (unknown) initial state x € X of the system can be uniquely recovered from the
sequence of kK measurements i (x), ..., h(Tk’lx) of the observable h, performed along
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the orbit of x. It also implies that the dynamical system (X, 7') has a reliable model in
R¥ of the form (X, T) = (¢(X),po T o p™ ).

This line of research originates from the seminal paper of Takens [Tak81] on diffeo-
morphisms of compact manifolds. Extensions of Takens’ work were obtained
in several categories, e.g. in [SYC91,Sta99,Cab00,Rob05,Gut16,GQS18,SBDH97],
[SBDHO3,NV20] (see also [Robll,BGSZO] for a more detailed overview). A com-
mon feature of these results is that the minimal number of measurements sufficient
for an exact reconstruction of the system is k ~ 2dim X, where dim X is the dimen-
sion of the phase space X. This threshold agrees with the one appearing in the classical
non-dynamical embedding theorems (e.g. Whitney theorem [Whi36], Menger—Nobeling
theorem [HW41, Theorem V.2] and Maié theorem [Rob11, Theorem 6.2]). It is worth
to notice that Takens-type theorems serve as a justification of the validity of time-delay
based procedures, which are actually used in applications (see e.g. [HGLS05,KY90,
SGM90,SM90]) and have been met with a great interest among mathematical physicists
(see e.g. [PCFS80,HBS15,SYC91, Vos03]).

In 1998, Shroer, Sauer, Ott and Yorke conjectured (see [SSOY98, Conjecture 1]), that
for smooth diffeomorphisms on compact manifolds, in a probabilistic setting (i.e. when
the initial point x € X is chosen randomly according to a natural probability measure
1), the number of measurements required for an almost sure predictable reconstruction
of the system can be generically reduced by half, up to the information dimension of
. A precise formulation is given below in Sect. 1.2. We will refer to this conjecture
as Shroer—Sauer—Ott—Yorke predictability conjecture or SSOY predictability conjecture.
In [SSOY98], the authors provided some heuristic arguments supporting the conjecture
together with its numerical verification for some examples (Hénon and Ikeda maps).
However, a rigorous proof of the conjecture has been unknown up to now.

In this paper, we prove a general version of a predictable embedding theorem (The-
orem 1.7), valid for injective Lipschitz transformations of compact sets and arbitrary
Borel probability measures, which shows that an almost sure predictable reconstruction
of the system is possible with the number of measurements reduced to the Hausdorff
dimension of w, under a mild assumption bounding the dimensions of sets of periodic
points of low periods. As a corollary, we obtain the SSOY predictability conjecture for
generic smooth C”-diffeomorphisms on compact manifolds for » > 1, with information
dimension replaced by the Hausdorff one (Corollary 1.9) and the original conjecture for
arbitrary C”-diffeomorphisms and ergodic measures (Corollary 1.10). We also construct
an example of a C*°-smooth diffeomorphism of a compact Riemannian manifold with
a non-ergodic natural measure, for which the original conjecture does not hold (Theo-
rem 1.11). This shows that in a general case, the change of the information dimension
to the Hausdorff one is necessary.

Let us note that the SSOY predictability conjecture has been invoked in a number of
papers (see e.g. [Liul0,MS04,0L98]) as a theoretical argument for reducing the number
of measurements required for a reliable reconstruction of the system, also in applications
(see e.g. [QMAV99] studying neural brain activity in focal epilepsy). Our result provides
a mathematically rigorous proof of the correctness of these procedures.

1.2. Shroer—Sauer—Ott—Yorke predictability conjecture. Before we formulate the con-
jecture stated in [SSOY98] in a precise way, we need to introduce some preliminaries,
in particular the notion of predictability. In the sequel, we consider a general situation,
when the phase space X is an arbitrary compact set in RY (note that by the Whitney
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embedding theorem [Whi36], we can assume that a smooth compact manifold is embed-
ded in R for sufficiently large N). We denote the (topological) support of a measure
w by supp u and write ¢, u for a push-forward of x by a measurable transformation ¢,
defined by ¢, (A) = w(¢~1(A)) for measurable sets A.

Definition 1.1. Let X C RY be a compact set, let i be a Borel probability measure with
support in X and let 7: X — X be a Borel transformation (i.e. such that the preimage
of any Borel set is Borel). Fix k € N. Let z: X — R be a Borel observable and let
¢ X - RK given by ¢(x) = (h(x),..., h(T*1x)) be the corresponding k-delay
coordinate map. Set v = ¢, (considered as a Borel measure in R¥) and note that
suppv C ¢(X). For y € suppv and ¢ > 0 define

1
) / ¢ (Tx)dp(x),

10 = 6By o)
¢~ (B(y,8))

1

1
= T3 - %I )
0. ) </L(¢—1(B(y,£))) [ 1@ = xePdue

=1 (B(y.e)

where B(y, ¢) denotes the open ball of radius ¢ centered at y. In other words, x.(y)
is the conditional expectation of the random variable ¢ o T (with respect to p) given
¢ € B(y, €), while o, (y) is its conditional standard deviation. Define also the prediction
error at 'y as

o(y) = lim o, (y),
e—0

provided the limit exists. A point y is said to be predictable if o (y) = 0.

Note that the prediction error depends on the observable /. We simplify the notation
by suppressing this dependence.

Remark 1.2. Note that the predictability of points of the support of the measure v does
not imply that the delay coordinate map ¢ is injective. Indeed, if # (and hence ¢) is
constant, then every point y € supp v is predictable.

Remark 1.3. (Farmer and Sidorowich algorithm) As explained in [SSOY98], the notion
of predictability arises naturally in the context of a prediction algorithm proposed by
Farmer and Sidorowich in [FS87]. To describe it, suppose that for a point x € X we
are given a sequence of measurements 4 (x), ..., h(T"**~1(x)) of the observable 4 for
some n € N. This defines a sequence of k-delay coordinate vectors of the form

yi = (W(T'x), ..., hi(T** %)), i=0,...,n.

Knowing the sample values of yy, ..., y,, we would like to predict the one-step future
of the model, i.e. the value of the next point y,.1 = (A(T"*'x), ..., h(T"*x)). For a
small ¢ > 0 we define the predicted value of y,4 as

-

1 .
Vn+l :gézzym for T={0<i <n:y € B(y,, &)}
1

In other words, the predicted value of y, is taken to be the average of the values y;,
where we count only those i, for which y; are e-close to the last known point y;,.
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Notice that if the k-delay coordinate map ¢ is an embedding, then the points y; form
an orbit of yg under the model transformation T defined by the delay coordinate map ¢,
ey = Ti(yo) for (f(, T) = (@p(X),poTo d)_l). Hence, in this case the predicted
value y,+1 = T(yn) is the average of the values y;4; = T(yi), iel.

If the initial point x € X is chosen randomly according to an ergodic probability
measure u, then for n — o0, the collection of points y;, i € Z is asymptotically
distributed in B(y,, €) according to the measure v = ¢, . Therefore, the value of o, (y;)
from Definition 1.1 approaches asymptotically the standard deviation of the predicted
point y,+1. The condition of predictability states that this standard deviation converges
to zero as ¢ tends to zero.

In [SSOY98], the Shroer—Sauer—Ott—Yorke predictability conjecture is stated for a
special class of measures, called natural measures. To define it, recall first that a measure
won X is invariant for a measurable map 7: X — X if (T ~1(A)) = u(A) for every
measurable set A C X. Aset A C X is called T-invariant if T(A) C A.

Definition 1.4. Let X be a compact Riemannian manifold and 7: X — X be a smooth
diffeomorphism. A compact T-invariant set A C X is called an attractor, if the set
B(A) = {x € X : lim,, dist (T"x, A) = 0} is an open set containing A. The set
B(A) is called the basin of attraction to A. A T-invariant Borel probability measure i
on A is called a natural measure if

n—1

lim — Spi, =
i 2 b =k
=

for almost every x € B(A) with respect to the volume measure on X, where §, denotes
the Dirac measure at y and the limit is taken in the weak-* topology.

Remark 1.5. Note that in ergodic theory of dynamical systems, some authors use the
name physical measure or SRB (Sinai—Ruelle—Bowen) measure for similar concepts (see
e.g. [You02]). The term ‘natural measure’ occurs commonly in mathematical physics
literature (see e.g. [Ott02,0Y08]).

Definition 1.6. For a Borel probability measure 1 in RY with compact support define
its lower and upper information dimensions as |

log w(B(x. €))

D) = timint [ o),
=0 loge
supp (4
— 1 B(x,
e—0 loge

supp 1t

If ID(i) = ID(w), then we denote their common value as ID(x) and call it the infor-
mation dimension of .

! Information dimensions are often defined in an equivalent way as

1 _ 1
ID(x) = liminf —— C)log u(C), D) =i ) log u(C),
D) = Hmint > w(@)logpu(C), () imsup o > (@) log pu(C)

CeCe CeCe

where C; is the partition of RY into cubes with side lengths ¢ and vertices in the lattice EZ)N (see e.g.
[WV10, Appendix I]).
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We are now ready to state the SSOY predictability conjecture in its original form as
stated in [SSOY98]. Recall that foramap 7: X — X with a Borel probability measure
W, anumber k € N and a function #: X — R, we consider the k-delay coordinate map
for the observable & defined by

¢(x) = dpi(x) = (h(x), ..., L(T* x)).

To emphasize the dependence on 4 and k, we will write ¢y, x for ¢ and v, i for the
push-forward measure v = vy x = (¢p k)« M-

SSOY predictability conjecture ([SSOY98, Conjecture 1]) Let T: X — X be a smooth
diffeomorphism of a compact Riemannian manifold X and let A C X be an attractor of
T with a natural measure [ such that ID(u) = D. Fix k > D. Then vy x-almost every
point of R¥ is predictable for a generic observable h: X — R.

Note that in this formulation some details (e.g. the type of genericity and the smooth-
ness class of the dynamics) are not specified precisely.

1.3. Main results. Now we present the main results of the paper. First, we state a pre-
dictable embedding theorem, which holds in a general context of injective Lipschitz
maps T on a compact set X C R equipped with a Borel probability measure y. Recall
that by the Whitney embedding theorem [Whi36], we can assume that a smooth com-
pact manifold is embedded in RV for sufficiently large N. Our observation is that in
this generality, the predictability holds if we replace the information dimension ID(u)
by the Hausdorff dimension dimpy u (see Sect. 2.1 for definition).

In the presented results, we understand the genericity of the observable /4 in the sense
of prevalence in the space Lip(X) of Lipschitz observables 4: X — R (with a polyno-
mial probe set), which is an analogue of the ‘Lebesgue almost sure’ condition in infinite
dimensional spaces (see Sect. 2.2 for precise definitions). In particular, the genericity of &
holds also in the sense of prevalence in the space of C”-smooth observables 71: X — R,
for r > 1. Let us note that it is standard to use prevalence as a notion of genericity in
the context of Takens-type embedding theorems (see e.g. [SYC91,Rob11]).

It is known that Takens-type theorems require some bounds on the size of sets of T'-
periodic points of low periods. Following [BGSZO], we assume dim g (i4|per ,,(T)) <p
forp=1,...,k— 1, where

Per,(T) ={x € X : TPx = x}.
With these remarks, our main result is the following.

Theorem 1.7 (Predictable embedding theorem for Lipschitz maps). Let X € RV be
a compact set, let i be a Borel probability measure on X and let T: X — X be
an injective Lipschitz map. Take k > dimy u and assume dimpy (,u|perp(r)) < p for
p=1,...,k — 1. Then for a prevalent set of Lipschitz observables h: X — R, the k-
delay coordinate map ¢y, i is injective on a Borel set of full ji-measure, and vy, -almost
every point of R is predictable.

Remark 1.8. Notice that except of predictability, we obtain almost sure injectivity of
the delay coordinate map, which means that the system can be reconstructed in R¥ in a
one-to-one fashion on a set of full measure.
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An extended version of Theorem 1.7 is proved in Sect. 3 as Theorem 3.1.

Note that the assumption on the dimension of u restricted to the set of p-periodic
points can be omitted if there are only finitely many periodic points of given period. By
the Kupka—Smale theorem (see [PdAM82, Chapter 3, Theorem 3.6]), the latter condition
is generic (in the Baire category sense) in the space of C"-diffeomorphisms, » > 1, of a
compact manifold, equipped with the uniform C”-topology (see [BGS20] for more de-
tails). Therefore, we immediately obtain the SSOY predictability conjecture for generic
smooth C”-diffeomorphisms, with information dimension replaced by the Hausdorff
one.

Corollary 1.9 (SSOY predictability conjecture for generic diffeomorphisms). Let X
be a compact Riemannian manifold and r > 1. Then for a C"-generic diffeomorphism
T: X — X withanatural measure |1 (o1, more generally, any Borel probability measure)
and k > dimpg u, for a prevalent set (depending on T') of Lipschitz observables h: X —
R, the k-delay coordinate map ¢y, i is injective on a set of full p.-measure, and vy, -almost
every point of R¥ is predictable.

Suppose now the measure p in Theorem 1.7 is T -invariant and ergodic. Then we have
dimpy 1 < ID() < ID() (see Proposition 2.1). Moreover, either the set of 7-periodic
points has p-measure zero, or u is supported on a periodic orbit of T (see the proof of
[BGS20, Remark 4.4(c)]. Hence, the assumption on the dimension of u restricted to the
set of p-periodic points can again be omitted. This proves the original SSOY conjecture
for arbitrary C”-diffeomorphisms and ergodic measures.

Corollary 1.10 (SSOY predictability conjecture for ergodic measures). Let X be a com-
pact Riemannian manifold, r > 1, and let T: X — X be a C"-diffeomorphism with
an ergodic natural measure |1 (or, more generally, any T -invariant ergodic Borel prob-
ability measure). Take k > 1D(u). Then for a prevalent set of Lipschitz observables
h: X — R, the k-delay coordinate map ¢y, i is injective on a set of full p-measure, and
v, k-almost every point of R¥ is predictable.

Our final result is that the SSOY predictability conjecture does not hold in its original
formulation for all smooth diffeomorphisms, i.e. the condition k > ID(u) is not sufficient
for almost sure predictability for generic observables, even if p is within the class of
natural measures.

Theorem 1.11. There exists a C°-smooth diffeomorphism of the 3-dimensional com-
pact Riemannian manifold X = S* x S' with a natural measure w, such that ID(p) < 1
and for a prevalent set of Lipschitz observables h: X — R, there exists a positive vy, 1-
measure set of non-predictable points. In particular, the set of Lipschitz observables
h: X — R for which vy, 1-almost every point of R is predictable, is not prevalent.

The construction is presented in Sect. 4 (see Theorem 4.14 for details).

Remark 1.12. Theorem 1.11 shows that the original SSOY predictability conjecture fails
for a specific system (X, T). It remains an open question whether it holds for a generic
C”-diffeomorphism 7 of a given compact Riemannian manifold X. By Corollary 1.9,
this would follow from the dimension conjecture of Farmer, Ott and Yorke [FOY83,
Conjecture 1], which (in particular) states that the Hausdorff and information dimension
of the natural measure typically coincide.
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Organization of the paper. Section 2 contains preliminary material, gathering definitions
and tools required for the rest of the paper. Theorem 1.7 and its extension Theorem 3.1
are proved in Sect. 3. Section 4 contains a construction of the example presented in
Theorem 1.11, divided into several steps.

2. Preliminaries

2.1. Hausdorffand information dimensions. Fors > 0, the s-dimensional (outer) Haus-
dorff measure of a set X C R is defined as

oo oo
H 0 = lim inf { Y7 (U1 X < (Ui, Uil < 8
i=1 i=1

where | - | denotes the diameter of a set (with respect to the Euclidean distance in RV).
The Hausdorff dimension of X is given as

dimyg X = inf{s > 0: H*(X) = 0} = sup{s > 0 : H*(X) = o0}.
The (upper) Hausdorff dimension of a finite Borel measure 2 in RY is defined as
dimy p = inf{dimy X : X c R is a Borel set of full x — measure}.

By the Whitney embedding theorem [Whi36], we can assume that a smooth compact
manifold is smoothly embedded in the Euclidean space, hence the Hausdorff dimension
is well defined also for Borel measures on manifolds.

In general, ID(1) and ID(1) are not comparable with dimz u (see [FLRO2, Sect.
3]). One can however obtain inequalities between them for measures which are ergodic
with respect to Lipschitz transformations.

Proposition 2.1. Let X C RY be a closed set, let T: X — X be a Lipschitz map and
let w be a T -invariant and ergodic Borel probability measure on X. Then

dimpy n < ID(n) < ID(w).

Proof. The inequality ID() < ID(u) is obvious. The estimate dimy . < ID(u)
follows by combining [Fal97, Propositions 10.2-10.3] with [FLRO2, Theorem 1.3] and
[Fal97, Proposition 10.6]. O

For more information on dimension theory in Euclidean spaces we refer to [FalO4,
Mat95,Rob11].

2.2. Prevalence. In the formulation of our results, the genericity of the considered ob-
servables is understood in terms of prevalence — a notion introduced by Hunt, Shroer
and Yorke in [HSY92], which is regarded to be an analogue of ‘Lebesgue almost sure’
condition in infinite dimensional normed linear spaces.

Definition 2.2. Let V be a normed space. A Borel set S C V is called prevalent if there
exists a Borel measure v in V, which is positive and finite on some compact set in V,
such that for every v € V, the vector v + e belongs to S for v-almost every e € V. A
non-Borel subset of V is prevalent if it contains a prevalent Borel subset.
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We will apply this definition to the space Lip(X) of all Lipschitz functions 4: X — R
on a compact metric space X, endowed with the Lipschitz norm || 2||Lip = ||/ ]|co+Lip(h),
where |||« is the supremum norm and Lip (%) is the Lipschitz constant of 1. We will use
the following standard condition, which is sufficient for prevalence. Let {hy, ..., Ay},
m € N, be a finite set of functions in Lip(X), called the probe set. Define &: R —
Lip(X) by &(a1, ..., am) = Y_J_j@jh;. Then v = &, Leb, where Leb is the Lebesgue
measure in R¥, is a Borel measure in Lip(X), which is positive and finite on the compact
set £([0, 17™). For this measure, the sufficient condition for a set S C Lip(X) to be
prevalent is that for every & € Lip(X), the function / + ZT:] ajh;jisin S for Lebesgue
almost every («, ..., ay) € R™. In this case, we say that S is prevalent in Lip(X) with
the probe set {hy, ..., hy}.

For more information on prevalence we refer to [HSY92] and [Rob1 1, Chapter 5].

2.3. Probabilistic Takens delay embedding theorem. To prove Theorem 1.7, we will use
our previous result from [BGS20], which we recall below, using the notion of prevalence
described in Sect. 2.2. This is a probabilistic version of the Takens delay embedding
theorem, asserting that under suitable conditions on k, there is a prevalent set of Lipschitz
observables, which give rise to an almost surely injective k-delay coordinate map.

Theorem 2.3 (Probabilistic Takens delay embedding theorem, [BGSZO, Theorem 4.3
and Remark 4.4]). Let X C RN be a compact set, 1 a Borel probability measure
on X and T: X — X an injective Lipschitz map. Take k > dimpy n and assume
dimp (Ulper, (1)) < pfor p =1,...,k — 1. Let S be the set of Lipschitz observables
h: X — R, forwhich the k-delay coordinate map ¢y, i is injective on a Borel set Xj, C X
of full w-measure. Then S is prevalent in Lip(X) with the probe set equal to a linear
basis of the space of real polynomials of N variables of degree at most 2k — 1. If v is
additionally T -invariant, then the set X, for h € S can be chosen to satisfy T (Xp,) = Xj.

2.4. Topological Rokhlin disintegration theorem. A useful tool connecting the proba-
bilistic Takens delay embedding theorem and the SSOY predictability conjecture is the
following topological version of the Rokhlin disintegration theorem in compact metric
spaces. The Rokhlin disintegration theorem (see e.g. [Roh52]) is a classical result on the
existence and almost sure uniqueness of the system of conditional measures. The crucial
fact for us is that in the topological setting, the conditional measures can be defined as
limits of conditional measures on preimages of shrinking balls, where the convergence
holds almost surely, as was proved by Simmons in [Sim12].

In the context of the Rokhlin disintegration theorem, one assumes that the considered
measures are complete, i.e. every subset of a zero-measure set is measurable. Recall that
every finite Borel measure © on a metric space X has an extension (completion) to a
complete measure on the o-algebra of pn-measurable sets, i.e. the smallest o-algebra
containing all Borel sets in X and all subsets of zero p-measure Borel sets. In other
words, every p-measurable set A can be expressed as A = BUC, where B is a Borel set
and C C D for some Borel set D with (D) = 0 (see e.g. [Fol99, Theorem 1.19] for the
case X = R). Alternatively, this o -algebra is obtained as a family of sets measurable with
respect to the outer measure generated by w (see e.g. [Fol99, Example 22, p. 32]). Recall
also that a function ¥ : X — R is called u-measurable if ¥~ (B) is u-measurable for
every Borel set B C R.
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Definition 2.4. Let X be a compact metric space and let i be a complete Borel prob-
ability measure on X. Let Y be a separable Riemannian manifold and let ¢: X — Y
be a Borel map. Set v = ¢, u (considered as a complete Borel measure in Y). A family
{iy : y € Y} is asystem of conditional measures of . with respect to ¢, if

(1) forevery y € Y, y is a (possibly zero) Borel measure on o' (y),

(2) for v-almost every y € Y, 1y is a Borel probability measure,

(3) for every pu-measurable set A C X, the function ¥ > y — y(A) is v-measurable
and

n(A) =/My(A)dV(y)-

Y

We say that system of conditional measures {u, : y € Y} is unique, if for every
family {1, : y € Y} satisfying (1)—(3), we have ji, = u, for v-almost every y € Y.

Theorem 2.5 (Topological Rokhlin disintegration theorem, [Sim12, Theorems 2.1-
2.2]). Let X be a compact metric space and let |u be a Borel probability measure on
X. Let Y be a separable Riemannian manifold and let ¢: X — Y be a Borel map. Set
v = ¢y u. Then for v-almost every y € suppv and ¢ > 0, the conditional probability
measures

1

[y = mmwlw(w»

converge in weak-* topology to a Borel probability measure (v as € tends to 0. Moreover,
the collection of measures {j1y : y € Y}, where we set uy, = 0 if y ¢ suppv or the
convergence does not hold, is a unique system of conditional measures of u with respect

to ¢.

The proof of the above theorem is based on the differentiation theorem for finite
Borel measures, see [Sim12, Theorem 9.1] for details.

3. Proof of the Predictable Embedding Theorem for Lipschitz Maps

In this section we prove the following extended version of Theorem 1.7, which at the
same time is an extension of Theorem 2.3 asserting prevalent almost sure predictability.

Theorem 3.1 (Predictable embedding theorem for Lipschitz maps — extended version).
Let X C RN be acompact set, let i be a Borel probability measure on X andlet T : X —
X be an injective and Lipschitz map. Take k > dimpy @ and assume dim g (14| per ,,(T)) <
pforp=1,...,k— 1. Then there is a set S of Lipschitz observables h: X — R, such
that S is prevalent in Lip(X) with the probe set equal to a linear basis of the space of
real polynomials of N variables of degree at most 2k — 1, and for every h € S, the
following assertions hold.

(a) There exists a Borel set X;, C X of full u-measure, such that the k-delay coordinate
map @p  is injective on Xj,.

(b) For every x € X, lir% ey, o (x),e = Ox in the weak-* topology, where 8, denotes the
e— ’

Dirac measure at the point x.
(c) vi k-almost every point of R* is predictable.



618 K. Baranski, Y. Gutman and A. Spiewak
If w is additionally T -invariant, then the set X, for h € S can be chosen to satisfy
T(Xp) = Xy

The main ingredients of the proof of Theorem 3.1 are Theorems 2.3 and 2.5. First,
notice that under the assumptions of Theorem 3.1, we can use Theorem 2.5 to show
the existence of a system {uy : y € R¥} of conditional measures of x with respect to
®n.k, such that for vy, x-almost every y € R¥, My is a Borel probability measure in X
satisfying

y = lim py ¢ (3.1)
e—0

in weak-* topology, where

1

My = ——y W41
” /L(¢h,,1<(B(y,g))) b1 (B(y.€))

fore > 0.

The following lemma shows that for v, x-almost every y € R¥, the prediction error
o (y) from Definition 1.1 is equal to the standard deviation of the random variable
¢n ko T with respect to the measure 11,,. Note that the lemma is valid for any continuous
(non-necessary Lipschitz) maps T and A.

Lemma 3.2. For vy, -almost every y € R,

o(y)=,/Var,, ($pioT),

where

2
Var,, (ni o T) = f H"’h”‘ oT — /¢h,k o Tduy ” dity.
X X

Proof. For simplicity, let us write ¢ = ¢, . Observe first that for v, x-almost every
y € R¥, by (3.1) and the continuity of ¢ o T, we have

xe(y) = /¢ oTduye = x () (3.2)
X

for

x(y) = /¢o Tduy.
X

Moreover,

0l(y) — Var,, (¢ oT) =/|I¢0T—Xe(y)||2duy,s—/I|¢>0T—X(y)||2duy
X X

=/|I¢>0T—xg(y)||2duy,s—/||¢>0T—X(y)||2duy,e
X X
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+/||¢0T—X(y)llzduy,e—/I|¢0T—X(y)llzduy,
X X

=1+II

Again by the continuity of ¢ o T, we have 1] —6 0. Furthermore,
E—>

1] < / g oT — xeMI* = g o T — x|y,
X

= [ (IpoT = x:G)l+lpoT —xWII) [llgoT

X
—xeWMI = l¢poT — xWMl|dy,e

=4l¢o T”oo/ xe(¥) = xWlldpey.e =4 o Tlloo I xe(y) = x W,
X

by the triangle inequality and the fact x.(y) < ||¢ o T|lco- The latter quantity con-
verges to zero by (3.2). Therefore, 082 (y) tends to Vary, (poT)ase — 0,s00(y) =

\ /VarMv (poT). O

The following corollary is immediate.

Corollary 3.3. For vy, x-almost every y € RX, y is predictable if and only if onioT is
constant wy-almost surely. In particular, 'y is predictable provided w, = 8, for some
x € X.

By Corollary 3.3, in order to establish almost sure predictability, it is enough to
prove the convergence limg ¢ f4g, ;(x),e = Jx for almost every x € X. The idea of
the proof of Theorem 3.1 is the following. Theorem 2.3 guarantees that for a prevalent
set of observables, the corresponding delay-coordinate map is injective on a set of full
w-measure. On the other hand, Theorem 2.5 assures that the measures f1¢(x),¢ are almost
surely convergent as ¢ — 0, and the limits form a system of conditional measures of p
with respect to ¢y ;. Almost sure injectivity implies that these conditional measures are
almost surely Dirac measures, hence indeed limg— 4,  (x).e = Jx. A detailed proof is
presented below.

Proof of Theorem 3.1. By Theorem 2.3, there exists a prevalent set S of Lipschitz ob-
servables &, such that for each & € S, the k-delay coordinate map ¢y, « is injective on a

Borel set X;, C X of full p-measure. For & € S, let us denote for simplicity ¢ = Pn .k
and

Yi = ¢(Xn).

Note that Y, i has full v, ;-measure. Moreover, )?h is Borel, as a continuous and injective
image of a Borel set, see [Kec95, Theorem 15.1]. Since ¢ is injective on X}, for every
y € Y, there exists a unique point x, € Xy, such that ¢(xy) = y. Fory € R¥ define

SX). fory e I?h

By=00" fory e RE\ Ty
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We check that the collection {fi, : y € R¥} satisfies the conditions (1)—(3) of Def-
inition 2.4. The first two conditions are obvious. To check the third one, take a u-
measurable set A C X and note that for y € ¢(A N X},), we have y € ¥}, and Xy € A,

0 fiy(A) =6 y(A) = 1. On the other hand, if y € Yh \p(AN X;,), then x, ¢ A, so
fy(A) = dx,(A) = 0. Since j1y(A) =0 fory € R¥ \ Y5, we conclude that for

ViR SR, () = fiy(A)

we have
Y= 11¢(Amf(;,)‘ 3.3)

Hence, to show the vy, -measurability of v, it is enough to check that the set ¢ (A N X1
is vy x-measurable. To do it, note that since A is u-measurable, we have A = B U C,
where B is a Borel set and C C D for some Borel set D with (D) = 0. Hence,
P(ANXy) =p(BNXp)U@(CNXy). The set ¢ (BN Xy) is Borel, which again follows
from [Kec95, Theorem 15.1], as ¢ is continuous and injective on the Borel set B N X -
Similarly, the set ¢ (C N X,) is contained in the Borel set ¢ (D N X3). Since X, has full
J-measure, we have

v i(@(D N X)) = u@ (@ (DN Xp)) = p(g~(p(DN X)) N Xp) = u(D) =0.

This yields the vy x-measurability of the set ¢ (A N X,) and the function Y. Moreover,
by (3.3),

/ﬂy(A)th,k(Y) = v k(¢ (AN Xp))
Y

= (¢~ (P(AN X))
= u(@ " (@AN X)) N Xp) = u(A).

It follows that {fi, : y € R} is a system of conditional measures of ;. with respect to
¢, so by the uniqueness in Theorem 2.5 and (3.1),

Ry =y = lim puy
e—0
for vy, x-almost every y € R*. Since 17;! is a Borel set of full vy, x-measure, we have
My = lim pty ¢ = 8y, (3.4
e—0 -
for every y € Y, where Y, C I7h and Y}, is a Borel set of full v, x-measure. By
Corollary 3.3, this implies that vy -almost every y € R* is predictable, which proves

the assertion (c) in Theorem 3.1.
Define

Xp=¢ (V) N Xy

Then X}, is a Borel full u-measure subset of X. Since ¢ (X;) C Y C fh, by (3.4) we
have

He(x) = sll_r)% Kep(x).e = Oxpy = Ox
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for every x € X}, which shows the assertion (b). Finally, the assertion (a) follows from
the fact X, C f(h.

To end the proof of Theorem 3.1, note that if the measure w is T -invariant, we can
define X = (),cz T" (X}) to obtain a full -measure subset of X;, with T (X;) = X,
For details, see the proof of [BGS20, Remark 44(M)]. O

Remark 3.4. Similarly as in [BGS20], the assumptions dimg(u) < k and
dimH(,u|perp(T)) < p of Theorem 3.1 can be weakened to ;L HK and /L|perp(7‘) 1 HP,
respectively. Moreover, one can prove a version of Theorem 3.1 for g-Holder observ-
ables h: X — R, B € (0, 1]. It is enough to take k with HP*(X) = 0 and assume
that p|per,(r) is singular with respect to HPP for p = 1,...,k — 1, where H* is the
s-Hausdorff measure. For a precise formulation of required assumptions see [BGS20,
Theorem 4.3]. As previously, the assumption on periodic points can be omitted if the
measure p is T-invariant and ergodic (see [BGS20, Remark 4.4(c)] and its proof).

4. Counterexample to SSOY Predictability Conjecture: Proof of Theorem 1.11

In this section we prove Theorem 1.11, constructing an example of a C*°-smooth diffeo-
morphism T of a compact Riemannian manifold X with an attractor A endowed with a
natural measure u, such that ID(x) < 1 and for a prevalent set of Lipschitz observables,
there is a positive v, 1-measure set of non-predictable points. In particular, the set of
Lipschitz observables #: X — R, for which vy j-almost sure predictability holds for
the 1-delay coordinate map ¢y 1, is not prevalent. Since the proof is quite involved, we
shortly describe the subsequent steps.

In Sect. 4.1 we construct a model for the natural measure w. First, we prove that for
an irrational rotation on a circle S! ¢ RY endowed with the Lebesgue measure Lebg,
the only Lipschitz observables #: S! — R such that the almost sure predictability holds
for the 1-delay coordinate map ¢, are the constant functions. Then we construct a model
o for the natural measure w, taking Xog = {po} U S' ¢ R¥ for some po ¢ S! and
defining To: X9 — Xo as the identity on {po} and an irrational rotation on S!. Then
the measure (1o = 8p,/2 + Lebg1 /2 satisfies ID(119) = 1/2 < 1, yet the only Lipschitz
observables h: Xo — R yielding almost sure predictability for the 1-delay coordinate
maps are the functions constant on S!. The same holds for any extension (X, , T') of
(Xo, o, Tp) with Xo C X, T|x, = Tp and u = po. In particular, the set of Lipschitz
observables #: X — R with almost sure predictability for the 1-delay coordinate map,
is not prevalent. Moreover, for a prevalent set of Lipschitz observables, the almost sure
predictability does not hold (Corollary 4.3).

The main step, performed in Sects. 4.2—4.3 is to realize the model measure (¢ as a
natural measure p for a smooth diffeomorphism 7' of a compact Riemannian manifold
X. In Sect. 4.2, we construct a C*>°-diffeomorphism f of the 2-dimensional sphere
S? = R? U {00}, such that the trajectories of Lebesgue-almost all points of S? spiral
towards the invariant unit circle S = {(x, y) : x2+ y2 = 1}, spending most of the time
in small neighbourhoods of two fixed points p, g € S (Proposition 4.12). It follows that
the average of the Dirac measures at p and ¢ is a natural measure for f, with the attractor
S and basin S? \ {(0, 0), oo} (Corollary 4.13). Then, in Sect. 4.3, we take

X=8xs!
and define a C°°-diffeomorphism 7 : X — X as a skew product of the form

T(z,0) = (f(2), h:()), z€S* teS!,
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R, g

Fig. 1. Schematic view of the map 7 : §? x st —» s2xs!

where /i are diffeomorphisms of S' depending smoothly on z € S?, such that for z in

a neighbourhood of p, the map £, is equal to a map g: S' — S! with a unique fixed

point 0 € R/Z ~ S! attracting all points of S!, while for z in a neighbourhood of ¢, the

map . is an irrational rotation on S!. See Fig. 1 for a schematic view of the map 7.
The map 7 has an attractor

A=SxS

with the basin B(A) = (S? \ {0, oo}) x S! and natural measure

1 1
n = 55170 + ELebsl,

where pg = (p,0) and Lebg is the Lebesgue measure on the circle {g} x S! (The-
orem 4.14). Since the measure u is equal to the model measure 11, the conclusion
follows.

4.1. Model measure. Consider a circle S' ¢ RY (by a circle we mean an image of
{(x,y) e R : x24+y2 =1} by an affine similarity transformation) with the normalized
Lebesgue (1-Hausdorff) measure Lebg: and a rotation Ry: S' — S' by an angle .
We use here an additive notation, i.e. for an angle coordinate € R/Z ~ S! we write
Ry(t) =t+a mod 1. We assume o € R\ Q. By d(-, -) we denote the standard rotation-
invariant metric on S!.

For the system (Sl, Lebgi, Ry) we consider Lipschitz observables 7 : S! - R and
the corresponding 1-delay coordinate maps ¢: S' — R. Note that 1-delay coordinate
maps are equal to the observables, i.e. ¢ = h.

Proposition 4.1. Suppose that for a Lipschitz function h: S' — R, v-almost every
y € R is predictable for the 1-delay coordinate map ¢ = h, where v = ¢, Lebgi. Then
h is constant.
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Proof. Take h as in the proposition. The proof that 4 is constant is divided into four
parts, described by the following claims.

Claim 1. There exists a set B C S' of full Lebgi -measure, with the following property:
ifti,r € B and h(t1) = h(ty), then h(R)t1) = h(R}12) for every n > 0.

For the proof of the above claim, consider the system {uy, : ¥y € R} of conditional
measures of Lebgi with respect to ¢ = h, given by Theorem 2.5. Let

A={res' nRren = /h o Redjinn |-

It follows from Theorem 2.5 that the map y +— [ h o Ryduy is v-measurable, hence
t— f h o Ryd iy is Lebgi-measurable. Consequently, A is a Lebgi-measurable set.
By Theorem 2.5,

Lebgi (A) = / 11y (A)dv(y) “.1)
R

and
1y(A) = py(AN{h = y)) = My({r eS': h(t) = y and h(Ryt) = /h o Raduy}).

Since v-almost every y € R is predictable, Lemma 3.2 implies that the function / o R,
is constant jy-almost surely for v-almost every y € R, hence uy(A) = 1 for v-almost
every y € R. Therefore, (4.1) gives Lebgi (A) = 1.

Let

B = ﬂ R;"(A).

n=0

Then B has full Lebgi-measure. Moreover, the definition of A implies thatif t1,#, € A
and h(t)) = h(tp), then h(Ryt1) = h(Rqt2). Therefore, if t1, 1, € B and h(t)) = h(t),
then Z(R}t1) = h(RLty) for every n > 0.

Claim 2. Ift1,t, € B and h(t1) = h(ty), then h(t; +s) = h(ty + 5) for every s € St

In order to prove the claim, assume that 71, 7, € B and h(t1) = h(#). Fix s € S!. Since
a ¢ Q, every orbit under Ry, is dense in S!, so there exists a sequence ny — oo with
Ryt; — t;1 +s ask — oo. Then Ryt) — tr +5. Ast1,to € B and h(t;) = h(r),
by Claim 1 we have h(Ry“t) = h(Ry*ty), hence the continuity of & gives h(t; +s) =
h(ty +5).

Claim 3. For every ¢ > 0, there exist t|,tp € B such that 0 < d(t1,t2) < & and
h(t1) = h(n).

To prove Claim 3, note first that it holds trivially if the set 2~ ({inf 4}) has non-empty
interior. Otherwise, fix a small ¢ > 0 and take 7o € S! such that 4 (f9) = inf 4. Then
by the continuity of 4, there exist disjoint open arcs I, J C S! of length smaller than
/2, such that I N'J = {to} and their images (), h(J) are intervals of positive length
with 7(I) = h(J) = K for some closed, non-degenerate interval K C R. As B is of
full Lebgi-measure and % is Lipschitz, 2(I N B) and h(J N B) both have full Lebesgue
measure in K, hence (I N B) N h(J N B) # (. This proves the claim.
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Claim 4. The map h is constant.

For the proof of Claim 4, fix a small § > 0. As A is uniformly continuous, there exists
& > O such that |h(r) — h(¢")| < 8§ whenever d (¢, t") < &. According to Claim 3, there
existty, 1 € BsuchthatO < d(t, ) < eand h(ty) = h(t;). Let B = tr, —t; mod 1 and
note that 8 # 0, |B| < €. Applying inductively Claim 2 to t1, t» withs = 8, ..., (n —
1) mod 1, for n € N, we obtain h(t;) = h(¢; + Bmod 1) = --- = h(¢; + nf mod 1).
Again by Claim 2, we arrive at #(0) = h(nf mod 1) forn € N.

Taker € S'. As|B| < ¢,foreveryr € S! thereexistsn € Nsuchthatd(r, nf mod 1) <
¢. For such n we have |h(t) — h(0)| = |h(t) — h(nB mod 1)| < §. As § was arbitrary,
we have h(t) = h(0). Therefore, & is constant. O

Remark 4.2. Tn [BGS20, Example 3.5] it is shown that there does not exist a Lipschitz
map i : S! — R which is injective on a set of full Leb§1 -measure. However, it may still
happen that for certain Lipschitz transformations 7 : ST — S! almost sure predictability
holds for every A, e.g. if T is the identity.

Corollary 4.3. Let X C RN be a compact set with a Borel probability measure . and
let T: X — X be an injective Lipschitz map, such that

(supp i, i, T|suppu) = (Xo, 1o, To),

where Xo = {po} US' for a circle S' ¢ RN and py € RV \ S},

1 1
o = 55[,0 + E Lebsl,

and Ty: Xo — Xo, such that To(po) = po and Ty is an irrational rotation R, on St
Set v = ¢y . Then ID() = 1/2 and the only Lipschitz observables h: X — R, such
that v-almost every y € RF is predictable for the 1-delay coordinate map ¢ = h, are the
ones constant on S'. Consequently, for a prevalent set of Lipschitz observables, there
is a positive v-measure set of non-predictable points. In particular, the set of Lipschitz
observables h: X — R for which v-almost every point of R is predictable, is not
prevalent.

Proof. The fact ID(u) = ID(o) = 1/2 follows from the definition of the information
by a direct checking. The assertion that only observables constant on S! give almost sure
predictability is an immediate consequence of Proposition 4.1. Consider now the space
Lip(X) of all Lipschitz observables T': X — X, with the Lipschitz norm |[|A||Lip (see
Sect. 2.2), and let Z C Lip(X) be the set of Lipschitz observables which are constant
on S'. Note first that any prevalent set is dense (see [Rob11, Sect. 5.1]), while Z is not
dense in Lip(X) in the supremum norm (hence also in the Lipschitz norm). Therefore,
Z is not prevalent in Lip(X). In fact, we can prove more, showing that Lip(X) \ Z is
prevalent (note that a subset of the complement of a prevalent set cannot be prevalent,
as the intersection of two prevalent sets is prevalent, see [HSY92]).

In order to prove prevalence of Lip(X) \ Z, we can assume that the circle S' ¢ X

is of the form S' = {(xq,...,xy) € RN : X12+X22 =1, x3=0,...,xy = 0}.
Indeed, an affine change of coordinates in RN transforming the circle in X to the circle
{(x1,...,xn) € RN . x12+x§ =1, x3=0,...,xy = 0} induces a linear isomorphism

between the corresponding spaces of Lipschitz observables. Like in Theorem 3.1, we
show the prevalence of Lip(X) \ Z with the probe set equal to a linear basis of the space
of real polynomials of N variables of degree at most 1. In other words, we should check
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that for any & € Lip(X), we have h + og + a1h + --- + anyhy ¢ Z for Lebesgue-
almost every o = (ag, ..., anN) € RN+L where hj(xy,...,xy) =xj, j=1,...,N.
Letey, ..., ey be the standard basis of RN. If h + g + 1 k) + - - + ayhy € Z, then
evaluating at e1, e; € S! gives

h(el) +oapt+oa; = h(ez) +op+ ).

Therefore o1 = ap + h(ez) — h(er), so « belongs to an affine subspace of RN+ of
codimension one. It follows that given 4 € Lip(X), wehave h+ap+a1hi+ - -+anyhy € Z
for (ap, ..., an) in a set of zero Lebesgue measure in RN*1 which ends the proof. O

4.2. Construction of the diffeomorphism f: S* — S%. In this subsection we construct a
smooth diffeomorphism f of S> ~ R? U {oo} with the invariant unit circle S containing
two fixed points p, ¢, such that the trajectories of all points in R? \ {0, 0)} spiral towards
the invariant unit circle S, spending most of the time in small neighbourhoods of p and
q.

We consider points (x, y) € R? in polar coordinates, i.e. x = rcosg, y = rsing
for r € [0, +00), ¢ € R. Let

f(rcosg,rsing) = (R(r)cos @(r, ), R(r)sin ®(r, ¢))
for

r(l—r)? )
Ry =r+e——7—,  @r,9)=p+eb(p)+ 1 =r)n(r),
1+r

where ¢ > 0 is a small constant, 6: R — [0, +00) is a -periodic C*°-function such
that 0(p) = ¢ for ¢ € (—m/4, w/4) and 0 has no zeroes except for kr, k € Z, while
n: [0, +00) — [0, +00) is a C*°-function such that n|[%,%] = 1,17 > 0 on (0,00)
and lim, o+ (1 — )2n(r) = limy—400(l — r)2n(r) = 0 (the role of 1 is to ensure
that f extends to a C*°-diffeomorphism of the sphere). The following two lemmas are
elementary.

Lemma 4.4. For sufficiently small ¢ > 0, the function R has the following properties.

(a) R is an increasing homeomorphism of [0, +00).
(b) RO) =0, R(r) >rforr € (0,1), R(1) =l and R(r) < r forr € (1, +00).
(c¢) Near r = 1, R has the Taylor expansion R(r) = 1+r — 1 — %(r — 13+

Lemma 4.5. For sufficiently small ¢ > 0, the function ® has the following properties.
(a) ©(r,p) > ¢ forr € ((0,1) U (1, +00)).
(b) For given r € (0, +00), the function ¢ — ®(r, @) is strictly increasing.

(c) For the function ¢ — ®(1, ¢) mod 27, the points 0, w are the unique fixed points
and the intervals (0, ), (7w, 2) are invariant.

Let
B={(,y) eR*:|(x,nl <1}, S={xy eR [ =1}

where || - || denotes the Euclidean norm. For sufficiently small ¢, the function f defines a
C °°_—diffeom0rphism of R2, such that the unit disc B, the unit circle S and the complement
of B are f-invariant. Compactifying R? to the Riemann sphere S> ~ R? U {oo} and
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putting f(c0) = oo, we extend f to a C*°-diffeomorphism of S? with fixed points at
(0, 0) and oo. Another two fixed points,

p:(lro)v qz(_lvo)v

corresponding to the fixed points described in Lemma 4.5(c), are located in the unit
circle S.

Now we analyse the behaviour of the orbits of points (x,y) € S* under f. By
Lemma 4.5, if (x, y) = (cos ¢o, sin¢g) € S for some ¢y € R, then f"(x, y) tends to p
(resp. to g) as n — oo for ¢y € (—m, 0] mod 27 (resp. ¢o € (0, 7] mod 27). Suppose
now (x, y) € S?\ S. Recall that the points (0, 0) and oo are fixed, so we can assume
(x,y) € R2\ (SU{(0,0)}). Then

(x, y) = (rocos ¢, ro sin ¢g)

forro € R\ {1}, o € R. The goal of this subsection is to prove

1

N-1 ) )
Nh_r)noo N Zo Sy = 5817 + E‘Sq
n=

in the sense of weak-* convergence (see Corollary 4.13). To this aim, we find the asymp-
totics of the subsequent times spent by the iterates of (x, y) in small neighbourhoods of
the points p and g. We will make calculations only for the case

ro € (0, 1),

since the functions R, ® are defined such that the behaviour of the trajectories in the case
of points rp > 1 is symmetric (see Remark 4.11). From now on, we fix the initial point
(x,y) = (rocos o, rosingg) with ro € (0, 1) and allow all the constants appearing
below to depend on this point. For n € N let

= R"(ro)

and define inductively
On+1 = P (ra, n).
Then
S (ro cos @, ro sin gg) = (ry, cOS @y, Iy Sin @;,).

For convenience, set

on=1—=ry
and note that by Lemma 4.4, p, decreases to 0 as n — o0.

Lemma 4.6. We have

_a +o(1)
Pn = NG
as n — oo for some a > 0. Moreover, for every 0 < k < n,
k ck

< _ <
Cn3/2 = Pn Pn+k = }13/2’

where ¢ > 0 is independent of n and k.
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Proof. By Lemma 4.4, we have p,, \, 0" as n — oo and
&
2

for p, close to 0. Hence, the first assertion follows from the standard analysis of the
behaviour of an analytic map near a parabolic fixed point, see e.g. [Mil06, Lemma 10.1].
To check the second one, note that there exists a univalent holomorphicmap ¢ : V — C
(Fatou coordinate) on adomain V C C containing p, for large n, such that v/ (V') contains
a half-plane {z € C : Re(z) > c¢o} for some ¢y € R and

V(ons1) = ¥ (pp) +1
(see e.g. [Mil06, Theorem 10.9]). Let

Zn = ¥ (pn)

for large n and take ng with Re(z,,) > co. Then 1//‘1 is defined on

Pnsl = Pn — =P+

D={ze€C:|z—zuk|l <n+k—np}
for large n, and z|,,/2, 2, € D’ for
D' ={z€C:|z—zpk|l <n+k—[n/2]}.

Since k < n, the ratio of the radius of D’ to the radius of D is at most %, which
tends to 3/4 as n — oco. Moreover,

|Zn+k — 2Znl k

lzn — 22yl n— /2]

Therefore, by the Koebe distortion theorem (see e.g. [CG93, Theorem 1.6]),

1 k Pn — Pn+k k
——< <~
cn Pln/2] — Pn n

for some constant ¢ > 0. Since ﬁ(mnm — pn) — V2—1lasn - oo by the first
assertion of the lemma, this ends the proof. O

Convention. Within subsequent calculations, we will a,, < b,, for sequences ay,, b,, if

% < Z—" < ¢, where ¢ > 0 is independent of n.
n

Lemma 4.7. Suppose
_ 2
Xpel = X +ax;,

forn € Z and some a > 0. Then for given xo < 0 (resp. xo > 0) sufficiently close to 0,
we have

1

Xp X —— (resp. X_p X —)
n n

forn e N.
Proof. Follows directly from [Mil06, Lemma 10.1]. O
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By Lemmas 4.4—4.6, the trajectory of (x, y) approaches the unit circle S, spiralling
an infinite number of times near S and slowing down near the fixed points p and q.
In fact, the definitions of the functions R, ® easily imply that p and ¢ are in the limit
set of the trajectory. In particular, for a fixed 6 > 0 (which is small enough to satisfy
several conditions, specified later), the trajectory visits infinitely number of times the
8-neighbourhoods of p and ¢, defined respectively by

={(rcosg,rsing) :re (1 —-45,1+6), ¢ € (—6,9)},

4.2
Uj ={(rcosg,rsing) :r € (1 -6,1+08), p € (r — 5, +5)}. 4.2)

Hence, for i € N we can define N, ; (resp. Ny ;) to be the time spent by the trajectory
during its i-th visitin U, (resp. U,). More precisely, set n; o = 0 and define inductively

n,; = min{n > n; i1 1 (rpcos @y, rysing,) € Upl,
+
n,;= min{n > n 2 (rp cOS @y, Ty singy) & Upl,
Np,—npl—np’i
fori > 1. Define N is q ;» Ng.i analogously. By Lemmas 4.4 and 4.5, if § > 0 is chosen
small enough, then
- + - +
0<n, 1<n 1 <n, 1<n Q< Sn, <np<ng<ngg <o (4.3)
or
+ - + - +
O<nq1 <nt 1<np1 <A < <M< Mg <N <<

depending on the position of the point (x, ¥). To simplify notation, we assume that (4.3)
holds. Again by Lemmas 4.4 and 4.5, we obtain the following.

Lemma 4.8. We have

- + - +
Ry =Npis Ny iy —Ng i < No

for some constant Ny > 0. In other words, the times spent by the trajectory of (x,y)
between consecutive visits in U, U U, remain uniformly bounded.

Now we estimate the times spent by the trajectory during its stay in U, and U,,.
Lemma 4.9.
Np,i = Nq,i = 1i.

Proof. We prove the lemma by induction. Obviously, we can assume that i is large.
Suppose, by induction,
i.<N'<C i.<N‘<C' forj=1 i — 1 (4.4)
C p.J — J7 Cc = q,] = J orjy=1,...,1 R

for alarge constant C > 1 (to be specified later). First, we estimate N, ;. By Lemma 4.8,

< ¢iCi? (4.5)
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for some c; > 0 (we denote by c, ¢z, . .. constants independent of C.) Obviously, we
can assume ¢, - € [—m, 7). Then, since § is small and i is large, we have
p.i

14
-7 <0< ('0";,,- < 0.

Note that p,- < § and the sequence p, is decreasing, so
p.i

Np ;i =min{n > n;’i Dp > 8 — n;’i.
Recall that if ¢, € (—m /4, 7 /4) (in particular, if n € [np i ;’i)), then
_ 2, 2
On+l = Pn +EQ, + Py (4.6)
Let
_ 1 + c?/3
p; = m, P = P
To estimate the behaviour of the sequence ¢, forn > n" pir Ve will compare it with the
sequences <pn, ¢, forn>n i’ given by
O =0 =00 @)+ (0 4.7)

nyi P

First, we will analyse the behaviour of the sequences @ and then show that they provide
upper and lower bounds for ¢,,. By definition, (p ~ € (—4,0) and ¢F increases to infinity

pz

as n — o00. Hence, we can define

+ +
N; _m1r1{n>nlerl 0, =8} —n

to be the time which the sequence (p,jf spends in (=8, 8). Since p; < p;°, we have
¢, <¢fand N* < N™. Set

+
+ - +q. + Pi
ki —mln{ne[npl, p’i+Ni].(pn >_ﬁ}’

+
. _ P;
k;c = min {n IS [kli,np’i +Nii] : <pni > ﬁ} .

Note that forn € [n" ki) U [k, NjE + n i) we have &(g, )2 > (0; )2

pii’
(pn +8((pn) <(p n+1 —(p +28(§0n)
Hence, by Lemma 4.7,

1
+ - O NT + _
ki —nV.AN +n ’.—k2 = —.
i

On the other hand, for n € [k1 ,k ) we have &(¢; )2 < (p; )2

O+ () < 0l < eF +2(07)%,
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which implies

Hence,

- - < N ;
crC2/3 Czp;'_ ! ! P

for some ¢ > 0. If C is chosen sufficiently large, then this yields

é <Nf <N7 <Ci. (438)

Now we show by induction that
Oy Sn =9, (4.9)
forn € [”;,w n;’i + min(Np ;, N;)]. To do it, note that for n = n;,i we have equal-

ities in (4.9). Suppose, by induction, that (4.9) is satisfied for some n € [n
min(Np;, N;)). Then by (4.6) and (4.7),

pir i *

Onsl — 0oy = (9o — @)Y +e(pn +9)) + 02 — (05>,

where 1 + £(¢, + goff) > 1 —2&6 > 0. Moreover, by Lemma 4.6, (4.5) and (4.8), there
exists a constant ¢3 > 0, such that

1 63«/6
= pl’l S . ’

C3\/El' n l

which gives
p; < pn < p; s

provided C is chosen sufficiently large. Therefore, the sign of ¢,+1 — (pni+ | is the same
as the one of ¢, — (pni, which provides the induction step and proves (4.9).
Using (4.9), we can show

N} < N,; <N . (4.10)

l

Indeed, if N, ; > N, , then by (4.9),
s < 90"_;.#1\,; = (pn;,,-+Nf’

+

SOI’lp’i

< n;”. + N;~, which is a contradiction. Hence, N, ; < N, , and then (4.9) gives
+
8 < (ﬂn;'“. = @n;i,

which implies (4.10). By (4.8) and (4.10),
i

— <N .<C"
c - = :
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which completes the inductive step started in (4.4) and shows N, ; < i.
To show N, ; =< i, note that if ¢, € (37 /4, 57 /4), then for ¢, = ¢, — = we have

~ ~ =2 2
(pn+1 == (Pn + 8(»0;1 + lon

Moreover, by the proved assertion N, ; < i and Lemmas 4.6 and 4.8, wehaven_ , =< n; ;

and p,- =< p,- . Using this, one can show N, ; < i by repeating the proof in the case
q.i p.

of Np;. O

A more accurate comparison of N, ; and N, ; is presented below.

Lemma 4.10. There exists M > 0 such that
INpi — Ngil <M
foralli > 1.
Proof. Take alarge i € N. Let
Wy ) = [0 20Dy Gy ) = [0 @ =)
and
on=1—n, = Prn on=1—1, = Prin;,

for n > 0. Subtracting multiplicities of 27, we can assume ¥, 1}0 € [—m, ), soin fact

-8 < Yo, Yo < 0.
By definition,
Ynel = Y+ ey +0,. Ynet = Y+ eV +6, @.11)
as long as ¥,,, ¥, < /4. It follows that
Ny =min{n > 0: Y, > 6}, Ny,i = min{n 20:&,, > 6}

Note that (4.11) holds forn < min(N ;, Ny ;)+1. To prove the lemma, we will carefully
compare the behaviour of the sequences v, and v,,. First, note that

Yo < Y2 <V (4.12)

provided i is sufficiently large (because then o;,, 6,, are small compared to ¢ and §). Note
also that since p,, is decreasing, we have

Opns2 > Oy (4.13)
for every n > 0. By (4.11),
Ynas — Unat = Wiz — Un) (L + eWnaz + ) + 0104y — G,

forn < min(Np,; — 2, Ny i), where e(¥,12 + 1},,) < em/2 < 1. Hence, by induction,
using (4.12) and (4.13), we obtain

Yne2 = Vn (4.14)
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forn € [0, min(Np; — 2, Ny ;) + 1]. In particular,

Npi<Ngi+2 or Yy, > YN, =6,

which gives
Np,i = Nq,i +2. (415)

The proof of the opposite estimate is more involved, so let us first present its sketch.
We fix a number k such that (roughly speaking) ¥ =~ 1/i. Then we show inductively
lﬂn+2 > Yy — cn/l for n < k and some constant ¢ > 0 (see (4.18)). This gives
1/fk+2 >Yr—c / i“ for some ¢’ > 0 (see (4. 19)) By the definition of k, we check that for
sufficiently large constant M > 0 we have Wk+M > Yr+c"M/ i2 for some ¢” > 0. With
this starting condition, we inductively show Uit = Yn +'M Ji%forn € [k, N p.il
(see (4.23)). This provides 1/}Np.i+M > I/fN,,,i >08,50Ny; < Np;+M.

Now let us go into the details of the proof. By Lemmas 4.8 and 4.9, we have

— — ) .
n,p=Xn, <i, Npi =< Ng; <1, (4.16)
so by Lemma 4.6,
<1 2 =2 = ~ ‘1
op = T, 0, — 0,0 = (00 +0n42) (04 — Op12) < 1_3 (4.17)

forn € [0, Ny ; +4] and a constant ¢c; > 0. Let

b
k = max {n €2, Nyil: Ynva < 7}
i

for a small constant b > 0 (to be specified later). Note that k < min(N, ; — 5, Ny.;), s0
(4.11) holds for n € [2, k).
We will show by induction that

~ 2cin
Vn = ¥ns2 = —3 (4.18)

for every n € [2, k]. For n = 2, (4.18) holds due to (4.12). Suppose it holds for some
n € [2,k). By (4.11), we have

I/fn+l - an+3 = (wn - Ian+2)(1 + 8(1//11 + 1an+2)) + O}% - &nz-;.Zv

where by (4.14) and the definition of k, v, + 1Zn+2 < Yp+ Ypea < 2Ypea < 2b/1, SO
using (4.16), (4.17) and the inductive assumption (4.18), we obtain

2 2eb 4ebN, ; 2n+cb+1
Vsl — Ynas < C;n <1+%) Cl<<2n+—8iq”+1>j—3l<—(n C; e

E

for some constant ¢c; > 0. Choosing the constant » in the definition of k sufficiently
small, we can assume c2b < 1, which gives

~ 2ci(n+1)
1ﬂn+l - wn+3 =< 1—3

This completes the inductive step and proves (4.18).
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By (4.16) and (4.18),
~ C
Visz > Vi — l—; (4.19)

for a constant ¢3 > 0, while (by the definition of k),

b
Yias > n (4.20)
and by (4.11),

5(eb* +¢1)

= 4.21)

Yies = Y+ e(WE + -+ YR ) + O + -+ 00y < Ui +
by the definition of k, (4.11) and (4.17). Using (4.19), (4.20) and (4.21), we obtain

b 5(b*+c)+c3 _ b

- — 4.22
Vi2 Z - 2 ey (4.22)
for large i.
Take a large constant M > 0. We will show inductively
- Meb?
Vnsrt = Yn 2 —5 (4.23)

forn € [k, Np,;]. By (4.11), (4.19) and (4.22), we have

Ukem = Yran + 8(1/7/34,2 +ooot lp/iM) > Ypan + (M — 2)8&/3@

(M —2)eb? . 3 (M —2)eb? Meb?
I R S

if M is chosen sufficiently large, so (4.23) holds for n = k. Suppose (4.23) holds for
some n € [k, N ;). Now (4.15) implies that (4.11) is valid for n, so

I/~fn+1+M — Vel = (¢n+M - Ipn)(l +8(1}n+M +Yn)) +&3+M - Uy%,

> Vi +

where

Unert +Un > Ukemt + i > Viaa
for large i by (4.20) and (4.21) (which imply ¥ > 0), while

for a constant ¢4 > 0 by (4.16) and Lemma 4.6 (with estimates analogous to the ones in
(4.17)). Hence, using (4.22) we obtain

M£b2(1+ & ) c4 - Meb? L4 eb c4 - Meb?
e - > — — | -=>—,
5i2 R 2i) 3T 52

provided M is chosen sufficiently large. This ends the inductive step and proves (4.23).
By (4.23),

YMinel — Ynel =

YN, i+M = YN, = 9,

o)
Nq,,' < N,,,,' + M.
This and (4.15) end the proof of the lemma. O
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Remark 4.11. Proving Lemmas 4.8-4.10, we have made the calculations for the initial
point (x, y) = (rg cos ¢o, ro sin ¢g) assuming ro € (0, 1). In fact, the case ryp > 1 can
be treated analogously. This can be seen by noting that ® is symmetric with respect to r
around the circle » = 1, while the only properties of R used in the proofs of the lemmas
are the ones stated in Lemma 4.4. As the initial terms of the Taylor expansion of R near
r = 1 are symmetric around 1, we see that an analogue of Lemma 4.6 holds in the case
ro > 1 and the proof of Lemmas 4.8—4.10 can be repeated in that case. We conclude
that Lemmas 4.8—4.10 hold for every initial point (x, y) € S\ (S U{(0,0), oo}).

We summarize the results of this subsection in the following proposition.
Proposition 4.12. Forevery (x, y) € Sz\(SU{(O, 0), oo}) andevery§ > 0,if N i (x, y)
(resp. Ny i(x,y)) is the time spent by the trajectory of (x,y) under f during its i-th
visit in the §-neighbourhood U, of p (resp. U, of q), defined in (4.2), then

Np.i(x,y) < Ngi(x,y) <i
and

|Np,i(x7 Y) _Nq,i(xv }’)| = M

for some constant M > 0, while the times spent by the trajectory between consecutive
visits in U, U U, are uniformly bounded.

This implies the following.
Corollary 4.13. For every (x, y) € S*\ (S U{(0, 0), 0o}),

m—1 1 1
m m 2(:) Spreey) = 5517 + E‘Sq
n=|

in the sense of weak-* convergence.

Proof. Fix (x,y) € S*\ (S U{(0,0), 0o}) and § > 0. It is sufficient to prove that for
the §-neighbourhoods U, and U, defined in (4.2), one has

1 m—1 1 m—1 1
Jim -~ ZO Ly, (", ) = lim — ZO Ly, (") = 5.
n= n=

Fix m € Nand let i = i(m) be the number of visits of (x, y) to U, completed up to the
time m, i.e. let i be the unique number such that

Sm<n, .

n, i

Then by Proposition 4.12, there exist a constant ¢ > 0 (independent of m) such that

|
—

n m

S}
3
|
—_
S}

=Y Ay () e’ == Y Ay (feny) S
0

Il
S

n n

and

m—1

Z Lw,uu e (f"(x,y)) < ci.

n=0
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This implies

2i2 2
— <m < 3ci (4.24)
c

provided i is large enough (which holds if m is large enough). Therefore,

’ 1 m—1
5 2 Ly (105. ) =0
n=!

and hence
m—1 m—1
1 1
lim (- D 1y, (1) + = Y Ly, (1 y))) =1. (4.25)
oo \m n=0 m n=0

Proposition 4.12 together with (4.24) implies

1 m—1 1 m—1 C
'— S 0, (£ ) — ~ 3 1y, ()| < €
m m i
n=0 n=0
for a constant C > 0 (independent of m), hence
1 m—1 1 m—1
mli_r)noo ‘Z 2(:) 1y, (fn(x, y)) - 2(:) 1y, (fn(x, y))‘ =0. (4.26)
n=| n=

Combining (4.25) with (4.26) finishes the proof (it is enough to notice that if a,, b, are
sequences of real numbers with lim,,_, oo (@, + b,) = 1 and lim,,, « |a, — b,| = 0, then
limy o0 @y = limy o0 by = 3). O

4.3. Construction of the diffeomorphism T : S* x S! — §? x S!. Let
X =5 x8
where S? ~ R? U {oo} and S! ~ R/Z. We can assume X C R" for some N € N. Let
Ry:S'—>S', Ry(t)=t+a modl, aecR\Q
be an irrational rotation. Recall that the normalized Lebesgue measure on S is the unique

Ry -invariant Borel probability measure. Let

. gl 1 _ L 2

g:S =S, g(t)—t+100 sin“(;rt) mod 1.
Note that g is a C*°-diffeomorphism of S with 0 as the unique fixed point. Moreover,
limy, 00 g"(t) = O for every ¢ € S!. Therefore, &y is the unique g-invariant Borel
probability measure. Let f: S> — S? be the diffeomorphism defined in Sect. 4.2, with
the invariant unit circle S C S? and the fixed points p, g € S. Fix a small § > 0 and
consider the §-neighbourhoods U, U, C S? of p and ¢, respectively, defined in (4.2).
Let

T:X — X, Tt =(@),h(), zeS% res,
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where A are diffeomorphisms of S' depending smoothly on z € S?, such that 4, = g
forz € Up, h; = Ry for z € Uy, and for z outside U, U Uy, h; is defined in any manner
which makes 7' a C*-diffeomorphism of X. 2

In view of Corollary 4.3, to conclude the proof of Theorem 1.11, it is sufficient to
show the following.

Theorem 4.14. The map T has an attractor
A=5xS!

with the basin B(A) = (S* \ {(0, 0), oo}) x S' and natural measure

1 1
M= 58170 + 5 LebSI N

where po = (p, 0) and Lebg; is the Lebesgue measure on the circle {q} x st
Before proving Theorem 4.14 we show the following lemma.

Lemmad4.15. Let T: X — X be a continuous transformation of a compact metric
space. Let v,, n > 0, be a sequence of Borel probability measures on X and let A C
N U {0} be a set of asymptotic density zero, i.e.

1
lim —#{0<n<m:ne€ A} =0.

m—o00 m
Assume vy = Ty, forn & A. Then any weak-* limit point of the sequence
1 m—1
w2

is T -invariant.

mig—1
Proof. Let v be a weak-* limit of a sequence mlk > v, for some sequence my ' 0.
n=0
Then
1 my—1
Tv—v= lim - Z (Tovn — vn) (4.27)
n=0
and we will prove
1 mr—1
lim H— 3 (T — v,,)]lA(n)H —0 (4.28)
k=00 L my n=0

2 Thisis possible since g is smoothly isotopic to identity by the family of maps g¢ (t) = t+¢& sin?(rr) mod 1,
e €10, ﬁ], while Ry is smoothly isotopic to identity by the family of maps Re(t) =t +¢, ¢ € [0, o].
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and
1 mr—1
Jim. H - ; (Tevn — v)1ac () H = lim Hm—k ’;) (V1 — vn)llAc(n)H =0,

(4.29)
where || - || stands for the total variation norm. Due to (4.27), this will imply T,v = v.
For (4.28), we have

) mr—1
lim H Z (Tyvy — vn)llA(n)H < lim = Z 14(n) =0,
n:

as the asymptotic density of A is zero and all v, and T,v, are probability measures.
For (4.29), observe that the first equality follows by assumptions, and for a given
n € {0,...,myp — 2}, if both n and n + 1 are in A, then v,y cancels out in the
sum ZZLHI (Vn+1 — V)1 4c(n) and otherwise it appears in the above sum at most once
(possibly with a negative sign). The terms vo and v,,, appear at most once. Therefore,

mi—1
lim H— > Gnet — v Lacm)|
n=0
1 my—2
< lim m—(nvmkn + [lvoll + ZO et (1 = Lge ()L ge (n + 1)))
n

= lim mlk(2+ Z (1= Tac ()T ae (n + 1)))

< lim —( Z ]lA(n)+]lA(n+l))>:

k—00 M

Let us proceed now with the proof of Theorem 4.14.

Proof of Theorem 4.14. By the construction of f, the set A is a compact T-invariant
set, and for every (z, 1) € (S?\ {(0, 0), o0}) x S', we have dist(T"(z, 1), A) as n — 00.
Hence, A is an attractor for T with the basin B(A) = (S? \ {(0, 0), o0}) x S!'. To prove
that p is a natural measure for 7', we show that the sequence of measures

1 m—1
=~ b
n=0

converges to u in the weak-* topology for every (z, 1) € (S* \ (S U {(0, 0), co}) x S!.
It is enough to prove that every limit point of the sequence u,, is equal to w. It follows
from Corollary 4.13 that every such limit point must be of the form vy /2 + v, /2, where
vy is a probability measure on the circle { p} x S! and v, is a probability measure on the
circle {g} x S'. Our goal is to show that v; = § p,0) and v = Lebg1, where Lebg is the
Lebesgue measure on {g} x S.
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Take my /' oo such that lim p,,, = vi/2+v2/2. Let
k— 00

1 mr—1 1 mr—1
Do = D Lo, (@8 Vgu= = D Ly, (@) S
n=0 n=0
and
1 mi—1
Yok = e Z L2\ (501(0.0).00)uU, UL, (f " () 8772, 1).-
n=0
Clearly,

Kmy = ﬁp,k + ﬁq,k +90,k.

By Corollary 4.13,
. 1 . 1 )
klgrgo Vpi = Ev]’ kli)rrgo Uy k= Evz and klgrolO Yo =0.
Let

n:X—)Sl, m(z,t) =t

be the projection. As supp vy C {p} x S' and supp vy C {g} x S! and g, Ry, are uniquely

ergodic with invariant measures 6o and Lebg:, respectively, it is enough to show that the

limits of projected measures 741, x and 7., x are, respectively, g and Ry -invariant.
We have

mr—1

1
T pk = o > Ay, (f" (@) Snrrey.
n=0

Let

my—1

M=) 1y, (f")

n=0

be the number of iterates " (z) whicharein U, up to time m;—1 andlet (zo, 19), (z1, t1), - . .

be consecutive elements of the trajectory {7 (z, 1)}, such that (z;, t;) € U, X St.
Then

1 M —1
Tlpk = - > 5
j=0

Note that if f(z;) € Up, then tj4; = g(t;), so 8,j+1 = g*Stj. Let A ={j € N:
f(zj) ¢ Up,}. By Proposition 4.12, the set A has asymptotic density zero, as the time
spentin U, by the trajectory of z under f during its i-th visit grows linearly with i, while
during each visit only the last iterate is such that f(z;) ¢ U,. We can therefore apply
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Lemma 4.15 to conclude that the sequence Mlk ZI/V[:"J ! 8:; converges to a g-invariant
probability measure, hence

Mi—1

1
lim — 8. = &p.
Jim 3 2 By =
Jj=0
On the other hand, Corollary 4.13 implies limy_, oo %—i = %, SO

1
li Uy k = =b0.
Jim mPpi = 380
By the same arguments we show
. 1
kli)ngo Vg k = 5 Lebgi .

Therefore, 11, converges to u in the weak-* topology and p is a natural measure for 7.
]

Remark 4.16. To obtain a counterexample to the SSOY predictability conjecture in its
original formulation, one can also perform a similar construction on a manifold with
boundary B x S!, where B is a closed 2-dimensional disc. Namely, it is enough to replace
the diffeomorphism f of S? constructed in Sect. 4.2 with a diffeomorphism of B, which
is a suitable modification if the ‘Bowen’s eye’ example described e.g. in [Cat14, Example
5.2.(B)], with properties similar to f.
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