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Abstract: In several examples it has been observed that a module category of a vertex
operator algebra (VOA) is equivalent to a category of representations of some quantum
group. The present article is concerned with developing such a duality in the case of the
Virasoro VOA at generic central charge; arguably the most rudimentary of all VOAs, yet
structurally complicated. We do not address the category of all modules of the generic
Virasoro VOA, but we consider the infinitely manymodules from the first row of the Kac
table. Building on an explicit quantum group method of Coulomb gas integrals, we give
a new proof of the fusion rules, we prove the analyticity of compositions of intertwining
operators, and we show that the conformal blocks are fully determined by the quantum
group method. Crucially, we prove the associativity of the intertwining operators among
the first-row modules, and find that the associativity is governed by the 6 j-symbols
of the quantum group. Our results constitute a concrete duality between a VOA and
a quantum group, and they will serve as the key tools to establish the equivalence of
the first-row subcategory of modules of the generic Virasoro VOA and the category of
(type-1) finite-dimensional representations of Uq(sl2).
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1. Introduction

Conformal field theories, vertex operator algebras, and quantum groups. Two-
dimensional conformal field theories (CFT) are an outstanding example of extremely
fruitful interaction of physics andmathematics [DFMS97,Gaw99,Hua12,Nah00]. Their
physical applications include string theory [GSW87] and critical phenomena in planar
statistical physics [Mus10], and they are among the best understood examples of quantum
field theories. In mathematics, ideas from CFT have been instrumental to the Monster
simple group [FLM89], tensor categories [BKJ01], subfactors [Kaw15], moduli spaces
[FBZ04], the geometric Langlands program [Fre07], and conformally invariant random
geometry [BB04], among others.

As with quantum field theories in general, the mathematical axiomatization and con-
struction of CFTs are vast challenges, but CFTs possess remarkable structure that has
enabled a highly successful algebraic axiomatization based on vertex operator alge-
bras (VOA) [Kac97,LL04,Hua12]. A VOA is essentially the chiral symmetry algebra
of a CFT as envisioned in the seminal work of Belavin, Polyakov, and Zamolodchikov
[BPZ84a,BPZ84b]. The symmetry algebra always contains the Virasoro algebra re-
sponsible for the conformal symmetry itself. Virasoro vertex operator algebras are thus
fundamental in that they incorporate only and exactly the minimal amount of symmetry
that any CFT possesses. At special choices of the central charge c, a key parameter
of CFTs, there may actually exist two different Virasoro VOAs: the universal Virasoro
VOA [LL04] (maximally large) and its irreducible quotient, the minimal Virasoro VOA
[Wan93]. At generic values of c, however, the universal Virasoro VOA itself is irre-
ducible, and we call it a generic Virasoro VOA. The topic of this article is such generic
Virasoro VOAs.
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Generic Virasoro VOAs have been studied very little in comparison with many other
VOAs. The main reason is that they fail most structural properties that have enabled sig-
nificant progress. In particular, they are far from rational VOAs [FZ92,Zhu96], which
possess a semisimple category of modules with finitely many simple objects. Generic
Virasoro VOAs admit first of all infinitely many simple modules, and many more inde-
composable but not irreducible ones. We are lacking even the description of the general
indecomposable modules, let alone the category of such modules equipped with the de-
sired structures of a tensor product and braiding. In a notable recent progress [CJH+21],
the category of C1-cofinite modules of the generic Virasoro VOA was studied, and the
tensor product constructed in it.

An intriguing aspect of conformal field theories, and of the corresponding VOAs,
is a hidden quantum group symmetry. In a number of prominent examples, a represen-
tation category of a suitable quantum group has been found to agree with a module
category of a VOA—often together with the tensor products and braiding in the cate-
gories. The case of (VOAs based on) Wess–Zumino–Witten (WZW) CFTs at various
levels have been treated in [Dri89,KL94a,McR16], and the corresponding quantum
group was a q-deformation of the finite dimensional Lie algebra of the correspond-
ing WZW theory. Another well studied example is the triplet W -algebra of logarith-
mic CFT [FGST06b,FGST06a,NT11,KS11,TW13,GN21,CLR21], whose representa-
tion category is equivalent to that of the restricted quantum group of sl2. Though not
as much as a categorical equivalence, a certain structure related to a quantum group has
been also observed in the context of Liouville CFT [TV14].

First row subcategory of modules for the generic Virasoro VOA The category of all
modules of the generic Virasoro VOA being hopelessly complicated, we focus here on
a subcategory we call the first row subcategory. It is the semisimple category whose
infinitely many simple modules are the irreducible Virasoro highest weight modules “in
the first row of the Kac table”, i.e., with highest weights h = h1,s , s ∈ Z>0, when
hr,s , r, s ∈ Z>0, denote the usual Kac labeled highest weights [Kac79]. These corre-
spond to a certain infinite set of (chiral) primary fields in a CFT, which has been found
to be relevant in particular to questions in conformally invariant random geometry—
the two simplest of these primary fields after the identity, with Kac labeled conformal
weights h1,2 and h1,3, correspond to SLE-type curves’ starting points [BB03b,Dub07]
and boundary visit points [BB03a,JJK16,Dub15], respectively. For such SLE applica-
tions, the genericVirasoroVOAcorresponds to generic values of the keyparameterκ > 0
of SLEs [Wer04,RS05,Law08], and is completely natural.

By contrast to the general Kac labeled highest weights hr,s , r, s ∈ Z>0, at the first
row highest weights h1,s , s ∈ Z>0 one has truly explicit expressions of singular vectors
in the Virasoro Vermamodule, by the Benoit–St. Aubin (BSA) formula [BSA88]. Corre-
spondingly the BPZ partial differential equations [BPZ84a] for the correlation functions
of these primary fields are explicit. This is a feature that facilitates the analysis of the
first row subcategory, but resorting to the explicit partial differential equations does not
in principle seem essential.

Our analysis of this first row subcategory of the generic Virasoro VOA is based on a
quantum group method of [KP20], which is a concrete and practical version of the hid-
den quantum group symmetry [MR89,PS90,RRRA91,FW91,SV91,Var95,GRAS96]
developed with applications [KP16,JJK16] to random geometry in mind. The corre-
sponding quantum group isUq(sl2), a q-deformation of sl2, at a deformation parameter q
which is not a root-of-unity. Correspondingly the category of (type-1) finite-dimensional
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representations of this quantum group is semisimple, with infinitely many irreducible
representations, and it is equipped with tensor products and braiding [Lus93,BKJ01].

We consider it noteworthy that our VOA without extended symmetries of Lie group
type (present, e.g., in WZW models) has a quantum group counterpart in this way, and
that our VOA, which is irrational with very complicated representation theory, corre-
sponds to a quantum group with extremely well-behaved category of finite-dimensional
representations (albeit with infinitely many irreducibles). The case more often seen
before has been rational VOAs with good module categories, and complicated root-of-
unity quantum groups whose representation categories are “semisimplified” for certain
purposes.

In general terms, our main results are that the first row subcategory of modules of
the generic Virasoro VOA is stable under fusion, and detailed calculations of the fusions
with the quantum group method.

Methods After reviewing the characterization and construction of intertwining operators
among the first row modules, we show that the intertwining operators and their arbitrary
compositions are the correlation functions obtained with the quantum group method.
A priori, the compositions of intertwining operators of a VOA are formal series, but
this shows that they are actual analytic functions given by explicit integral formulas. In
particular one obtains convergence of the series, and straightforwardmethods of analytic
continuation.

Showing associativity of tensor products of modules of VOAs is generally a very
difficult task, and one of the main obstacles to constructing the appropriate tensor cate-
gory of modules of a VOA [HL92,HL94,HL95a,HL95b,HL95c,Hua95,Hua05,HLZ14,
HLZ10a,HLZ10b,HLZ10c,HLZ10d,HLZ10e,HLZ11a,HLZ11b], see also [HKJL15,
Section 2] for a review. The difficulties lie partly in the fact that the formal series
are not even supposed to correspond to single-valued functions, so nontrivial branch
choices are inevitable, and yet the convergence and analyticity of the formal series is far
from obvious. The explicit analytic expressions from the quantum group method enable
our proof of associativity. It is also the explicit expressions that show the equivalence
of the tensor categories of the finite-dimensional representations of Uq(sl2) and of the
first-row modules of the generic Virasoro VOA. The operator product expansion (OPE)
coefficients of the corresponding primary fields, in particular, are explicit, and involve
the quantum 6 j-symbols.

The braiding in the tensor category of VOA modules makes the multivaluedness of
the functions even more manifest. We will postpone the construction of the braiding in
the first row subcategory to a subsequent article, but the key to it is similarly the explicit
analytical expressions that are amenable to analytic continuation.

Novelty and advantages of the approach Our results provide a very satisfactory VOA
to quantum group duality for the fundamentally important generic Virasoro VOA, es-
pecially when combined with the follow-up work establishing the equivalence of the
tensor categories of the first row modules of the VOA and of (type-1) finite-dimensional
representations of the quantum group Uq(sl2). The formulation is practical, and in par-
ticular allows us to perform VOA calculations with very straightforward linear algebra
in finite-dimensional representations of Uq(sl2).

Conversely the method sheds light onto the quantum group method of [KP20]. No-
tably, VOA techniques can be used to systematize the calculation of general series
expansion coefficients of the correlation functions obtained from the method. Moreover,
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the result gives a rather satisfactory characterization of the space of solutions to BSA
PDEs obtained from the quantum group method: it says that the obtained solutions are
exactly the linear span of the conformal blocks, which can be described combinatorially,
and in this sense all solutions relevant to CFTs are included. By contrast, direct analytical
description of the solution space is complicated already in the particular case involving
only second order BSA PDEs [FK15a].

Underlying the method and the results is the key observation that the intertwining
operators in the first row subcategory for the generic Virasoro VOA are described by
explicit analytic functions, not just formal series.

Related works The recent article [CJH+21] also treats the question about the tensor
products in a subcategory of modules for the generic universal Virasoro VOA. The
category of all C1-cofinite modules considered there is more general than the first row
category considered in the present article. Our approach is thus less general, but it is
fully explicit, and additionally shows the intimate relationship with the quantum group.

Very recently, in [GN21], a ribbon tensor equivalence was established between a
module category of the Virasoro VOA at a central charge lying in a specific series and a
module category of the quantum SL2 at a root of unity. That article employs results about
tensor categories directly, and specifically the fact that the tensor categories in question
have a distinguished generator. The first row subcategory of the generic Virasoro VOA
is also generated (as a tensor category) by a single module. With the methods of [GN21]
one could therefore expect to obtain a complementary viewpoint to the relationship of
the Uq(sl2) and our first row subcategory, which would be directly category theoretical
but not as explicit about the correlation functions as our approach.

The setting of the article [TV14] involves the same VOA and the same quantum
group as the present work, and the authors also observed a duality between modules of
the two. The modules of both are, however, different from what we consider here. In
other words, the results of us and [TV14] thus pertain to different CFTs despite the fact
that the VOA and the quantum group are the same.

The quantum group method of [KP20] relies on tensor products of finite-dimensional
representations of the quantum group Uq(sl2) at generic values of the deformation pa-
rameter q when the representation theory is semisimple. Questions about it often reduce
to the commutant of the quantum group on the tensor product representation, via a
general q-Schur-Weyl duality. This approach to calculations with the quantum group
method has been developed in particular by Flores and Peltola, in a series of articles
[FP18b,FP18a,FP20,FP21]. The commutant is a generalization of Temperley-Lieb al-
gebas, and Flores and Peltola have developed specific representation theoretic tools that
are suitable for explicit calculations in the quantum group method. Some of the calcu-
lations in the present article, especially related to the 6 j symbols, are closely parallel to
such a q-Schur-Weyl duality approach. The results we need are, however, sufficiently
concrete and tractable directly, so we do not need to introduce the commutant algebra
and its presentation by generators and relations.

Ideas of reconstructing intertwining operators for the Virasoro VOA from integral
formulas appeared already in the seminal article [Fel89], and more recently [KKP19]
contains a conjecture of a special case of the precise relationship between the quantum
group method and the generic Virasoro VOA that we establish here.

As a future perspective, it would be desirable to develop the method to a more
systematic one and facilitate generalizations in particular to non-semisimple, root of
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unity cases. For that purpose, we view the theories of twisted (co)homologies [AK11,
TW14] and Nichols algebras [Len21] as particularly promising.

2. Background on the Quantum Group Method

In this section we review the method of [KP20], by which one construct functions of
relevance to conformal field theories from vectors in tensor product representations of
a quantum group. In Sect. 3 we select specific vectors in such representations, which
will correspond to the conformal blocks that are crucial to all of our main results: the
construction (Sect. 4) of the intertwining operators among the first-row modules of the
generic Virasoro VOA, their compositions (Sect. 5), and associativity (Sect. 6).

The textbook [Kas95] uses conventions similar to ours about the quantumgroupUq (sl2).
Our specific choices and notations are identical to [KP20].

2.1. The quantum group. The quantum group Uq(sl2) is the Hopf algebra defined as
follows. Fix a non-zero complex number q ∈ C \ {0}.

Definition of the quantum group As an algebra, Uq(sl2) is generated by elements

E, F, K , K−1,

subject to relations

KK−1 = 1 = K−1K , K E = q2 EK ,

EF − FE = 1

q − q−1

(
K − K−1) K F = q−2 FK .

The Hopf algebra structure on Uq(sl2) is uniquely determined by the coproduct, an alge-
bra homomorphism � : Uq(sl2) → Uq(sl2) ⊗ Uq(sl2), whose values on the generators
are

�(K ) = K ⊗ K , �(E) = E ⊗ K + 1 ⊗ E, �(F) = F ⊗ 1 + K−1 ⊗ F.

Representations of the quantum group Weconsider the representations ofUq (sl2)which
continuously q-deform the finite-dimensional representations of sl2. These are specified
by a highest weight λ ∈ N. The (λ + 1)-dimensional representationMλ of Uq(sl2) has a

basis (u(λ)
j )λj=0 in which the generator K acts diagonally

K .u(λ)
j = qλ−2 j u(λ)

j , for j = 0, . . . , λ,

and the generators E and F act as raising and lowering operators

E .u(λ)
j =

{
0 if j = 0

� j� �λ + 1 − j� u(λ)
j−1 if 0 < j ≤ λ,

F.u(λ)
j =

{
u(λ)
j+1 if 0 ≤ j < λ

0 if j = λ,
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where we used the q-integers defined by

�n� = qn − q−n

q − q−1 .

The representations Mλ, λ ∈ N, are irreducible if q is not a root of unity, as we will
assume throughout the present article.

Tensor product representations Using the coproduct � : Uq(sl2) → Uq(sl2)⊗Uq(sl2),
we can equip the tensor productV′⊗V′′ of any two representationsV′,V′′ ofUq(sl2)with
the structure of a representation.Coassociativity of� ensures thatwe can unambiguoulsy
define triple tensor products such as V′ ⊗ V′′ ⊗ V′′′, as well as further iterated tensor
products. One should note, however, that due to the lack of cocommutativity of �, we
can not canonically identify V′ ⊗ V′′ with V′′ ⊗ V′. In the category of modules that we
will consider, such identifications can be done by braiding, but the choice of braiding
direction must be specified.

The rest of the section assumes that q is not a root of unity,

qn �= 1 for all n ∈ Z \ {0} .

Then the tensor products of the representations Mλ, λ ∈ N, are completely reducible,
and the Clebsch–Gordan decomposition is the same as for sl2

Mλ ⊗ Mμ
∼=

min(μ,λ)⊕

�=0

Mμ+λ−2�, (2.1)

see, e.g., [KP20, Lemma 2.4]. Let us therefore define the selection rule set associated
to μ, λ ∈ N as the set of those σ such that a copy of Mσ is contained inMλ ⊗ Mμ, i.e.,

Sel(μ, λ) :=
{
σ ∈ N

∣∣∣ σ + μ + λ ≡ 0 (mod 2), |μ − λ| ≤ σ ≤ μ + λ
}

.

Note the symmetries

Sel(μ, λ) = Sel(λ, μ) and

σ ∈ Sel(μ, λ) ⇐⇒ μ ∈ Sel(σ, λ) ⇐⇒ λ ∈ Sel(μ, σ ).

The most convenient formulation of the Clebsch–Gordan rule for our purposes is in
terms of the following embedding.

Lemma 2.1. Let μ, λ ∈ N. Then we have

dim
(
HomUq (sl2)(Mσ , Mλ ⊗ Mμ)

)
=

{
1 if σ ∈ Sel(μ, λ)

0 otherwise.

In the case σ ∈ Sel(μ, λ), any Uq(sl2)-module map Mσ → Mλ ⊗ Mμ is proportional
to the embedding

ιλ,μ
σ : Mσ ↪→ Mλ ⊗ Mμ (2.2)

which is uniquely determined by

ιλ,μ
σ

(
u(σ )
0

) =
μ+λ−σ

2∑

i, j=0

δi+ j, μ+λ−σ
2

(−1) j
�μ − j�!�λ − i�!
�μ�!�λ�!�i�!� j�!

q j (μ+1− j)

(q − q−1)
μ+λ−σ

2

(u(λ)
i ⊗ u(μ)

j ).
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Proof. This follows directly from, e.g., [KP20, Lemma 2.4]. �
Since for σ ∈ Sel(μ, λ) the multiplicity of the irreducible representation Mσ in the
tensor product Mλ ⊗ Mμ is one, there exist a unique Uq(sl2)-module map

π̂ σ
λ,μ : Mλ ⊗ Mμ → Mσ such that π̂ σ

λ,μ ◦ ιλ,μ
σ = idMσ

. (2.3)

The projection

π σ
λ,μ : Mλ ⊗ Mμ → Mλ ⊗ Mμ,

from Mλ ⊗ Mμ to its unique subrepresentation isomorphic to Mσ then agrees with the

composition of π̂ σ
λ,μ with the embedding ι

λ,μ
σ ,

π σ
λ,μ = ιλ,μ

σ ◦ π̂ σ
λ,μ. (2.4)

2.2. The correspondence with functions. Throughout this section, we parametrize q by
κ via

q = q(κ) = ei4π/κ ,

and assume that κ ∈ (0,∞) \ Q. Then q has unit modulus, but is not a root of unity.
For λ ∈ N, we write

h(λ) := λ
(
2(λ + 2) − κ

)

2κ
(2.5)

for the conformal weight of a module in the “first row of the Kac table” (see Sect. 4).
For N ∈ N, let us denote by

XN :=
{
(x1, . . . xN ) ∈ R

N
∣∣ x1 < · · · < xN

}

the chamber of N ordered real variables. We also fix parameters λ1, . . . , λN ∈ N, and
sometimes refer to all of them collectively as

λ = (λ1, . . . , λN ).

We are interested in functions F : XN → C that satisfy certain properties moti-
vated by conformal field theory: N linear partial differential equations, asymptotics as
two variables approach each other, as well as translation invariance, homogeneity, and
sometimes covariance under more general Möbius transformations.

Specifically, for each j ∈ {1, . . . , N }, we define a Benoit–Saint-Aubin partial differ-
ential operator

D ( j) :=
λ j+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ j+1

(−4/κ)1+λ j−k λ j !2
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )
L

( j)
−p1 · · ·L ( j)

−pk , (2.6)

of order λ j + 1, where

L
( j)
n := −

∑

1≤i≤N
i �= j

(
(xi − x j )

1+n ∂

∂xi
+ (1 + n)h(λi ) (xi − x j )

n
)

, for n ∈ Z. (2.7)
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The parameters λ1, . . . , λN ∈ N as well as the number of variables N are implicit
in this notation. Note that with a fixed j , the operators L ( j)

n satisfy the Witt algebra
commutation relations

[L ( j)
m ,L

( j)
n ] = (m − n)L

( j)
m+n, for m, n ∈ Z.

The correspondence involves the representation of the quantum group Uq(sl2) con-
structed as the tensor product of the irreducible representations Mλ1 , . . . ,MλN . The
tensorands are ordered from left to right in the reverse order of the index, and we use
the shorthand notation

N⊗

i=1

Mλi = MλN ⊗ · · · ⊗ Mλ1 (2.8)

for this ordering convention. Similarly we denote, e.g.,

⊗

i< j

Mλi = Mλ j−1 ⊗ · · · ⊗ Mλ1 ,
⊗

i> j

Mλi = MλN ⊗ · · · ⊗ Mλ j+1 .

For the projection π τ
λ j+1,λ j

of (2.4) applied in the two consecutive tensorands with in-
dices j, j + 1, we use the notation

π τ{ j, j+1} :
N⊗

i=1

Mλi →
N⊗

i=1

Mλi

π τ{ j, j+1} =
(( ⊗

i> j+1

idMλi

) ⊗ π τ
λ j+1,λ j

⊗ (⊗

i< j

idMλi

))
,

and when the projection π̂ σ
λ j+1,λ j

is applied instead (thus reducing the number of tenso-
rands by one), we use the notation

π̂ τ{ j, j+1} :
N⊗

j=1

Mλ j →
(( ⊗

i> j+1

Mλi

) ⊗ Mτ ⊗ (⊗

i< j

Mλi

))

π̂ τ{ j, j+1} =
(( ⊗

i> j+1

idMλi

) ⊗ π̂ τ
λ j+1,λ j

⊗ (⊗

i< j

idMλi

))
.

Within the tensor product (2.8), we are primarily concerned with the subspace

Hλ :=
⎧
⎨

⎩
v ∈

N⊗

j=1

Mλ j

∣∣∣
∣ E .v = 0

⎫
⎬

⎭
(2.9)

consisting of highest weight vectors.

Theorem 2.2. [KP20] There is a family of linear mappingsF : Hλ → C∞(XN ) indexed

byλ ∈ ⊔
N∈N

N
N , normalized so that for N = 1andanyλ1 ∈ NwehaveF[u(λ1)

0 ](x1) ≡
1, and with the following properties:
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(PDE) For any u ∈ Hλ the function F = F[u] : XN → C satisfies

D ( j)F(x1, . . . , xN ) = 0

for all j = 1, . . . , N and (x1, . . . , xN ) ∈ XN .

(COV) For any u ∈ Hλ the function F = F[u] : XN → C is translation invariant,

F(x1 + t, . . . , xN + t) = F(x1, . . . , xN )

for all (x1, . . . , xN ) ∈ XN and t ∈ R . (2.10)

If, moreover, u is a Cartan eigenvector, u ∈ Hλ ∩ Ker(K − qσ ), then the
function F = F[u] : XN → C is translation invariant and homogeneous,

F(sx1 + t, . . . , sxN + t) = sh(σ )−∑N
i=1 h(λi ) F(x1, . . . , xN )

for all (x1, . . . , xN ) ∈ XN and t ∈ R, s > 0 . (2.11)

Finally, if u lies in a trivial subrepresentation, u ∈ Hλ ∩ Ker(K − 1), then
the function F = F[u] : XN → C is fully Möbius-covariant in the sense that
for any (x1, . . . , xN ) ∈ XN and any M(z) = az+b

cz+d such that M(x1) < · · · <

M(xN ), we have

F(M(x1), . . . ,M(xN )) =
N∏

i=1

M′(xi )−h(λi ) F(x1, . . . , xN ). (2.12)

(ASY) If u ∈ Hλ lies in the subrepresentation corresponding to the irreducibleMτ in
the tensor product of the j:th and j + 1:th factors, i.e., if u = π τ{ j, j+1}(u), then
the function F = F[u] : XN → C has the expansion

F(x1, . . . , x j , x j+1, . . . , xN )

= B (x j+1 − x j )
�

(
F̂

(
x1, . . . , ξ, . . . , xN

)
+ o(1)

)
as x j , x j+1 → ξ,

where F̂ = F[û] with
û = π̂ τ{ j, j+1}(u) ∈

(( ⊗

i> j+1

Mλi

) ⊗ Mτ ⊗ (⊗

i< j

Mλi

))
,

and B = B τ
λ j+1,λ j

= 1

((λ j + λ j+1 − τ)/2)!
∏(λ j+λ j+1−τ)/2

p=1

�(1+
4

κ
p)�(1− 4

κ
(1+λ j − p)) �(1− 4

κ
(1+λ j+1 − p))

�(1 +
4

κ
) �(2 − 2

κ
(4 − 2p + λ j + λ j+1 + τ))

and � = � τ
λ j+1,λ j

=

h(τ ) − h(λ j ) − h(λ j+1).

2.3. Series expansions of the functions. The method of Theorem 2.2 in fact yields not
only smooth functions, but analytic functions which have Frobenius series expansions
on the codimension one boundaries of the chamber XN . These Frobenius series will be
important in Sects. 5 and 6. We start with a general definitions about the assumptions
we use on parametrized power series, and then state the series expansion results. The
proofs are left to “Appendix A”.
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Controlled parametrized power series Wewill need to expand the functions of Sect. 2.2
as power series recursively one variable at a time. Therefore, we will treat one of the
variables as the variable of the power series, and the other variables as parameters. In
order to be able to perform the natural operations on the power series, we need the
following type of control of the power series coefficients locally uniformly over the the
parameters.

Definition 2.3. Let� ⊂ R
m be an open set and ck : � → C smooth functions for k ∈ N.

For R > 0, we say that (ck)k∈N are locally uniformly R-controlled power series
coefficients if for every compact K ⊂ � and every multi-index α ∈ N

m we have

lim sup
k→∞

(
sup
y∈K

|∂αck(y)|
)1/k ≤ 1

R
.

As simpler terminology, in the above situation we may just say that the power series

∞∑

k=0

ck(y) z
k

parametrized by y ∈ � is locally uniformly R-controlled. Note that by the Cauchy-
Hadamard formula for the radius of convergence, this implies in particular that for
any y ∈ � the radius of convergence of the power series itself and its coefficientwise
derivatives with respect to the parameters y have radius of convergence at least R.

Analyticity and Frobenius series statements The analyticity statement in a single vari-
able for the functions from Theorem 2.2 is the following.

Lemma 2.4. Let F = F[u] : XN → C be the function associated to any u ∈ Hλ, and
let (x1, . . . , xN ) ∈ XN , and let j ∈ {1, . . . , N }. Then we have a power series expansion

F(x1, . . . , x j−1, z j , x j+1, . . . , xN ) =
∞∑

k=0

ck(x1, . . . , x j−1, x j+1, . . . , xN )
(
z j − x j

)k

in the j:th variable. For fixed x j ∈ R and R > 0, viewing the other variables (xi )i �= j

as parameters, on the subset � ⊂ R
N−1 defined by the conditions x1 < · · · < xN and

mini �= j |xi − x j | > R, the power series is locally uniformly R-controlled.

The proof is elementary, but it is instructive as a preparation for the consideration of the
Frobenius series, so we give it in “Appendix A”.

The Frobenius series statement that we will use is the following. Variants of this
formulation with obvious modifications to the statement and proof could be done as
well.

Lemma 2.5. Let j ∈ {2, . . . , N }. Suppose that τ ∈ Sel(λ j−1, λ j ) and that u ∈ Hλ is
such that u = π τ{ j−1, j}(u). The function F = F[u] : XN → C associated to u has a
Frobenius series expansion in the variable z = x j − x j−1

F
(
x1, . . . , x j−1, (x j−1+z), x j+1, . . . , xN

) = z�
∞∑

k=0

ck(x1, . . . , x j−1, x j+1, . . . , xN )zk
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where the indicial exponent is � = h(τ ) − h(λ j ) − h(λ j−1). For fixed R > 0, viewing
the other variables (xi )i �= j as parameters, on the subset � ⊂ R

N−1 defined by the
conditions x1 < · · · < xN andmini �= j, j−1 |xi − x j−1| > R, the power series part of this
Frobenius series is locally uniformly R-controlled, and for 0 < z < R the Frobenius
series converges to the function F on the left hand side.

Remark 2.6. The leading coefficient c0 of the Frobenius series in Lemma 2.5 is related
to the value of the function associated to û = π̂ τ{ j−1, j}(u) as follows

c0(x1, . . . , x j−1, x j+1, . . . , xN ) = B × F[û](x1, . . . , x j−1, x j+1, . . . , xN ),

where B = B τ
λ j ,λ j−1

is as in Theorem 2.2. This can be seen from the (ASY) part of
Theorem 2.2 (or more directly from the proofs).

The proof of Lemma 2.5 is based on an elaboration of ideas from [KP20], in particular
those leading to part (ASY) of Theorem 2.2. Since this result will be crucially relied on
in the present article, we outline the proof in “Appendix A”.

3. Construction of Conformal Block Vectors for the Quantum Group

In this section we construct specific vectors in tensor product representations of the
quantum group Uq(sl2), which will correspond to our basis of “conformal blocks”.
More precisely, in the subsequent sections, compositions of intertwining operators in
the first row category of modules for the generic Virasoro VOA will be obtained from
these vectors via the quantum group method of Sect. 2.

3.1. Thequantum6 j -symbols. The embeddings ιλ,μ
σ : Mσ ↪→ Mλ⊗Mμ inLemma2.1

can be combined in different ways, and the relationships between the choices are given
by the quantum 6 j-symbols.

Lemma 3.1. Let λ1, λ2, λ3 ∈ N. Then for any σ ∈ N, the space

HomUq (sl2)

(
Mσ , Mλ3 ⊗ Mλ2 ⊗ Mλ1

)

has one basis consisting of
(
ιλ3,λ2ν ⊗ idMλ1

) ◦ ιν,λ1
σ , ν ∈ Sel(σ, λ1) ∩ Sel(λ3, λ2),

and another basis consisting of
(
idMλ3

⊗ ιλ2,λ1κ

) ◦ ιλ3,κσ , κ ∈ Sel(σ, λ3) ∩ Sel(λ2, λ1).

Proof. Clearly the given maps are Uq(sl2)-module maps Mσ → Mλ3 ⊗ Mλ2 ⊗ Mλ1 .
It follows straightforwardly from coassociativity and Clebsch–Gordan decompositions
that the two collections both span and are linearly independent. �

The expansions of the elements of the second basis of Lemma 3.1 with respect to the
first basis are denoted as in the following:

(
idMλ3

⊗ ιλ2,λ1κ

) ◦ ιλ3,κσ =
∑

ν

{
λ3 λ2 ν

λ1 σ κ

}(
ιλ3,λ2ν ⊗ idMλ1

) ◦ ιν,λ1
σ . (3.1)
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σ

λ1

λ3 λ2

κ =
∑

ν

{
λ3 λ2 ν

λ1 σ κ

}

σ

λ1

λ3 λ2

ν

The coefficients
{

λ3 λ2 ν

λ1 σ κ

}
in these expansions are called the quantum 6 j symbols.

3.2. The construction of the conformal block vectors. Fix

λ = (λ0, λ1, . . . , λN , λ∞) ∈ N
N+2

throughout. Note that compared to Sect. 2 we now have two additional labels, λ0 and λ∞.
They will later be seen to have the interpretations of labels of primary fields at the origin
and at infinity.

Definition 3.2. A sequence

ς = (ς0, ς1, . . . , ςN−1, ςN ) ∈ N
N+1

is said to be λ-admissible, if we have

ς0 = λ0, ςN = λ∞, and

λ j ∈ Sel(ς j , ς j−1) for all j = 1, . . . , N

The following picture should serve as a visual guide to what is going on at the level of
representations of Uq(sl2) (and in fact at the level of modules of the generic Virasoro
VOA in later sections); the λ-admissibility of the sequence ς exactly ensures that the
selection rules are satisfied at every vertex of this picture:

· · ·
ςN

=

λ∞

ς0 .

=

λ0

λN λN−1 λ2 λ1

ςN−1 ς1

We seek to associate a conformal block to such an admissible sequence, and for that
purpose we will first associate to it a suitable vector

uς ∈
( N⊗

j=1

Mλ j

)
⊗ Mλ0 .

Our convention is that tensor products are formed in the order with the indices increasing
from right to left, i.e., the space above is

MλN ⊗
(
MλN−1 ⊗

(
· · · ⊗ (

Mλ2 ⊗ (Mλ1 ⊗ Mλ0)
) · · ·

))
.
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Above we have placed the parentheses to illustrate the idea according to which the
vector uς is chosen. The construction of the vector is done with the composition

MςN
� � �� MλN ⊗ MςN−1

� � �� MλN ⊗ MλN−1 ⊗ MςN−2
� � �� · · ·

� � ��
(⊗N

j=1Mλ j

) ⊗ Mς0 ,

(3.2)

of embeddings
((⊗

i> j idMλi

) ⊗ ι
λ j ,ς j−1
ς j

)
:

((⊗
i> j Mλi

) ⊗ Mς j

)

� � ��
((⊗

i> j−1Mλi

) ⊗ Mς j−1

)

.

Namely, we take uς to be the image of the highest weight vector u(λ∞)
0 ∈ Mλ∞ under

this composition of embeddings,

uς :=
((( N⊗

j=2

idMλ j

) ⊗ ιλ1,ς0ς1

)
◦ · · · ◦

(
idMλN

⊗ ι
λN−1,ςN−2
ςN−1

)
◦ ι

λN ,ςN−1
λ∞

)
(u(λ∞)

0 ).

(3.3)

Lemma 3.3. The vector uς in (3.3) satisfies

E .uς = 0 and K .uς = qλ∞ uς .

Proof. These properties are satisfied by the vector u(λ∞)
0 ∈ Mλ∞ , and the mapping

applied on this vector in (3.3) is a Uq(sl2)-module map. �
More formally, the reason for the choice of uς is the following projection conditions.

We use partial compositions of the following sequence

MλN ⊗ · · · ⊗ Mλ1 ⊗ Mλ0
�� �� · · · �� �� MλN ⊗ MλN−1 ⊗ MςN−2

�� �� MλN ⊗ MςN−1
�� �� Mλ∞

of projections
((⊗

i> j idMλi

) ⊗ π̂
ς j

λ j ,ς j−1

)
:

((⊗
i> j−1Mλi

) ⊗ Mς j−1

)

�� ��
((⊗

i> j Mλi

) ⊗ Mς j

)
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Proposition 3.4. For each j = 1, . . . , N, denote by P( j)(uς ) ∈ (⊗
i≥ j Mλi

) ⊗ Mς j−1

the image of uς under the composition of the first j −1 projections above. The following
conditions hold for the vector uς in (3.3):

P( j)(uς ) =
((⊗

i> j

idMλi

) ⊗ π
ς j

λ j ,ς j−1

)(
P( j)(uς )

)

for each j = 1, . . . , N.Moreover, uς is up to a multiplicative constant the unique vector

in
(⊗N

j=1Mλ j

) ⊗ Mλ0 for which the above conditions hold.

Proof. The conditions for vector uς follow directly from its construction, using the

relationships π σ
λ,μ ◦ ι

λ,μ
σ = ι

λ,μ
σ and π̂ σ

λ,μ ◦ ι
λ,μ
σ = idMσ

between the projections and
embeddings.

Uniqueness (up to multiplicative constants) can be shown by an induction over N ,
using the multiplicity-free branching rule (2.1). �

4. Generic Virasoro VOA

This section introduces the main algebraic structure of the present work, the generic
Virasoro vertex operator algebra. We also define its modules and intertwining operators
between modules.

From the point of view of physics, vertex operator algebras serve as the chiral algebras
of conformal field theories, and the case of the Virasoro VOA is appropriate for the case
with conformal symmetry alone. The modules of a VOA correspond to the (conformal
families of) fields in the CFT. Intertwining operators are the building blocks of the
correlation functions of these fields.

This section is organized as follows. In Sect. 4.1we introduce notation and fix conven-
tions about formal series. In Sect. 4.2 we introduce the Virasoro algebra and its highest
weight representations, as well as theVOAs based on them. Sect. 4.3 contains the general
definition of modules and intertwining operators of VOAs, and Sect. 4.4 concentrates
on the specific case of the first row modules of the generic Virasoro VOA. The specific
result about the fusion rules, in particular, is given in Sect. 4.4. Much of the topic of this
section can be found in textbooks. To the extent possible, in our presentation we follow
[LL04] in Sects. 4.1–4.2, and [Xu98,Li99] in Sects. 4.1–4.3. The more specific fusion
rule statement of Sect. 4.4 has been obtained through a different method in [FZ12].

4.1. Some notational conventions. Let us first fix some notational conventions.

General conventions When a statement depends on a real number m (integer, natural
number, …), we use the quantifier “for m � 0” (resp. “for m � 0”) to mean that the
statement holds for all sufficiently large m (resp. sufficiently small m), i.e., that there
exists some m0 such that the statement holds for all m > m0 (resp. for all m < m0).

Formal series We will have to consider various types of formal series: polynomials,
Laurent polynomials, formal power series, formal Laurent series, and formal series of
yet more general types. The formal series are formal sum expressions with terms which
are a coefficient times a power of a formal variable. The coefficients are always taken to
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lie in some complex vector space, and consequently also the spaces of formal series are
naturally vector spaces with addition and scalar multiplication defined coefficientwise.

Let V be a vector space, and let z be a formal variable.
The space of formal power series with coefficients in V is

V [[z]] =
{

∑

n∈N

vn z
n

∣
∣∣∣ vn ∈ V for all n ∈ N

}

, (4.1)

and the space of polynomials is the subspace V [z] ⊂ V [[z]] consisting of those formal
power series

∑
n∈N

vn z
n which only have finitely many non-zero coefficients, i.e., vn =

0 for all n � 0.
Similarly the space of formal Laurent series with coefficients in V is

V [[z±1]] =
{

∑

m∈Z

vm zm
∣∣
∣∣ vm ∈ V for all m ∈ Z

}

, (4.2)

and space of Laurent polynomials is the subspace V [z±1] ⊂ V [[z±1]] consisting
of those formal Laurent series

∑
m∈Z

vm zm which only have finitely many non-zero
coefficients, i.e., vm = 0 for |m| � 0. The residue of a formal Laurent series is defined
as

Resz
( ∑

m∈Z

vm zm
)

= v−1.

The space of general formal series with coefficients in V is

V {z} =
{

∑

α∈C

vα z
α

∣∣∣
∣ vα ∈ V for all α ∈ C

}

. (4.3)

Elements of any of the above are typically denoted by e.g. f (z) = ∑
i vi z

i , to
explicitly indicate the formal variable z, and to emphasize the analogue with functions.

Series with several formal variables are defined by considering series in one vari-
able with coefficients in a vector space of formal series of other variables, and natural
identifications are made without comment: we set, e.g., V [[z,w]] = (

V [[z]])[[w]] =(
V [[w]])[[z]].

Binomial expansion convention We follow the commonly used binomial expansion
convention according to which the power of a binomial in formal variables is always
expanded in non-negative integer powers of the second variable: for example if z,w are
two formal variables and β ∈ C, we interpret

(z +w)β =
∞∑

n=0

(
β

n

)
zβ−n wn ∈ C{z}[[w]],

where

(
β

n

)
:= 1

n!
n−1∏

j=0

(β − j). (4.4)
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The convention does require some caution: for instance for n ∈ Z>0 the two series

(z − w)−n �= (−w + z)−n

are not equal, but are different Laurent series expansions of the same rational function
function. The series on the left is inC[[z±1,w]] and is convergent in the region |z| > |w|,
while the series on the right is in C[[z,w±1]] and is convergent in the region |w| > |z|.
In the case of non-integer β, note that non-integer powers are placed on only one of the
formal variables, leading to different branch choice issues when specializing the formal
variables to actual complex values.

The formal delta function The formal delta-function in the formal variable z is the formal
Laurent series

δ(z) =
∑

m∈Z

zm ∈ C[[z±1]]. (4.5)

If z,w, u are formal variables, with the binomial expansion convention we interpret

δ
( z − w

u

)
=

∑

m∈Z

∞∑

n=0

(
m

n

)
(−1)n u−m zm−n wn ∈ C[[u±1, z±1,w]].

Multiplication of formal series In the case when V = A is an associative algebra, e.g.,
V = C or V = End(W ) for some vector space W , multiplication of formal series of
particular typesmay bemeaningful: e.g. the product a(z) b(z) of two formal power series
a(z), b(z) ∈ A[[z]] is well-defined in A[[z]] (there are finitely many contributions to the
coefficient of any zn), and the product f (z) g(z) of a general series f (z) ∈ A{z} with
a Laurent polynomial g(z) ∈ A[z±1] is well-defined in A{z} (there are finitely many
contributions to the coefficient of any zα).

Likewise, suitable formal series with complex coefficients can be multiplied with
suitable series with coefficients in complex vector spaces: e.g., the multiplication of a
Laurent polynomial r(z) ∈ C[z±1] with a formal power series h(z) ∈ V [[z]] is well-
defined in V [[z±1]] (there are finitely many contributions to the coefficient of any zm).

Where well-defined, we use any such products without explicit comment in what
follows.

4.2. Generic Virasoro vertex operator algebra.

Virasoro algebra The Virasoro algebra is the complex Lie algebra

vir =
⊕

n∈Z

CLn ⊕ CC

with the Lie bracket determined by

[Lm, Ln] = (m − n) Lm+n +
m3 − m

12
δm+n,0 C for m, n ∈ Z,

[C, vir] = 0.
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To describe the relevant representations of vir, we introduce the Lie subalgebras

vir>0 :=
⊕

n>0

CLn, vir<0 :=
⊕

n<0

CLn,

vir0 := CL0 ⊕ CC, vir≥0 := vir0 ⊕ vir>0.

The universal enveloping algebra of vir is denoted by U(vir).

Verma module For c, h ∈ C, the Verma module M(c, h) of central charge c and
conformal weight h is defined as the quotient of the universal enveloping algebra by
the left ideal generated by the elements C − c1, L0 − h1, and Ln for n > 0, i.e.

M(c, h) := U(vir)
/(

U(vir)(C − c1) + U(vir)(L0 − h1) + U(vir) vir>0

)
. (4.6)

By construction, the vector w̄c,h := [1] ∈ M(c, h) satisfies

Cw̄c,h = c w̄c,h, L0w̄c,h = h w̄c,h, Ln w̄c,h = 0 for n > 0,

and it is a cyclic vector, i.e., it generates thewhole representation,U(vir)w̄c,h = M(c, h).
Owing to the Poincaré–Birkhoff–Witt (PBW) theorem, as a vector space the Verma

module is isomorphic to U(vir<0); a PBW basis for M(c, h) consists of vectors

L−nk · · · L−n1 w̄c,h, (4.7)

where k ∈ N and 0 < n1 ≤ n2 ≤ · · · ≤ nk .
The central element C acts as the scalar c on M(c, h). The element L0 is diagonaliz-

able and has eigenvalues h + d, d ∈ N, and we use this to define a grading of the Verma
module

M(c, h) =
∞⊕

d=0

Ker
(
L0 − (h + d) idM(c,h)

)
.

The homogeneous subspaces in this grading are finite-dimensional, since the basis ele-
ments (4.7) are eigenvectors of L0, with eigenvalues h + d, where d = n1 + · · · + nk .

The Verma module has a filtration associated with the PBW basis, which we will use
extensively. For each p ∈ Z≥0, we define the subspace

F pM(c, h) := span
{
L−nk · · · L−n1 w̄c,h

∣
∣∣ 0 < n1 ≤ · · · ≤ nk, k ≤ p

}
⊂ M(c, h)

(4.8)

spanned by basis vectors (4.7) with “PBWword-length” at most p. The PBW filtration
is the increasing sequence of subspaces

Cw̄c,h = F 0M(c, h) ⊂ · · · ⊂ F pM(c, h) ⊂ F p+1M(c, h) ⊂ · · · ⊂ M(c, h),

which clearly has the property that
⋃

p∈N
F pM(c, h) = M(c, h). Note furthermore that

each subspace F pM(c, h) is itself a representation of the Lie subalgebra vir≥0 ⊂ vir.
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Highest weight modules If χ is a non-zero vector in a representation W of vir, which
for some η ∈ C and c ∈ C satisfies

L0χ = ηχ, Cχ = cχ, and Lnχ = 0 for all n > 0,

then we call χ ∈ W a singular vector.
If a singular vector χ ∈ W generates the whole representation,

U(vir)χ = W,

then it is called a highest weight vector, the representation W is called a highest
weight representation, and the L0-eigenvalue η and the C-eigenvalue c of χ are called
its conformal weight and central charge, respectively. As an example, the Verma
module M(c, h) is a highest weight representation and w̄c,h its highest weight vector.
Note that a highest weight vector in a given representation is necessarily unique up to
non-zero scalar multiples.

By construction the Verma module M(c, h) has the universal property that for any
highest weight representation W with the same central charge c and highest weight h,
there exists a surjective U(vir)-module map

M(c, h) �� �� W .

As a consequence, any highest weight representation is isomorphic to a quotient of a
Verma module by a proper subrepresentation (possibly zero). In particular, a highest
weight representationW with highest weight h also admits a N-grading by eigenvalues
of L0 − h idW , and the homogeneous subspaces Ker

(
L0 − (h + d) idW

)
are finite-

dimensional. The PBW filtration of a Verma module is also inherited to its quotient:
lettingF pW denote the image ofF pM(c, h) under the above surjection, we obtain an
increasing filtration

Cχ = F 0W ⊂ F 1W ⊂ · · · ⊂ F pW ⊂ F p+1W ⊂ · · · ⊂ W.

Since the surjection is a U(vir)-module map, each F pW is a representation of vir≥0.
The unique irreducible highest weight representation with given c, h is the quotient

of the Verma module M(c, h) by its maximal proper subrepresentation. A basic fact is
that all subrepresentations of Verma modules are generated by singular vectors, and that
at most two singular vectors are needed to generate a given subrepresentation [FF90],
see also [IK11, Chapter 6].

The easiest example of a non-trivial submodule of a Verma module appears when
h = 0: the vector L−1w̄c,0 is a singular vector in the Verma module M(c, 0) and thus
generates a proper subrepresentation U(vir)L−1w̄c,0 ⊂ M(c, 0). This easy case will
be relevant for the universal Virasoro vertex operator algebra, but we first give other
examples that are the building blocks of the module category that we study.

The Kac table and its first row The highest weights h for which the Verma mod-
uleM(c, h) is not irreducible formwhat is called theKac table: these highest weights hr,s
are indexed by two positive integers r, s.
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Let us parametrize central charges c by κ via1

c = c(κ) := 1 − 3(κ − 4)2

2κ
= 13 − 6

(κ

4
+
4

κ

)
(4.9)

Then an explicit formula for the Kac table highest weights is

hr,s(κ) := 16(s2 − 1) + 8κ(1 − rs) + κ2(r2 − 1)

16κ
, for r, s ∈ Z>0.

We will be interested in highest weight modules with conformal weights in the first row
of the Kac table, i.e., with r = 1. These conformal weights are exactly the ones in (2.5);
we have

h(λ) = h1,1+λ(κ) = λ(2(λ + 2) − κ)

2κ
, for λ ∈ N. (4.10)

Lemma 4.1. [FF90] Assume κ �∈ Q and λ ∈ N, and let c and h(λ) be as in (4.9)
and (4.10). Then the maximal proper subrepresentation of the Vermamodule M(c, h(λ))

is isomorphic to the Verma module M(c, h(λ) + 1 + λ). In particular, the irreducible
highest weight representation with highest weight h(λ) is the quotient

Qλ := M(c, h(λ))
/
M(c, h(λ) + 1 + λ). (4.11)

Proof. See, e.g., [FF90] or [IK11, Section 5.3.1].With the above assumptions, theVerma
module M(c, h(λ)) falls in “class I” following the terminology of Iohara and Koga
[IK11]. �

The singular vector in M(c, h(λ)) that generates the maximal proper subrepresenta-
tion M(c, h(λ) + 1 + λ) ⊂ M(c, h(λ)) is given by the explicit formula of [BSA88],

Sλ w̄c,h(λ) ∈ M(c, h(λ)), where

Sλ :=
λ+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ+1

(−4/κ)λ+1−k (λ!)2
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )
L−p1 · · · L−pk ∈ U(vir).

(4.12)

1 This parametrization of the central charges c ≤ 1 by κ > 0 arises naturally in the context Schramm-
Loewner Evolutions (SLE). It is a 2-to-1 parametrization (except at c = 1 and κ = 4): the values κ and
κ ′ = 16

κ give rise to the same c. In these two cases with the same central charge c we will introduce different
categories of modules for the same vertex operator algebra. What we call “the first row of the Kac table” for
κ ′ becomes instead “the first column of the Kac table” for κ—notice that hr,s (κ ′) = hs,r (κ) in the formula
below. Thus with this 2-to-1 parametrization also the latter category becomes covered even if we explicitly
only treat the former.
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Virasoro vertex operator algebras Avertex operator algebra is anN-graded vector space

V =
⊕

d∈N

V(d)

equipped with two distinguished non-zero vectors,

the vacuum vector 1 ∈ V(0) and the conformal vector ω ∈ V(2),

as well as a vertex operator map

Y (·, ζ ) : V → End(V )[[ζ±1]],
all subject to axioms which are explicitly given in, e.g., [LL04].

Let c ∈ C be given. The vector L−1w̄c,0 is a singular vector in the Verma mod-
uleM(c, 0)of highestweight h = 0.Consider the highestweight representation obtained
as the quotient of the Verma module by the proper subrepresentation U(vir)L−1w̄c,0 ⊂
M(c, 0) generated by this singular vector,

Vc := M(c, 0)
/U(vir)L−1w̄c,0.

It is known [LL04, Theorem 6.1.5] that the vector space Vc can be equipped with the
structure of a vertex operator algebra (VOA), uniquely fixed by the following. The
vacuum vector is 1 = [w̄c,0], the conformal vector is ω = L−21 = [L−2w̄c,0], and the
Laurent modes of the vertex operator

Y (ω, ζ ) =
∑

n∈Z

ζ−2−n Ln ∈ End(Vc)[[ζ , ζ−1]]

corresponding to the conformal vector are the Virasoro generators Ln , n ∈ Z (acting
as endomorphisms of Vc). This vertex operator algebra Vc is known as the universal
Virasoro vertex operator algebra with central charce c.

The irreducible highest weight representation of the Virasoro algebra with highest
weight h = 0 can be also obtained as the quotient ofVc by itsmaximal proper submodule.
A simple vertex operator algebra can be formed as the corresponding quotient of the
universal Virasoro VOA Vc [LL04, Theorem 6.1.5], and we refer to this as the simple
Virasoro vertex operator algebra with central charce c. For generic central charges,
c = c(κ) with κ /∈ Q, the representation Vc is in fact already irreducible by itself
(case λ = 0 of Lemma 4.1), so the simple Virasoro VOA coincides with the universal
Virasoro VOA Vc. In this article we focus on the generic case: specifically we assume
that c = c(κ) as in (4.9) with

κ ∈ (0,+∞) \ Q. (4.13)

For clarity, we then call Vc the generic Virasoro vertex operator algebra, although it
is also both the universal Virasoro VOA and the simple Virasoro VOA. As a warning we
already point out that, despite being a simple VOA, the generic Virasoro VOA Vc fails
many key properties assumed in most VOA theory: Vc is notC2-cofinite, it has infinitely
many simple modules, it has modules which are not completely reducible, etc.

It is instructive to contrast the generic casewe consider withwhat happens for rational
central charges c—which are relevant, e.g., for minimal models of CFT. For typical
rational central charges the representation Vc is not irreducible, and correspondingly the
universal Virasoro VOA and the simple Virasoro VOA are different. The simple Virasoro
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VOA has been studied extensively in these cases, and is a model case of a well-behaved
VOA: it is in particular C2-cofinite, has finitely many simple modules, has semisimple
category of modules closed under fusion, satisfies Verlinde’s formula, etc. The failure of
such good properties for the generic Virasoro VOA is probably one of the main reasons
the generic Virasoro VOA has not been extensively studied yet.

4.3. Modules and intertwining operators forVOAs. We introduce the notions ofmodules
and intertwining operators for a general vertex operator algebra V .

Modules for vertex operator algebras A module for a vertex operator algebra V is a
vector space W equipped with a linear map

YW (·, ζ ) : V → End(W )[[ζ±1]]
subject to the following conditions. For v ∈ V , let us denote by vW(n) ∈ End(W ) the

coefficient of ζ−1−n in the formal series YW (v, ζ ), so that

YW (v, ζ ) =
∑

m∈Z

ζ−1−m vW(m). (4.14)

For the coefficients of the series associated to the conformal vector ω ∈ V , we use
the notation LW

n := ωW
(1+n), n ∈ Z so that YW (ω, ζ ) = ∑

n∈Z
ζ−2−n LW

n . When the
moduleW is sufficiently clear from the context, we even omit the superscript and denote
simply Ln = LW

n . The required conditions then read:
• We have YW (1, ζ ) = idW .
• For any v1, v2 ∈ V , the following Jacobi identity holds:

ζ−1
0 δ

(ζ 1 − ζ 2

ζ 0

)
YW (v1, ζ 1) YW (v2, ζ 2) − ζ−1

0 δ
(ζ 2 − ζ 1

−ζ 0

)
YW (v2, ζ 2) YW (v1, ζ 1)

= ζ−1
2 δ

(ζ 1 − ζ 0

ζ 2

)
YW

(
Y (v1, ζ 0)v2, ζ 2

)
. (4.15)

• The operator LW
0 ∈ End(W ) is diagonalizable, its eigenspaces W(η) := Ker

(
LW
0 −

η idW
)
are finite-dimensional, and W(η) = {0} when Re(η) � 0.

A module W thus has an LW
0 -eigenspace decomposition

W =
⊕

η∈C

W(η). (4.16)

The coefficients of the module vertex operator (4.14) respect this decomposition in the
following sense.

Lemma 4.2. For any homogeneous element v ∈ V(d) of the vertex operator algebra and
any m ∈ Z and η ∈ C we have

vW(m) W(η) ⊂ W(η−m+d−1).

Proof. This is a standard result; it follows from

[L0, v
W
(m)] = (−m + d − 1)vW(m), m ∈ Z,

which in turn follows from applying the Jacobi identity (4.15) in the case that v1 = ω

and v2 = v. (Similar calculations will be done in some more detail in a more general
case in Lemma 4.6 and Corollary 4.7, for example.) �
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Contragredient modules Suppose that W is a module for a vertex operator algebra V .
Considering the dualsW ∗

(η) = Hom(W(η),C) of the finite-dimensional LW
0 -eigenspaces

W(η) in the decomposition (4.16), the restricted dual (also called graded dual) is the
space

W ′ =
⊕

η∈C

W ∗
(η). (4.17)

It can be equipped with the structure of a V -module [FHL93,Xu98] so that the module
vertex operator YW ′(·, ζ ) on W ′ is defined by the formula

〈
YW ′(v, ζ )w′, w

〉 =
〈
w′,YW (eζ L1(−ζ−2)L0v, ζ−1)w

〉
,

for v ∈ V, w′ ∈ W ′, w ∈ W.

This V -module W ′ is called the contragredient module of W . Double contragredients
are isomorphic to the original modules, W ′′ ∼= W .

Lemma 4.3. We have LW ′
n = (LW−n)

� for any n ∈ Z, i.e., for any w′ ∈ W ′ and w ∈ W
we have

〈LW ′
n w′, w〉 = 〈w′, LW−n w〉.

Proof. Taking v = ω and using eζ L1(−ζ−2)L0ω = ζ−4 ω, this is just the equality of
the coefficients of ζ−2−n in the defining formula above. �

Intertwining operators As an analogy to that the tensor product of modules over a Hopf
algebra is governed by the coproduct structure, the fusion product of modules of a VOA
V is governed by the notion of intertwining operators.

Definition 4.4. LetW1,W0,W∞ be threemodules for a VOA V , with respectivemodule
vertexoperatorsYW1(·, ζ ),YW0(·, ζ ),YW∞(·, ζ ).An intertwiningoperator of type

( W∞
W1 W0

)

is a linear map

Y(·, x) : W1 → Hom(W0,W∞){x}
satisfying the Jacobi identity

ξ−1 δ

(
ζ − x

ξ

)
YW∞(v, ζ )Y(w, x) − ξ−1 δ

(
x − ζ

−ξ

)
Y(w, x) YW0(v, ζ )

= x−1 δ

(
ζ − ξ

x

)
Y

(
YW1(v, ξ)w, x

)
(4.18)

and the translation property

Y(
LW1−1w, x

) = d

dx
Y(w, x) (4.19)

for all v ∈ V and w ∈ W1.
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The space of intertwining operators of type
( W∞
W1 W0

)
is a vector space, which we will

denote by

I
(

W∞
W1 W0

)
.

It is known that spaces of intertwining operators admit the following symmetry.

Proposition 4.5. [HL95b] Let W0, W1, and W∞ be modules of a VOA V . Then, we have
linear isomorphisms

I
(

W∞
W1 W0

)
� I

(
W∞

W0 W1

)
� I

(
W ′

0

W1 W ′∞

)
.

The next lemma is useful for calculations with intertwining operators, and it is in fact
equivalent to the property (4.18).

Lemma 4.6. Let Y(·, x) be an intertwining operator of type
( W∞
W1 W0

)
. Then, for any

p, q ∈ Z, v ∈ V , w ∈ W1, we have

Resζ
(
YW∞(v, ζ )Y(w, x) ζ p (ζ − x)q

)
− Resζ

(
Y(w, x) YW0(v, ζ ) ζ p (−x + ζ )q

)

= Resζ 0

(
Y(

YW1(v, ζ 0)w, x
)

(x + ζ 0)
p ζ

q
0

)
.

Proof. Take the terms in (4.18) proportional to ξ−q−1 to obtain

YW∞(v, ζ )Y(w, x)(ζ − x)q − Y(w, x)YW0(v, ζ )(−x + ζ )q

= Resξ

(
ξq x−1 δ

(ζ − ξ

x

)
Y(

YW1(v, ξ)w, x
))

=
∑

m∈Z

∞∑

k=0

(−1)k
(
m

k

)
ζm−kx−m−1Y(v(q+k)w, x).

We further multiply ζ p and take the residue with respect to ζ to obtain

Resζ
(
YW∞(v, ζ )Y(w, x) ζ p(ζ − x)q

)
− Resζ

(
Y(w, x) YW0(v, ζ ) ζ p(ζ − x)q

)

=
∞∑

k=0

(
p

k

)
x p−kY(v(q+k)w, x)

= Resζ 0

(
Y(

YW1(v, ζ 0)w, x
)

(x + ζ 0)
pζ

q
0

)
.

This proves the assertion. �
From the above formulas, we get the following equations for intertwining opera-

tors, which give the basis of many recursive constructions with respect to the PBW
filtration (4.8) that we will use.

Corollary 4.7. Let Y(·, x) be an intertwining operator of type
( W∞
W1 W0

)
.



The Quantum Group Dual of the First-Row Subcategory 1159

(1) For any w ∈ W1, n ∈ Z, we have

Y(LW1
n w, x)

= Resζ
(
YW∞(ω, ζ )Y(w, x) (ζ − x)n+1 − Y(w, x) YW0(ω, ζ ) (−x + ζ )n+1

)

=
∞∑

k=0

(
n + 1

k

)
(−x)k LW∞

n−k Y(w, x) −
∞∑

k=0

(
n + 1

k

)
(−x)n−k+1 Y(w, x) LW0

k−1.

(2) For any w ∈ W1, n ∈ Z, we have

LW∞
n Y(w, x) − Y(w, x) LW0

n =
∞∑

k=0

(
n + 1

k

)
xn−k+1 Y(LW1

k−1 w, x).

(3) For any w ∈ W1, we have

LW∞−1 Y(w, x) − Y(w, x) LW0−1 = d

dx
Y(w, x).

Remark 4.8. From here on, we will not use as careful notation as above to indicate in
which modules the different Ln’s act. We will instead abuse the notation slightly and
write

LW∞
n Y(w, x) − Y(w, x) LW0

n = [
Ln,Y(w, x)

]

in, e.g., parts (2) and (3) above.

Proof of Corollary 4.7. Recall that Ln = ω(n+1), n ∈ Z. By setting v = ω, p = 0,
q = n + 1, we see (1). By setting v = ω, p = n + 1, q = 0, we see (2). In particular the
latter gives

[
L−1,Y(w, x)

] = Y(L−1w, x),

and the right hand side here equals d
dxY(w, x) by the translation property (4.19) of

intertwining operators. �

4.4. Modules and intertwining operators for the generic Virasoro VOA. We now discuss
modules and intertwining operators focusing on the case of the generic Virasoro VOA
Vc, and describe the subcategory of modules that is the topic of this article. We continue
to parametrize the central charge c ≤ 1 by κ > 0 as in (4.9). Throughout we make the
genericity assumption that κ /∈ Q.

Modules Suppose that W is a representation of the Virasoro algebra where C acts as
c idW , and L0 acts diagonalizably with finite-dimensional eigenspaces and eigenvalues
with real part bounded from below. Then W has a unique structure of a module for the
universal Virasoro VOA Vc such that

YW (ω, ζ ) =
∑

n∈Z

ζ−n−2Ln,

i.e., ωW
(m) = Lm−1 ∈ End(W), see, e.g., [LL04, Theorem 6.1.7].
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In particular any of the Verma modules Mλ = M(c, h(λ)), λ ∈ N, and their irre-
ducible quotient representations

Qλ = Mλ

/
M(c, h(λ) + 1 + λ), λ ∈ N

in Lemma 4.1 becomes a module for the generic Virasoro VOA Vc. We call these Qλ,
λ ∈ N first row modules, and we denote the module vertex operators in them simply
by

Yλ(·, ζ ) : Vc → End(Qλ)[[ζ±1]].
Irreducible highest weight representations are self-dual in the following sense.

Lemma 4.9. LetW be an irreducible highest weight representation of Virasoro algebra,
viewed as a module for the universal Virasoro VOA Vc. Then the contragradient module
W ′ is isomorphic toW .

Proof. Let w̄ ∈ W(h) be a highest weight vector inW , and choose w̄′ ∈ W∗
(h) such that

〈w̄′, w̄〉 = 1. From Lemma 4.3 we see that w̄′ ∈ W ′ is a singular vector with highest
weight h in W ′. Then, W ′ contains the subrepresentation U(vir)w̄′ ⊂ W ′, which is a
highest weight representation with the same highest weight h. Since W is irreducible,
there is a surjective module homomorphism U(vir)w̄′ � W , which in particular implies
that dim((U(vir)w̄′)(η)) ≥ dim(W(η)) for all η ∈ C. On the other hand, by construction,
we have dim(W ′

(η)) = dim(W(η)), η ∈ C. Therefore we get that

dim(W ′
(η)) = dim(W(η)) ≤ dim((U(vir)w̄′)(η)) ≤ dim(W ′

(η)), for η ∈ C,

and we can conclude that U(vir)w̄′ = W ′ � W . �
Corollary 4.10. The first-row modules are self-dual, Q′

λ
∼= Qλ for any λ ∈ N.

Intertwining operators among highest weight modules Let us now suppose thatW1,W0,
W∞ are three modules for the universal Virasoro VOA Vc, and that each of W1, W0,
and W ′∞ are highest weight modules (note also that by Lemma 4.9, the contragredient
W ′∞ is a highest weight module for example ifW∞ itself is an irreducible highest weight
module). Let w̄1, w̄0, w̄′∞ be highest weight vectors in W1, W0, W ′∞, respectively, and
denote the corresponding highest weights by h1, h0, h∞.

For an intertwining operator operator Y ∈ I( W∞
W1 W0

)
, define

Init[Y](x) := 〈w̄′∞, Y(w̄1, x) w̄0〉
and call this the initial term of the intertwining operator Y . The initial term defines a
linear map

Init : I
(

W∞
W1 W0

)
→ C{x}.

We make a few simple general observations in this setup.

Lemma 4.11. The initial term of any Y ∈ I( W∞
W1 W0

)
is of the form

Init[Y](x) = A xh∞−h1−h0 , for some A ∈ C.
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Proof. Using Corollary 4.7(2) for n = 0, Lemma 4.3, and the eigenvector equations
L0w̄1 = h1 w̄1, L0w̄0 = h0 w̄0, L0w̄

′∞ = h∞ w̄′∞, we calculate

h∞ Init[Y](x) = 〈L0w̄
′∞, Y(w̄1, x) w̄0〉

= 〈w̄′∞, L0 Y(w̄1, x) w̄0〉
= 〈w̄′∞,

(
x Y(L−1w̄1, x) + Y(L0w̄1, x)

)
w̄0〉

+ 〈w̄′∞, Y(w̄1, x) L0w̄0〉
=

(
x

d

dx
+ h1 + h0

)
Init[Y](x).

Thus the initial term satisfies x d
dx Init[Y](x) = (h∞ −h1−h0) Init[Y](x). The solution

space of this differential equation is one dimensional and spanned by xh∞−h1−h0 , so the
assertion follows. �

The following straightforward proposition contains a key idea, that of an induction
based on PBW-filtrations, so we do it in detail here. In later proofs (including our main
results), we will then not always write out explicitly all of the cases, as the ideas are
similar.

Proposition 4.12. An intertwining operator Y ∈ I( W∞
W1 W0

)
is uniquely determined by

its initial term Init[Y](x). In particular, by Lemma 4.11 we thus have

dim I
(

W∞
W1 W0

)
≤ 1,

i.e., if a non-zero intertwining operators exists, it is unique up to amultiplicative constant.

Proof. Suppose that Init[Y](x) = 0. We will prove that then 〈w′∞, Y(w1, x) w0〉 = 0
for all w′∞ ∈ W ′∞, w1 ∈ W1, w0 ∈ W0. It will follow that Y = 0. From this we can
conclude that the initial term indeed determines the interwining operator.

The proof of the above is done by induction with respect to the total PBW word
length for the PBW filtrations of the three highest weight representations W1, W0, W ′∞.
So assume that 〈w′∞, Y(w1, x) w0〉 = 0 whenever w′∞ ∈ F p1W ′∞, w1 ∈ F p2W1,
w0 ∈ F p3W0 are such that the total word lengths satisfy p1 + p2 + p3 ≤ p. Now let
n > 0, and consider any such w′∞, w1, w0. From Corollary 4.7(2) we get that

〈L−nw
′∞,Y(w1, x)w0〉 = 〈w′∞,Y(w1, x)Lnw0〉 + xn+1

d

dx
〈w′∞,Y(w1, x)w0〉

+
∞∑

k=1

(
n + 1

k

)
xn−k+1 〈w′∞,Y(Lk−1w1, x)w0〉

= 0,

where each term of the second expression vanished by the induction hypothesis (note
that also Lnw0 ∈ F p3−1W0 and Lk−1w1 ∈ F p2W1 above). Similarly we get

〈w′∞,Y(w1, x)L−nw0〉 = 〈Lnw
′∞,Y(w1, x)w0〉 − x−n+1 d

dx
〈w′∞,Y(w1, x)w0〉

−
∞∑

k=1

(−n + 1

k

)
x−n−k+1 〈w′∞,Y(Lk−1w1, x)w0〉

= 0.
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Finally, using Corollary 4.7(1–3), we similarly get

〈w′∞,Y(L−nw1, x)w0〉 =
∞∑

k=0

(−n + 1

k

)
(−x)k 〈Ln+kw

′∞,Y(w1, x)w0〉

−
∞∑

k=1

(−n + 1

k

)
(−x)−n−k+1 〈w′∞,Y(w1, x)Lk−1w0〉

− (−x)−n+1 〈L1w
′∞,Y(w1, x)w0〉

+ (−x)−n+1 d

dx
〈w′∞,Y(w1, x)w0〉

= 0.

These three cases complete the induction step, by establishing that 〈w′∞, Y(w1, x) w0〉
vanishes also whenever w′∞ ∈ F p1W ′∞, w1 ∈ F p2W1, w0 ∈ F p3W0 are such that the
total word lengths satisfy p1 + p2 + p3 ≤ p + 1. �

Intertwining operators among first row modules To find all intertwining operators
among the first row modules Qλ, in view of Proposition 4.12 it suffices to determine
when non-zero intertwining operators can exist. We call the conditions for the existence
selection rules.2

The singular vectors (4.12) lead to necessary conditions. Fix λ ∈ N, and introduce
the corresponding polynomial of h∞, h0

Pλ(h0, h∞) :=
λ+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ+1

(−4/κ)λ+1−k (λ!)2
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )

×
k∏

j=1

(−1)p j
(∑

i> j

pi + h(λ) − h∞ + p j h0
)
. (4.20)

Lemma 4.13. Suppose that W0, W∞ are modules for Vc such that W0 and W ′∞ are
highest weight modules with highest weights h0 and h∞, respectively. For each λ ∈ N,
the linear map

I
(

W∞
Qλ W0

)
→ I

(
W∞

Mλ W0

)
; Y(·, x) �→ Y(πλ(·), x),

where πλ : Mλ → Qλ is the canonical projection, is an embedding of the space of
intertwining operators. Furthermore, this embedding is an isomorphism if and only if
the highest weights satisfy the polynomial equation

Pλ(h0, h∞) = 0.

2 These selection rules turn out to take exactly the same form as the selection rules which determine when
an irreducible representation of the quantum group Uq (sl2) appears in the tensor product of two others.
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Proof. It is clear that for any Y ∈ I( W∞
Qλ W0

)
, the formula Y(πλ(·), x) indeed gives an

intertwining operator of type
( W∞
Mλ W0

)
, so the map is well-defined.

For its injectivity, observe the following. The initial terms satisfy Init[Y(·, x)] =
Init[Y(πλ(·), x)]. Now if Y(πλ(·), x) = 0, we have Init[Y(·, x)] = 0, which by Propo-
sition 4.12 implies that also Y(·, x) = 0. Injectivity follows.

The embedding is an isomorphism if and only if all intertwining operators Y ∈
I( W∞

Mλ W0

)
factor through the irreducible quotient in the sense that we have Y(w, x) = 0

for all w in the maximal proper submodule of Mλ. As in Proposition 4.12, we see that
the factorization is equivalent to the single condition 〈w̄′∞, Y(Sλw̄c,h(λ), x) w̄0〉 = 0,
where Sλw̄c,h(λ) is the singular vector defined in (4.12); just note that the singular vector
generates the maximal proper submodule of Mλ, which is isomorphic to M(c, h(λ) +
λ + 1).

Let w̄0 and w̄′∞ be highest weight vectors in W0 and W ′∞, respectively, and let w̄λ

be a highest weight vector in Mλ. Denote the initial term of Y by

f (x) = Init[Y](x) = 〈w̄′∞, Y(w̄λ, x) w̄0〉 .

By Lemma 4.11, we must have

f (x) = A x�, where � = h∞ − h0 − h(λ).

Again by a calculation using the formulas of Corollary 4.7 (in fact the special case
w′∞ = w̄′∞ and w0 = w̄0 of the last calculation in the proof of Proposition 4.12), we
get for any n > 0

〈w̄′∞,Y(L−nw1, x)w̄0〉
= (−x)−n+1 d

dx
〈w̄′∞,Y(w1, x)w̄0〉 − (1 − n)h0(−x)−n 〈w̄′∞,Y(w1, x)w̄0〉

= L−n 〈w̄′∞,Y(w1, x)w̄0〉 ,

where we introduced the differential operator

L−n = (−x)−n
(
(n − 1)h0 − x

d

dx

)
.

Recursively used, this allows to reduce the following expression to a differential operator
acting on the initial term

〈w̄′∞,Y(L−nk · · · L−n1w̄λ, x)w̄0〉 = L−nk · · ·L−n1 〈w̄′∞,Y(w̄0, x)Lk−1w̄0〉
= L−nk · · ·L−n1 f (x). (4.21)

With induction on k, starting from f (x) = A x� and using the explicit differential
operators L−n , we find

L−nk · · ·L−n1 f (x) = A x�−∑
j n j

k∏

j=1

(−1)p j
(∑

i< j

ni − � + (n j − 1)h0
)

From the formula (4.12) for the singular vector Sλw̄c,h(λ), using (4.21), we get
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〈w̄′∞,Y(Sλw̄1, x)w̄0〉

=
λ+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ+1

(−4/κ)λ+1−k (λ!)2
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )
L−p1 · · ·L−pk f (x).

The vanishing 〈w̄′∞,Y(Sλw̄1, x)w̄0〉 = 0 therefore amounts to a differential equation
for the initial term f (x) = Init[Y](x). With the explicit formula f (x) = A x�, this
differential equation simplifies to

0 = A x�−1−λ Pλ(h0, h∞)

The intertwining operator Y is non-zero only if A �= 0, and in this case the desired
factorization is equivalent to Pλ(h0, h∞) = 0. �

For fixed λ ∈ N and h0 ∈ C, the equation Pλ(h0, h∞) is a degree λ + 1 polynomial
equation for h∞. It is possible to find the roots by a direct calculation [FZ12]. With the
quantum group method, the following easier argument works as well.

Proposition 4.14. Let λ ∈ N and μ ∈ Q. Then we have the factorization

Pλ

(
h(μ), h∞

) =
λ∏

�=0

(
h∞ − h(λ + μ − 2�)

)
.

Proof. Recall from (4.10) that h(μ) is a quadratic polynomial in μ, specifically h(μ) =
1
κ
μ2 +

( 2
κ

− 1
2

)
μ. Note also that

h(ρ + m) − h(ρ) = m

κ

(
m + 2ρ +

(
2 − κ

2

))
.

Recalling that κ /∈ Q, we see in particular that if ρ ∈ Q, then all h(ρ + m), m ∈ Z, are
distinct.

First fix λ ∈ N and � ∈ {0, 1, . . . , λ}. Now if μ ∈ N is such that μ ≥ λ, then we have
σ = λ +μ − 2� ∈ Sel(λ, μ), so we may consider the non-zero vector u = ι

λ,μ
σ

(
u(σ )
0

) ∈
Mλ ⊗ Mμ. The associated function

F = F[u] : X2 → C

satisfies the BSA PDEs D ( j)F(x0, x1) = 0, for j = 0, 1, where D ( j) is given by (2.6).
From the translation and scaling covariance and asymptotics given in Theorem 2.2 it
follows that in this case the function must be simply

F(x0, x1) = B (x1 − x0)
�,

where � = h(λ + μ − 2�) − h(λ) − h(μ) and B = B μ
λ+μ−2�,λ �= 0.

But the BSA PDE for a function of the above form reads
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0 = B (x1 − x0)
�−λ−1

λ+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ+1

(−4/κ)1+λ−k λ!2
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )

k∏

j=1

(−1)p j
(

− � +
∑

i> j

pi + (p j − 1)h(μ)
)

= B (x1 − x0)
�−λ−1 Pλ

(
h(μ), h(λ + μ − 2�)

)
.

We conclude that Pλ

(
h(μ), h(λ + μ − 2�)

) = 0. Now observe that both μ �→ h(μ)

and μ �→ h(λ + μ − 2�) are quadratic polynomials in μ, so also μ �→ Pλ

(
h(μ), h(λ +

μ − 2�)
)
is a polynomial in μ. We have just shown that this polynomial vanishes for all

integers μ ≥ λ, so it must be identically zero:

Pλ

(
h(μ), h(λ + μ − 2�)

) = 0 for all λ ∈ N, � ∈ {0, 1, . . . , λ} , μ ∈ C.

Now let λ ∈ N and μ ∈ Q be fixed. Consider the polynomial h∞ �→ Pλ

(
h(μ), h∞

)

of degree λ + 1. From the above we see that h∞ = h(λ + μ − 2�) are roots of this
polynomial, when � = 0, 1, . . . , λ. Since κ �∈ Q, these λ + 1 roots are distinct, and so
we must have

Pλ

(
h(μ), h∞

) = const. ×
λ∏

�=0

(
h∞ − h(λ + μ − 2�)

)
.

From the defining formula (4.20) one sees that the leading term of this polynomial of h∞
is (h∞)1+λ, so the constant of proportionality above is in fact 1. �

The following theorem states that there is always a nontrivial intertwining operator
among an arbitrary triple of Verma modules. The theorem can be seen as a particular
case of a more general one in [Li99]. For self-containedness, we give the proof for the
case of our interest in “Appendix B”.

Theorem 4.15. For h1, h0, h∞ ∈ C,

dim I
(

M(c, h∞)′

M(c, h1) M(c, h0)

)
= 1.

The fusion rules among first row modules of the generic Virasoro VOA now follow
from Lemma 4.13, Proposition 4.14 and Theorem 4.15.

Corollary 4.16. Let λ,μ, ν ∈ N. Then,

dimI
(

Qν

Qλ Qμ

)
=

{
1 ν ∈ Sel(λ, μ),

0 otherwise.

Proof. Recall that the first row modules are self-dual (Corollary 4.10). We consider the
following sequence of embeddings
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I
(

Qν

Qλ Qμ

)
→ I

(
Qν

Mλ Qμ

)
� I

(
Qν

Qμ Mλ

)
→ I

(
Qν

Mμ Mλ

)
� I

(
M ′

λ

Qν Mμ

)

→ I
(

M ′
λ

Mν Mμ

)
� I

(
M ′

ν

Mλ Mμ

)
,

wherewe used the symmetry in Proposition 4.5. Then, due to Lemma 4.13, the composed
embedding is an isomorphism if and only if the highest weights satisfy the conditions

Pλ(h(μ), h(ν)) = Pν(h(λ), h(μ)) = Pμ(h(ν), h(λ)) = 0.

It is an easy manipulation of the factorization in Proposition 4.14 to see that these
conditions 3 are equivalent to ν ∈ Sel(λ, μ). �

5. Compositions of Intertwining Operators

Intertwining operators, defined in the previous section, give 3-point correlation functions
of conformal field theories (or alternatively, in a geometric interpretation, amplitudes in a
pair-of-pants Riemann surface with three parametrized boundary components [Hua12]).
Importantly, they serve as the building blocks of more general correlation functions.
Namely, for a multipoint correlation function (or an amplitude on a Riemann surfaces
with more than three parametrized boundary components), one forms an appropriate
composition of intertwining operators.

An intertwining operator is a formal series, with coefficients that are linear operators
between modules of the VOA. Compositions of intertwining operators are then a priori
formal series in several formal variables, alsowith coefficients that are (composed) linear
operators between modules. To get actual correlation functions, however, one considers
suitable matrix elements of the formal series of linear operators, and crucially, one must
then address the convergence of the corresponding series.

In this section, we first study properties of the compositions of the intertwining
operators between modules of the first row subcategory for the generic Virasoro VOA as
formal power series. Then we establish analoguous properties for the functions obtained
by the quantum group method—specifically the ones corresponding to the conformal
block vectors of Sect. 3. The main result of this section (Theorem 5.9) is that the formal
series of the composition of intertwining operators coincide with suitable power series
expansions of the actual conformal block functions, and that these series are convergent
in the appropriate domains.

More precisely, the section is organized as follows. In Sect. 5.1 we fix our normal-
ization of the intertwining operators, and in Sect. 5.2 we introduce the specific spaces
of formal series that will be used. Section 5.3 contains the proofs of two key properties;
that (the highest weight matrix elements of) compositions of the intertwining operators
satisfy a system of partial differential equations, and that the formal series solutions to
this PDE system are unique (up to scalar multiples). In Sect. 5.4 we detail a recursive
series expansion procedure for the quantum group functions, and use this and the partial
differential equations to prove the main result (Theorem 5.9) that the formal series of
the composition of intertwining operators converge to the functions corresponding to
the conformal block vectors. In Sect. 5.5 we comment on some first applications of the
result.

3 It can also be seen that two of these conditions imply the other one.
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5.1. Fusion rules andnormalized intertwiningoperators. AcomparisonofCorollary4.16
and Lemma 2.1 directly gives

dim I
(

Qλ∞
Qλ1 Qλ0

)
= dimHomUq (sl2)

(
Mλ∞ , Mλ1 ⊗ Mλ0

)

=
{
1 if λ∞ ∈ Sel(λ1, λ0)
0 otherwise.

Definition 5.1. When λ∞ ∈ Sel(λ1, λ0) so that nonzero intertwining operators exist,
we denote by

Y λ∞
λ1 λ0

∈ I
(

Qλ∞
Qλ0 Qλ1

)

the unique intertwining operator normalized so that

Init[Y λ∞
λ1 λ0

](x) = B x�, (5.1)

where

B = B λ∞
λ1,λ0

�= 0 and � = �
λ∞

λ1,λ0
= h(λ∞) − h(λ1) − h(λ0)

are as in Theorem 2.2.

The above normalization of the intertwining operator Y λ∞
λ1 λ0

is chosen so that that the

“matrix element”
〈
w̄λ∞,Y λ∞

λ1 λ0
(w̄λ1, x) w̄λ0

〉
= Init[Y λ∞

λ1 λ0
](x) = B x� between highest

weight vectors formally coincides with the function x �→ F[uς ](0, x) constructed
with the quantum group method from the conformal block vector uς ∈ Mλ1 ⊗ Mλ0

corresponding to ς = (λ0, λ1, λ∞) as in Sect. 3.

5.2. Space of formal series. For a sequence λ = (λ0, λ1 . . . , λN , λ∞) ∈ N
N+2, and a

λ-admissible sequence ς = (ς0, ς1, . . . , ςN−1, ςN ), we consider the composition of
intertwining operators

Y ςN
λN ςN−1

(wN , xN )Y ςN−1
λN−1 ςN−2

(wN−1, xN−1) · · ·Y ς2
λ2 ς1

(w2, x2)Y ς1
λ1 ς0

(w1, x1),

which is a priori a formal series in x1, . . . , xN with coefficients that are linear maps
Qς0 → QςN . We consider in particular the “matrix element” between highest weight
states

Cλ
ς (x1, . . . , xN ) :=

〈
w̄′

ςN
, Y ςN

λN ςN−1
(w̄λN , xN ) · · ·Y ς1

λ1 ς0
(w̄λ1 , x1) w̄λ0

〉
. (5.2)

As in the proof of Proposition 4.12, the general matrix elements
〈
w′∞, Y ςN

λN ςN−1
(wN , xN ) · · ·Y ς1

λ1 ς0
(w1, x1) w0

〉

with wi ∈ Qλi , i = 0, 1, . . . , N , and w′∞ ∈ Q′
λ∞ , can be determined by a recursion

using the Jacobi identity (4.18) (in the specific form of Corollary 4.7) from this matrix



1168 S. Koshida, K. Kytölä

element (5.2); this particular matrix element serves a role analogous to the initial term
of an intertwining operator. A priori, (5.2) is a formal series in x1, . . . , xn with complex
coefficients, i.e., an element ofC{x1, . . . , xn}. But in fact the series has amore particular
structure: it is essentially a formal power series (with non-negative powers!) in the ratios
of the variables.

Lemma 5.2. The series (5.2) belongs to the space

C[[xN−1/xN ]][[xN−2/xN−1]] · · · [[x1/x2]]x�N
N · · · x�1

1 , (5.3)

with �i = h(ςi ) − h(λi ) − h(ςi−1) for i = 1, . . . , N.

We make a preliminary to prove Lemma 5.2. For each λ ∈ N and n ∈ N, we
set Qλ(n) := (Qλ)(h(λ)+n) as the eigenspace of L0 corresponding to the eigenvalue
h(λ)+n. Suppose that a triple (λ∞, λ1, λ0) satisfies the selection rule λ∞ ∈ Sel(λ1, λ0),
and take the intertwining operator Y λ∞

λ1 λ0
of type

( Qλ∞
Qλ1 Qλ0

)
. For w ∈ Qλ1(k), k ∈ N,

using Corollary 4.7(2) for L0 like in Lemma 4.2, we find that Y λ∞
λ1 λ0

(w, x) takes the
form

Y λ∞
λ1 λ0

(w, x) =
∑

m∈Z

w(m)x�−m−1 with � = h(λ∞) − h(λ1) − h(λ0),

where w(m)Qλ0(n) ⊂ Qλ∞(k − m + n − 1) for m ∈ Z, n ∈ N.
We prove a slightly more general result than Lemma 5.2:

Lemma 5.3. Let w ∈ Qς0(n), n ∈ N. Then, the formal series defined by

Cλ
ς (w; x1, . . . , xN ) :=

〈
w̄′

ςN
,Y ςN

λN ςN−1
(w̄λN , xN ) · · ·Y ς1

λ1 ς0
(w̄λ1 , x1)w

〉

lies in the space

C[[xN−1/xN ]][[xN−2/xN−1]] · · · [[x1/x2]] x�N
N · · · x�2

2 x�1−n
1 .

Proof. We prove this by induction on N . When N = 1, we have

〈w̄′
ς1

,Y ς1
λ1 ς0

(w̄λ1, x1)w〉 =
∑

m∈Z

〈w̄′
ς1

, (w̄λ1)(m)w〉 x�1−m−1
1 .

Here, since (w̄λ1)(m)w ⊂ Qς1(−m + n − 1), the matrix element 〈w̄′
ς1

, (w̄λ1)(m)w〉
vanishes unless m = n − 1. Therefore, we can see that

〈w̄′
ς1

,Y ς1
λ1 ς0

(w̄λ1 , x1)w〉 = 〈w̄′
ς1

, (w̄λ1)(n−1)w〉 x�1−n
1 ,

which is the N = 1 case.
Then assume that the assertion holds for N ≤ k−1 with some k > 1. Then, we have

Cλ
ς (w; x1, . . . , xk)
=

∑

m∈Z

〈
w̄′

ςk
,Y ςk

λk ςk−1
(w̄λk , xk) · · ·Y ς2

λ2 ς1
(w̄λ2 , x2)(w̄λ1)(m)w

〉
x�1−m−1
1 .
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Again, since (w̄λ1)(m)w ∈ Qς1(−m + n − 1), the matrix element vanishes unless m ≤
n − 1. In other words, we have the expansion

Cλ
ς (w; x1, . . . , xk)

=
∞∑

�=0

〈
w̄′

ςk
,Y ςk

λk ςk−1
(w̄λk , xk) · · ·Y ς2

λ2 ς1
(w̄λ2 , x2)(w̄λ1)(n−�−1)w

〉
x�1−n+�
1

=
∞∑

�=0

Cλ′
ς ′

(
(w̄λ1)(n−�−1)w; x2, . . . , xk

)
x�1−n+�
1 ,

where we set λ′ = (ς1, λ2, . . . , λk, λ∞) and ς ′ = (ς1, . . . , ςk). By the induction hy-

pothesis, each coefficient Cλ′
ς ′

(
(w̄λ1)(n−�−1)w; x2, . . . , xk

)
lies in

C[[xk−1/xk]] · · · [[x2/x3]] x�2−�
2 .

Consequently, we have the desired result at N = k. �

5.3. System of differential equations. Due to the quotienting out of the singular vector
in thefirst rowmodule Qλ = Mλ

/U(vir)Sλw̄c,h(λ), thematrix elementCλ
ς (x1, . . . , xN )

satisfies a certain system of differential equations. Given a sequence λ =
(λ0, . . . , λN , λ∞) ∈ N

N+2, we introduce the differential operators

L̃
( j)
n :=(−x j )

n

⎛

⎝−x j
∑

1≤i≤N

∂

∂xi
− (1 + n)h(λ0)

⎞

⎠

−
∑

1≤i≤N
i �= j

(xi − x j )
n
(

(xi − x j )
∂

∂xi
+ (1 + n)h(λi )

)
(5.4)

for j = 1, . . . , N and n ∈ Z, and

D̃ ( j) =
λ j+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ j+1

(−4/κ)1+λ j−kλ j !
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )
L̃

( j)
−p1 · · · L̃ ( j)

−pk (5.5)

for j = 1, . . . , N . These differential operators L̃ ( j)
n and D̃ ( j) essentially correspond

to how the differential operators L ( j)
n and D ( j) of (2.7) and (2.6) act on translation

invariant functions; see Lemma 5.7 for a precise statement. Notice that the actions
of L̃ ( j)

n and D̃ ( j) on the space

C[xN ] [[xN−1/xN ]][[xN−2/xN−1]] · · · [[x1/x2]] [x−1
1 ] x�N

N · · · x�1
1

of formal series are canonically determined in such a way that

x j �→ x j and
∂

∂xi
�→ ∂

∂xi
for i = 1, . . . , N ,
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and the factors (xi − x j )n are expanded as the following formal power series

(xi − x j )
n �→

{
(−x j )

n ∑∞
k=0

(n
k

)
(−1)k (xi/x j )

k for i < j
xni

∑∞
k=0

(n
k

)
(−1)k (x j/xi )k for i > j,

i.e., (xi − x j )n �→ (xi − x j )
n for i > j but (xi − x j )n �→ (−x j + xi )n for i < j .

The following standard lemma will be instrumental for us. We include the details
here to concretely demonstrate the source of the specific power series expansions above.

Lemma 5.4. Let λ = (λ0, . . . , λN , λ∞) ∈ N
N+2 be a sequence and ς = (ς0, . . . , ςN )

be λ-admissible. Then, the matrix element Cλ
ς (x1, . . . , xN ) solves the following system

of differential equations

D̃ ( j)Cλ
ς (x1, . . . , xN ) = 0 for j = 1, . . . , N .

Proof. Fix j ∈ {1, . . . , N }. For w ∈ Qλ j , consider

X (w; x1, . . . , xN )

:=
〈
w̄′

ςN
,Y ςN

λN ςN−1
(w̄λN , xN ) · · ·Y ς j

λ j ς j−1
(w, x j ) · · ·Y ς1

λ1 ς0
(w̄λ1, x1)w̄λ0

〉
.

Then we can use Corollary 4.7(1) to calculate X (L−pw; x1, . . . , xN ), for p > 0,

X (L−pw; x1, . . . , xN )

=
∞∑

k=0

(
1 − p

k

)
(−x j )

k

〈
w̄′

ςN
,Y ςN

λN ςN−1
(w̄λN , xN ) · · · L−p−k Y ς j

λ j ς j−1
(w, x j ) · · ·Y ς1

λ1 ς0
(w̄λ1, x1)w̄λ0

〉

−
∞∑

k=0

(
1 − p

k

)
(−x j )

1−p−k

〈
w̄′

ςN
,Y ςN

λN ςN−1
(w̄λN , xN ) · · ·Y ς j

λ j ς j−1
(w, x j ) Lk−1 · · ·Y ς1

λ1 ς0
(w̄λ1, x1)w̄λ0

〉
.

In the first term, we use

[
Ln,Y ςi

λi ςi−1
(w̄λi , xi )

] =
(
x1+ni

∂

∂xi
+ xni (1 + n) h(λi )

)
Y ςi

λi ςi−1
(w̄λi , xi ). (5.6)

from Corollary 4.7(2), to commute L−p−k to the left, where it annihilates the highest
weight vector w̄′

ςN
∈ Q′

λN
. The first term thus becomes

−
∑

i> j

∞∑

k=0

(
1− p

k

)
(−x j )

k
(
x1−p−k
i

∂

∂xi
+x−p−k

i (1− p−k)h(λi )
)
X (w; x1, . . . , xN )

= −
∑

i> j

(
(xi − x j )

1−p ∂

∂xi
+ (xi − x j )

−p (1 − p) h(λi )
)
X (w; x1, . . . , xN ),
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which is indeed expanded in non-negative powers of x j/xi , i > j . Similarly in the sec-
ond term, by commuting Lk−1 to the right and simplifying, the commutator contributions
become

−
∑

i< j

(
(−x j + xi )1−p ∂

∂xi
+ (−x j + xi )−p (1 − p) h(λi )

)
X (w; x1, . . . , xN ),

which is expanded in non-negative powers of xi/x j , i < j . However, for k = 0 and
k = 1, the highest weight vector w̄ς0 ∈ Qλ0 is not annihilated by Lk−1, so also the
following two further terms remain

− (−x j )
1−p

〈
w̄′

ςN
,Y ςN

λN ςN−1
(w̄λN , xN ) · · ·Y ς j

λ j ς j−1
(w, x j ) · · ·Y ς1

λ1 ς0
(w̄λ1 , x1)L−1w̄λ0

〉

− (−x j )
−p (1 − p)

〈
w̄′

ςN
,Y ςN

λN ςN−1
(w̄λN , xN ) · · ·Y ς j

λ j ς j−1
(w, x j ) · · ·

Y ς1
λ1 ς0

(w̄λ1 , x1)L0 w̄λ0

〉
.

After simplifications (the first one still using Corollary 4.7), these two can be written as

(−x j )
1−p

∑

1≤i≤N

∂

∂xi
X (w; x1, . . . , xN ) − (−x j )

−p (1 − p) h(λ0) X (w; x1, . . . , xN )

By combining everything, we get

X (L−pw; x1, . . . , xN ) = L̃
( j)
−p X (w; x1, . . . , xN ).

Using this auxiliary observation, the assertion then follows easily from the for-
mula (4.12) for the singular vector Sλ j w̄c,h(λ j ) ∈ Mλ j , and the fact that its canonical
projection in Qλ j vanishes, Sλ j w̄λ j = 0. �

The coefficient of the monomial x�N
N · · · x�1

1 in

Cλ
ς (x1, . . . , xN ) ∈ C[[xN−1/xN ]] · · · [[x1/x2]] x�N

N · · · x�1
1

is easy to trace in the calculations above.Ultimately because of the chosen normalizations
of the intertwining operators, this coefficient is

N∏

j=1

B
ς j

λ j ,ς j−1
�= 0.

In particular Cλ
ς (x1, . . . , xN ) is a non-zero solution to the system of differential equa-

tions above.

Theorem 5.5. In the space of formal series of the form (5.3), the solution space

N⋂

j=1

Ker D̃ ( j) ⊂ C[xN ] [[xN−1/xN ]] · · · [[x1/x2]] [x−1
1 ] x�N

N · · · x�1
1

of the above system of differential equations is one-dimensional,

dim
( N⋂

j=1

Ker D̃ ( j)
)

= 1.
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Proof. Since Lemma 5.4 ensures the existence of a nonzero solution, it suffices to show
that solutions are unique up to a multiplicative constant. We prove this by induction
on N . When N = 1, observe that for any n ∈ Z we have

D̃ (1) · x�1+n
1 = Pλ1

(
h(λ0), h(ς1) + n

)
x�1+n−λ1−1
1 ,

where Pλ1 is the polynomial (4.20). Recall that by the genericity κ /∈ Q, we have

Pλ1

(
h(λ0), h(ς1) + n

) = 0

if and only if n = 0. This shows that KerD̃ (1) = C x�1
1 , and proves one-dimensionality.

For the induction step, assume the uniqueness of solutions up to multiplicative con-
stants for N − 1 variables. We regard

C[xN ] [[xN−1/xN ]] · · · [[x1/x2]] [x−1
1 ] x�N

N · · · x�1
1

as a subspace of the space
(
C[xN ] [[xN−1/xN ]] · · · [[x2/x3]] [x−1

2 ] x�N
N · · · x�2

2

)
[[x1]] [x−1

1 ] x�1
1

and on the latter we introduce a Z-grading so that the degree of a monomial is

deg
(
x�N+nN
N · · · x�1+n1

1

) = n1 for n1, . . . , nN ∈ Z.

The grading also gives rise to the corresponding notion of a degree of an operator acting
on the latter space.

Now let C(x1, . . . , xN ) ∈ ⋂N
j=1 Ker D̃

( j) be a non-zero solution. Expand it accord-
ing to the grading above as

C(x1, . . . , xN ) =
∞∑

n=d

x�1+n
1 Cn(x2, . . . , xN ),

where d ∈ Z is the lowest degreewith a non-vanishing coefficient,Cd (x2, . . . , xN ) �= 0.
We express the action of L̃ (1)

−p , p ∈ Z, explicitly as

L̃ (1)
−p = (−1)p+1x−p

1

(
x1

∂

∂x1
+ (1 − p)h(λ0)

)

−
N∑

i=2

(

(−1)px−p+1
1

∂

∂xi
+

∞∑

k=0

(−p + 1

k

)
x−p−k
i (

−x1)k
(
xi

∂

∂xi
+ (−p − k + 1)h(λi )

))

in order to manifest the degree of each contribution. Let us denote the first term in this
expansion by

L̃ (1)
−p := (−1)p+1x−p

1

(
x1

∂

∂x1
+ (1 − p)h(λ0)

)
,



The Quantum Group Dual of the First-Row Subcategory 1173

which is an operator of degree−p and involves no other variables besides x1. It is readily
seen that, if p ≥ 0, the difference L̃ (1)

−p − L̃ (1)
−p is a sum of operators of degrees strictly

greater than −p. Therefore, when we set

D̃ (1) =
λ1+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ1+1

(−4/κ)1+λ1−kλ1!
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )
L̃ (1)

−p1 · · · L̃ (1)
−pk ,

this is of degree −λ1 − 1 and the difference D̃ (1) − D̃ (1) is a sum of operators of degree
strictly greater than −λ1 − 1. Specifically, let us expand D̃ (1) as

D̃ (1) = D̃ (1) +
∞∑

k=1

R(1)
k , degR(1)

k = −λ1 − 1 + k.

Recall the polynomial (4.20). It is again straightforward that the action of D̃ (1) on the
monomial x�1+n

1 , n ∈ Z, gives

D̃ (1) · x�1+n
1 = Pλ1

(
h(λ0), h(ς1) + n

)
x�1+n−λ1−1
1 .

Having assumed the generic case κ /∈ Q, from the factorization in Proposition 4.14, we
see that the factor Pλ1

(
h(λ0), h(ς1) + n

)
vanishes if and only if n = 0. This observation

gives first of all an indicial equation: the lowest degree term in D̃ (1) C = 0 is

Cd D̃
(1) · x�1+d

1 = Cd Pλ1

(
h(λ0), h(ς1) + d

)
x�1+d−λ1−1
1 ,

and its vanishing is only possible if d = 0. Moreover, the same observation gives
a recursion to determine the coefficients of higher degree, Cn for n > d = 0. Indeed,
plugging in the series expansions for bothC and D̃ (1), the differential equation D̃ (1)C =
0 for the solution C becomes

0 =
(

D̃ (1) +
∞∑

k=1

R(1)
k

) ∞∑

n=0

x�1+n
1 Cn(x2, . . . , xN )

=
∞∑

n=0

Pλ1(h(λ0), h(ς1) + n) x�1+n−λ1−1
1 Cn(x2, . . . , xN )

+
∞∑

k=1

∞∑

n=0

R(1)
k

(
x�1+n
1 Cn(x2, . . . , xN )

)

=
∞∑

k=1

Pλ1(h(λ0), h(ς1) + k) x�1+k−λ1−1
1 Ck(x2, . . . , xN )

+
∞∑

k=1

k−1∑

n=0

R(1)
k−n

(
x�1+n
1 Cn(x2, . . . , xN )

)
.

For each k = 1, 2, . . . , the equality of the components of degree −λ1 − 1 + k gives

Ck(x2, . . . , xN ) = − x−�1−k+λ1+1
1

Pλ1(h(λ0), h(ς1) + k)

k−1∑

n=0

R(1)
k−n

(
x�1+n
1 Cn(x2, . . . , xN )

)
,
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where we used the property that Pλ1(h(λ0), h(ς1)+k) �= 0 for k = 1, 2, . . . . The appar-
ent dependence of the right hand side on x1 is checked to be cancelled by considering the
degrees of the operators involved. This formula implies that, for each k = 1, 2 . . . , the
coefficientCk is determined by the finitelymany previous coefficientsC0,C1, . . . ,Ck−1.
Recursively, we conclude that each Ck , k = 1, 2, . . . , is determined by the initial coef-
ficient C0.

Note that C0 belongs to the space

C[xN ] [[xN−1/xN ]] · · · [[x2/x3]] [x−1
2 ] x�N

N · · · x�2
2

The next task is to show that the formal series C0 solves the desired system differential
equations. Those differential equations involve the differential operators

L̃ ′( j)−p := (−x j )
−p

⎛

⎝−x j
∑

2≤i≤N

∂

∂xi
− (1 − p)h(ς1)

⎞

⎠

−
∑

2≤i≤N
i �= j

(xi − x j )
−p

(
(xi − x j )

∂

∂xi
+ (1 − p)h(λi )

)

for 2 ≤ j ≤ N . These differential operators L̃ ′( j)−p do not involve the variable x1, and
they can be viewed either as operators on the space C[xN ] [[xN−1/xN ]] · · · [[x2/x3]]
[x−1

2 ] x�N
N · · · x�2

2 or as operators on the space
(
C[xN ] [[xN−1/xN ]] · · · [[x2/x3]]

[x−1
2 ] x�N

N · · · x�2
2

)[[x1]] [x−1
1 ] x�1

1 , in which case they obviously have degree 0. In

the latter space, the difference L̃ ( j)
−p − L̃ ′( j)−p can be straightforwardly simplified to the

form

L̃
( j)
−p − L̃ ′( j)−p = (1 − p)(−x j )

−p
(
�1 − x1

∂

∂x1

)

−
∞∑

k=2

(
1 − p

k

)
xk1(−x j )

1−p−k ∂

∂x1

− (1 − p)h(λ1)

∞∑

k=1

(−p

k

)
xk1(−x j )

−p−k,

where the first line is a degree zero operator, and all the terms on the second line have
strictly positive degrees. We thus see that

L̃
( j)
−p

( ∞∑

n=0

x�1+n
1 Cn(x2, . . . , xN )

)
= x�1

1

(
L̃ ′( j)−p C0(x2, . . . , xN )

)
+ h.o.t.,

where h.o.t. contains only terms of strictly positive degree. Now the vanishing of the

degree zero term in the differential equation D̃ ( j)
(∑∞

n=0 x
�1+n
1 Cn(x2, . . . , xN )

)
= 0

implies the differential equation

D̃ ′( j) C0(x2, . . . , xN ) = 0
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for C0, where

D̃ ′( j) :=
λ j+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ j+1

(−4/κ)1+λ j−kλ j !
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )
L̃ ′( j)−p1 · · · L̃ ′( j)−pk .

The initial coefficient C0(x2, . . . , xN ) therefore solves the system of differential
equations D̃ ′( j) C0 = 0 for j = 2, . . . , N , which is a system of the original form with
one fewer variable. By the induction hypothesis, such aC0 is unique up to multiplicative
constants. Since a solutionC is determined by its initial coefficient C0, we conclude that
the solution C is also unique one up to multiplicative constants. �

5.4. Functions from the quantum group method. In this subsection we do the exactly
analoguous steps for the functions from the quantum group method as were done for the
highest weight matrix elements of compositions of intertwining operators in the previous
subsection. The conclusions have an identical appearance, and this is in fact what will
allow us to show the equality of the two. While Sect. 5.3 dealt with formal power series,
we will now be working with functions.

We use the quantum group method of Sect. 2, with the difference that we first use
N + 1 variables, labeled x0, x1, . . . , xN . After some initial observations, we will in fact
set x0 = 0.

Translation invariance Wefirst note that the differential operatorsL ( j)
n of (2.7) preserve

translation invariance.

Lemma 5.6. If F ∈ C∞(XN+1) is translation invariant,

F(x0 + s, x1 + s, . . . , xN + s) = F(x0, x1, . . . , xN ) for (x0, x1, . . . , xN ) ∈ XN+1 and

s ∈ R,

then so isL ( j)
n F, for any j ∈ {0, 1, . . . , N } and n ∈ Z.

Proof. Let us set L−1 := ∑N
i=0

∂
∂xi

. Then, a smooth function F is translation invariant
if and only if L−1F = 0. The desired result follows from the fact that each operator
L

( j)
n , j = 0, 1, . . . , N , n ∈ Z commutes with L−1. �
We introduce the restricted chamber

X+
N = {

(x1, . . . , xN ) ∈ XN
∣∣ x1 > 0

}

of N variables. To a given translation invariant function F ∈ C∞(XN+1), we associate
a corresponding function on X+

N by

F̃(x1, . . . , xN ) := F(0, x1, . . . , xN ), for (x1, . . . , xN ) ∈ X+
N .

For typographical reasons, when the function F is given by a lengthy expression, we
place the tilde symbol as a superscript, F̃ = F∼.
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Lemma 5.7. Fix j ∈ {1, . . . , N }. Let F ∈ C∞(XN+1) be a translation invariant func-
tion. Then we have

(
L

( j)
n1 · · ·L ( j)

nk F
)∼ = L̃

( j)
n1 · · · L̃ ( j)

nk F̃,

for any k ∈ N and n1, . . . , nk ∈ Z.

Proof. If F is translation invariant, then its partial derivative w.r.t. x0 can be rewritten
as

∂

∂x0
F = −

N∑

i=1

∂

∂xi
F.

Consequently, we observe that

L
( j)
n F = (x0 − x j )

n
(
(x0 − x j )

∑

1≤i≤N

∂

∂xi
− (1 + n) h(λ0)

)
F

−
∑

1≤i≤N
i �= j

(xi − x j )
n
(
(xi − x j )

∂

∂xi
+ (1 + n) h(λi )

)
F,

which admits the specialization at x0 = 0 and gives
(
L

( j)
n F

)∼ = L̃
( j)
n F̃ . The assertion

is then obtained from Lemma 5.6 by induction on k. �
The following simple corollary of this lemma yields differential equations of the

same form as those in Sect. 5.3.

Corollary 5.8. Fix a sequence λ = (λ0, λ1, . . . , λN , λ∞) ∈ N
N+2 and a λ-admissible

sequence ς = (ς0, . . . , ςN ). Let uς ∈ (⊗N
j=1Mλ j

) ⊗ Mλ0 be the corresponding con-
formal block vector (3.3), and let F = F[uς ] ∈ C∞(XN+1) denote the corresponding
function obtained by the quantum group method of Sect. 2.2. Then F is translation in-
variant, and the associated function F̃ onX+

N solves the system of differential equations
D̃ ( j) F̃ = 0, j = 1, . . . , N.

Series expansions of the functions Fix again a sequence λ = (λ0, λ1, . . . , λN , λ∞) ∈
N

N+2 and a λ-admissible sequence ς = (ς0, . . . , ςN ), and let F̃ : X+
N → C be the

function given by

F̃(x1, . . . , xN ) = F[uς ](0, x1, . . . , xN ) for (x1, . . . , xN ) ∈ X+
N

where uς ∈ (⊗N
j=1Mλ j

) ⊗ Mλ0 is the corresponding conformal block vector of (3.3).
We will expand this function as a series recursively, one variable at a time, starting
from x1. The series expansion in x1 is the Frobenius series at 0 given by Lemma 2.5,

F̃(x1, . . . , xN ) = x�1
1

∞∑

k=0

ck(x2, . . . , xN ) xk1 ,

and the other variables (x2, . . . , xN ) ∈ X+
N−1 are treated as parameters. When the other

variables stay in the open subset

X+;R
N−1 :=

{
(x2, . . . , xN ) ∈ X+

N−1

∣∣∣ x2 > R
}

, (5.7)
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the Frobenius series in locally uniformly R-controlled.
The differential operators L̃ ( j)

n and D̃ ( j) of (5.4) and (5.5) are composed of

• differentiations ∂
∂x1

with respect to the power series variable x1;

• differentiations ∂
∂xi

with respect to the parameters xi , for i = 2, . . . , N ;
• multiplication operators by (xi − x j )n for i �= j and by xni .

If i, j > 1, then the multiplication by (xi −x j )n acts on the coefficients ck ∈ C∞(X+;R
N−1)

by a multiplication by a smooth (and in particular locally bounded) function. By contrast
(xi − x1)n for i = 2, . . . , N is expanded as a power series (xi − x1)n = ∑∞

j=0(−1) j
(n
j

)

xn− j
i x j

1 , which is itself locally uniformly R-controlled power series in x1 on X
+;R
N−1, and

the multiplication operator involves a convolution of the coefficients of the power series.
By LemmaA.1, each one of the above constituent operators preserves the space of lo-

cally uniformly R-controlled series and acts naturally coefficientwisewhen (x2, . . . , xN )

∈ X+;R
N−1. Therefore the constituent operators can be composed, and the operators L̃ ( j)

n

and D̃ ( j) also act on the space of locally uniformly R-controlled series, and they also act
naturally coefficientwise, when (x2, . . . , xN ) ∈ X+;R

N−1. For different values of R > 0,

the actions of L̃ ( j)
n and D̃ ( j) on power series parametrized by X+;R

N−1 are consistent (co-
efficient functions are obtained by restrictions to the smaller subset), so they give rise to
a natural action on power series parametrized simply by X+

N−1 = ⋃
R>0 X

+;R
N−1.

It will turn out in the analysis below that the coefficient functions ck ∈ C∞(X+
N−1) are

themselves (essentially) given by functions from the quantum group method, and they
therefore admit Frobenius series expansions of their own. Recursively in the number of
variables, this allows us to uniquely associate to F̃ a power series in the space (5.3),

C[xN ] [[xN−1/xN ]] · · · [[x1/x2]] [x−1
1 ] x�N

N · · · x�1
1 .

The following is our main result about the equality of the quantum group functions
and (the highest weight matrix elements of) the compositions of intertwining operators
of the first row subcategory of the generic Virasoro VOA.

Theorem 5.9. For any λ = (λ0, λ1, . . . , λN , λ∞) ∈ N
N+2 and any λ-admissible se-

quence ς = (ς0, . . . , ςN ), the function F[uς ] admits a series expansion

F[uς ](0, x1, . . . , xN ) =
∑

k1,...,kN∈Z

ck1,...,kN x�1+k1
1 · · · x�N+kN

N ,

which is convergent for any (x1, . . . , xN ) ∈ X+
N . As a formal series, this coincides with

the matrix element (5.2) of the composition of intertwining operators,

F[uς ](0, x1, . . . , xN ) =Cλ
ς (x1, . . . , xN ) ∈ C[[xN−1/xN ]] · · · [[x1/x2]] x�N

N · · · x�1
1 .

Proof. We employ an induction over the number of variables N . The case of N = 1 is
obvious; the function is

F̃[uς ](x) = B λ∞
λ1,λ0

x�1 , x > 0.

This function gives the same one term power series inCx�1 as thematrix elementCλ
ς (x).
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Assume that the assertion is true when the number of variables is strictly less than N .
Then use Lemma 2.5 to obtain a Frobenius expansion of F̃[uς ] at x1 = 0,

F̃[uς ](x1, . . . , xN ) =
∞∑

n=0

F̃n(x2, . . . , xN )x�1+n
1 (5.8)

Note that by Remark 2.6, the initial coefficient F̃0 coincides with B ς1
λ1,λ0

F̃[uς ′ ], where
ς ′ = (ς1, . . . , ςN ) is a (ς1, λ2, . . . , λN , λ∞)-admissible sequence.

We apply D̃ (1) to both sides of the expansion (5.8). Because the operators act coef-
ficientwise, we may employ similar arguments as in the proof of Theorem 5.5. We find
that F̃n , n ≥ 1, are determined recursively as

F̃n(x2, . . . , xN ) = − x−�1−n+λ1+1
1

Pλ1(h(λ0), h(ς1) + n)

n−1∑

m=0

R(1)
n−m

(
x�1+m
1 F̃m(x2, . . . , xN )

)
,

where R(1)
j , j ∈ N, are differential operators given by exactly the same formulas as in

the proof of Theorem 5.5, but now acting on the space C∞(X+
N−1)[[x±1

1 ]] x�1
1 .

In particular, F̃n , n ≥ 1, are determined by F̃0 via the same relations as Cn , n ≥ 1,
are determined by C0. It also follows that all higher coefficients Fn , n ≥ 1, are analytic
on X+

N−1. By the induction hypothesis, F̃0 is expanded in

C[[xN−1/xN ]] · · · [[x2/x3]] x�N
N · · · x�2

2

and coincides with C0. Therefore, each F̃n , n ≥ 0 is expanded in

C[[xN−1/xN ]] · · · [[x2/x3]] x�N
N · · · x�2−n

2

and coincides with Cn . Finally, from the expansion (5.8), we conclude that F̃[uς ] is
expanded in

C[[xN−1/xN ]] · · · [[x1/x2]] x�N
N · · · x�1

1

and coincides withCλ
ς . The convergence of this series at any (x1, . . . , xN ) ∈ X+

N is clear
by an inductive application of Lemma 2.5. �

5.5. Some applications. Let us quickly comment on applications of the above result to
the analysis of the PDE system and to the quantum group method itself.

On the solution spaces to BPZ differential equations By Theorem 5.9, for every u ∈(⊗N
j=1Mλ j

) ⊗ Mλ0 such that Eu = 0 we associate a formal series representing the

function F̃[u] : X+
N → C,

F̃[u] ∈ C{x1, . . . , xN }.
By convergence of the series (pointwise) in X+

N , the series uniquely determines the
function F̃[u], and by translation invariance it therefore also determinesF[u] : XN+1 →
C.
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For fixed λ = (λ0, λ1, . . . , λN , λ∞) ∈ N
N+2, any λ-admissible sequence ς =

(ς0, . . . , ςN ) gives a solution to the (same) system of BPZ partial differential equa-
tions of BSA form,

D ( j)F = 0 for j = 0, . . . , N , (5.9)

with homogeneity

F(sx0, sx1, . . . , sxN ) = sh(λ∞)−∑N
j=0 h(λ j ) F(x0, x1, . . . , xN ) (5.10)

for any s > 0 and (x0, x1, . . . , xN ) ∈ XN+1.
For different ς , the corresponding formal series inC{x1, . . . , xN } are clearly linearly

independent, since the sequences (�1, . . . , �N ) of exponents �i = h(ςi ) − h(λi ) −
h(ςi−1), i = 1, . . . , N , are distinct in the generic case. In particular the conformal block
type solutions F[uς ], for ς admissible, are linearly independent solutions to the system
of differential equations.

As an application, we therefore get that the dimension of the solution space is at least
the number of conformal blocks, which is a combinatorial and well understood quantity.

Corollary 5.10. Let λ = (λ0, λ1, . . . , λN , λ∞) ∈ N
N+2. Then we have

dim

{
F ∈ C∞(XN+1)

∣∣∣
∣ F satisfies (5.9) and (5.10)

}

≥ dim HomUq (sl2)

(
Mλ∞ ,

N⊗

j=0

Mλ j

)
.

Differential equations at infinity From the perspective of CFT, the (PDE) part of Theo-
rem 2.2 has the interpretation that for u ∈ Hλ, the functionF[u] satisfies partial differen-
tial equations stemming from degeneracies of primary fields at the points x0, x1, . . . , xN .
When we take u to moreover satisfy K .u = qλ∞ u, it is natural to expect the func-
tion F[u] to satisfy a further differential equation of order λ∞ + 1, associated with the
field at infinity. It is possible to give a direct proof of this property from the quantum
group method, but such a proof is not entirely trivial. By contrast, a very simple proof
can be obtained as an application of the results of this section.

For the statement, we introduce the following differential operators at infinity

L (∞)
n =

N∑

i=0

(
xn+1i

∂

∂xi
+ (n + 1)h(λi )x

n
i

)
, n ∈ Z.

Corollary 5.11. Let u ∈ Hλ ∩Ker(K − qλ∞), λ∞ ∈ N. The function F[u] satisfies the
differential equation D (∞) F[u] = 0, where

D (∞) =
λ∞+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ∞+1

(−4/κ)λ∞+1−k(λ∞!)2
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )
L (∞)

p1 · · ·L (∞)
pk .
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Proof. Note that any u ∈ Hλ ∩ Ker(K − qλ∞) is a linear combination of uς , where ς

ranges over the λ-admissible sequences. By linearity, it suffices to prove the statement
for u = uς .

To simplify, we make use of the fact that the representation M0 is the unit for ten-
sor products of representations of Uq(sl2), as seen from (2.1). Explicitly, we use the
isomorphism

( N⊗

j=1

idMλ j

) ⊗ ι
λ0,0
λ0

: ( N⊗

j=1

Mλ j

) ⊗ Mλ0

∼=−→ ( N⊗

j=1

Mλ j

) ⊗ Mλ0 ⊗ M0.

We set u′
ς = ((⊗N

j=1 idMλ j

) ⊗ ι
λ0,0
λ0

)
(uς ), and note that the function

F[u′
ς ](z, x0, x1, . . . , xN )

satisfies the first order differential equation 0 = ∂
∂z F[u′

ς ] by the (PDE) property of
Theorem 2.2. Therefore it is constant as a function of z. When we specialize to z = 0,
Theorem 5.9 states that this function is given by

F[u′
ς ](0, x0, x1, . . . , xN )

=
〈
w̄′

ςN
, Y ςN

λN ςN−1
(w̄λN , xN ) · · ·Y ς1

λ1 ς0
(w̄λ1, x1)Y ς0

λ0 0
(w̄λ0 , x0) w̄0

〉
.

On the other hand, by the (ASY) property of Theorem 2.2 and the observation that
B λ0

λ0,0
= 1, we can determine the value of the constant, and we find

F[u′
ς ](0, x0, x1, . . . , xN ) = F[uς ](x0, x1, . . . , xN ).

It now suffices to prove the differential equation for the above expression involving a
composition of intertwining operators. Recall that Q′

λ∞
∼= Qλ∞ , so Sλ∞w̄′

λ∞ = 0, and
therefore

0 =
〈
Sλ∞w̄′

ςN
, Y ςN

λN ςN−1
(w̄λN , xN ) · · ·Y ς0

λ0 0
(w̄λ0 , x0) w̄0

〉

=
λ∞+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ∞+1

(−4/κ)λ∞+1−k(λ∞!)2
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )

〈
w̄′

ςN
, L pk · · · L p1 Y ςN

λN ςN−1
(w̄λN , xN ) · · ·Y ς0

λ0 0
(w̄λ0 , x0) w̄0

〉
.

We can commute the Virasoro generators L pm to the right by Corollary 4.7 in the
form (5.6) again. For pm > 0 we have L pm w̄λ0 = 0, so after commutation we find
the desired differential equation. �

By contrast, to prove Corollary 5.11 directly using the quantum group method, one
would have to introduce an auxiliary variable xN+1 and an auxiliary vector

u′′ ∈ Mλ∞ ⊗ ( N⊗

j=1

Mλ j

) ⊗ Mλ0

as in [KP20, Section 5.2], conjugate by an appropriate exponentiatial of L (N+1)
1 , and

take a complicated limit xN+1 → +∞. The proof above is a significant simplification.
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Full series expansions of the functions from the quantum group method The property
(ASY) in Theorem 2.2 gives the explicit leading coefficient of the Frobenius series
expansion of a function obtained by the quantum groupmethod, in the limit x j −x j−1 →
0. Themain result of this section allows to express also all of the higher order coefficients
of this Frobenius series as matrix elements of compositions of intertwining operators4,
making their calculation tractable by algebraic and combinatorial techniques. This is
perhaps themost important direct application of the results of this section to the quantum
group method.

6. Associativity of Intertwining Operators

In this section we will prove one of the main results of the paper, the associativity of
the intertwining operators among the modules of the first row subcategory. This result
is essentially the associativity in an appropriate tensor category.

From the point of view of correlation functions of conformal field theories, associa-
tivity amounts to the fact that the same correlation function admits series expansions
in different regimes, and the resulting series represent the same function on the over-
lap of the domains where they converge. A geometric interpretation of this property is
that different pair-of-pants decompositions of the same Riemann surface can be used
interchangeably.

In VOA theory, associativity is a statement about the case N = 2 only, but involving
the full intertwining operators, not merely a matrix element that gives a particular cor-
relation function. Starting from the N = 2 case, it is then possible to inductively obtain
coincidence of various expansions of multipoint correlation functions (or interchange-
ability of pair-of-pants decompositions of multiply punctured spheres).

From the point of view of VOA intertwining operators, we will be comparing a priori
entirely different formal series, and it is far from obvious that they should represent the
same function. Indeed, to obtain coincidence,we cannot separate a given conformal block
from the rest: the expansion of a single conformal block in another regime will involve
all possible conformal blocks, so a carefully devised linear combination is needed.
The appropriate coefficients of the linear combination will be the 6 j-symbols of the
underlying quantum group.

A key subtlety is that the analytic functions represented by the series are multivalued
(when extended to their natural complex domains), and the correct coincidence state-
ments necessarily involve branch choices. In our setup, the quantum group method and
the ordering of the variables on the real line leads to convenient branch choices which
facilitate the statement. The multivaluedness, in turn, is closely related to braiding prop-
erties, which feature crucially in the analysis of CFT correlation functions, and form a
key structure of the underlying tensor category.

In the previous sections, the quantum group has been used mainly through the fusion
rules of theVOAmodules, whichmatched the selection rules forUq(sl2) representations.
The selection rules themselves, however, are not sensitive to the deformationparameterq.
By contrast, the results of this section will involve the specific 6 j symbols, and they
will lead to the specific braiding properties. The associativity result therefore gives more
profound evidence for the equivalence of the first row subcategory of the genericVirasoro
VOA and the category of (type-one) finite-dimensional representations of Uq(sl2).

4 Specifically, the method as presented in this section, applies to the coefficients of the Frobenius series
corresponding to x1 − x0 → 0. The general case of expansions as x j − x j−1 → 0 for j > 1 will be obtained
by associativity, which is addressed in the next section.
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This section is organized as follows. In Sect. 6.1 we introduce the setup and give
the precise formulation of the associativity statement, Theorem 6.1. The proof of that
statement is divided in two parts. Section 6.2 contains the proof of a particular case
involving a highest weightmatrix element. In Sect. 6.3, an inductive construction starting
from that particular case is used to finish the proof of the general case.

6.1. The setup and statement of associativity. Fix λ0, λ1, λ2, λ∞ ∈ N. For arbitrary
w0 ∈ Qλ0 , w1 ∈ Qλ1 , w2 ∈ Qλ2 , w

′∞ ∈ Q′
λ∞ , and ς ∈ Sel(λ0, λ1), we will consider

the formal series
〈
w′∞, Y λ∞

λ2 ς (w2, x2)Y ς
λ1 λ0

(w1, x1) w0

〉
, (6.1)

which is a special case N = 2 of the series in Sect. 5, and we will compare it with the
formal series

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y) w1, x
)
w0

〉
(6.2)

forμ ∈ Sel(λ1, λ2)∩Sel(λ0, λ∞). The ideawill be to substitute actual values x1, x2 ∈ R

so that
{
x1 = x1
x2 = x2

and

{
x = x1
y = x2 − x1.

The first series (6.1) will correspond to an expansion in the regime 0 < x1 � x2, and
the second (6.2) to and expansion in the regime 0 < x2 − x1 � x1. As discussed in
Sect. 5, the series (6.1) is in the space

C[x2] [[x1/x2]] [x−1
1 ] x�1

1 x�2
2 with

{
�1 = h(ς) − h(λ1) − h(λ0)

�2 = h(λ∞) − h(λ2) − h(ς).

Similarly we will see that the series (6.2) is in the space

C[x] [[ y/x]] [ y−1] x�̂′(μ) y�̂(μ) with

{
�̂(μ) = h(μ) − h(λ2) − h(λ1)

�̂′(μ) = h(λ∞) − h(μ) − h(λ0).

The goal of this section is to prove the following associativity of intertwining oper-
ators.

Theorem 6.1. Fix λ0, λ1, λ2, λ∞ ∈ N. For arbitrary w0 ∈ Qλ0 , w1 ∈ Qλ1 , w2 ∈ Qλ2 ,
w′∞ ∈ Q′

λ∞ , and ς ∈ Sel(λ0, λ1), the series
〈
w′∞, Y λ∞

λ2 ς (w2, x2)Y ς
λ1 λ0

(w1, x1) w0

〉
,

converges when 0 < x1 < x2, and the series

∑

μ∈Sel(λ1,λ2) ∩Sel(λ0,λ∞)

{
λ2 λ1 μ

λ0 λ∞ ς

} 〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, x2 − x1) w1, x1
)
w0

〉

converges when 0 < x2 − x1 < x1, and in the (nontrivial) overlap of these domains, the
analytic functions represented by these two series coincide.
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The proof of Theorem 6.1 consists of two main steps: the special case of the matrix
element of highest weight vectors, and the recursion on the PBW filtration to establish
the general case. We address the two in separate subsections below.

In the rest of the section, sums over μ are always taken over the same set of values
satisfying the two selection rules above. For brevity, we omit this from the notation and
write just

∑

μ

(
· · ·

)
:=

∑

μ∈Sel(λ1,λ2) ∩Sel(λ0,λ∞)

(
· · ·

)
.

6.2. The special case with highest weight vectors. The first step in the proof of The-
orem 6.1 is to consider the special case where instead of general vectors w0 ∈ Qλ0 ,
w1 ∈ Qλ1 , w2 ∈ Qλ2 , w′∞ ∈ Q′

λ∞ , we use the highest weight vectors w̄λ0 ∈ Qλ0 ,
w̄λ1 ∈ Qλ1 , w̄λ2 ∈ Qλ2 , w̄′

λ∞ ∈ Q′
λ∞ . This is analogous to the initial term of an in-

tertwining operator, and the highest weight matrix element considered in the context of
compositions of intertwining operators. The precise statement we want to prove is the
following.

Proposition 6.2. Let λ0, λ1, λ2, λ∞ ∈ N. For arbitrary ς ∈ Sel(λ0, λ1), the two series
〈
w̄′

λ∞, Y λ∞
λ2 ς (w̄λ2 , x2)Y ς

λ1 λ0
(w̄λ1, x1) w̄λ0

〉
,

converges when 0 < x1 < x2, and the series

∑

μ

{
λ2 λ1 μ

λ0 λ∞ ς

} 〈
w̄′

λ∞ , Y λ∞
μλ0

(Y μ
λ2 λ1

(w̄λ2 , x2 − x1) w̄λ1 , x1
)
w̄λ0

〉

converges when 0 < x2 − x1 < x1, and in the (nontrivial) overlap of these domains, the
analytic functions represented by these two series coincide.

The first of the two series is exactly of the form considered in Sect. 5, and by Theo-
rem 5.9 we have

F[uς ](0, x1, x2) =
〈
w̄′

λ∞ , Y λ∞
λ2 ς (w̄λ2 , x2)Y ς

λ1 λ0
(w̄λ1, x1) w̄λ0

〉
for 0 < x1 < x2,

where uς ∈ Mλ2 ⊗ Mλ1 ⊗ Mλ0 is the conformal block vector (3.3)

uς =
((
idMλ2

⊗ ιλ1,λ0ς

) ◦ ι
λ2,ς
λ∞

)
(u(λ∞)

0 ).

For the purposes of comparing with the other series in the associativity statement, we
decompose this vector using the defining property (3.1)

((
idMλ2

⊗ ιλ1,λ0ς

) ◦ ι
λ2,ς
λ∞

)
=

∑

μ

{
λ2 λ1 μ

λ0 λ∞ ς

}(
ιλ2,λ1μ ⊗ idMλ0

) ◦ ι
μ,λ0
λ∞

of 6 j-symbols, to get

uς =
∑

μ

{
λ2 λ1 μ

λ0 λ∞ ς

}
ûμ, where ûμ =

((
ιλ2,λ1μ ⊗ idMλ0

) ◦ ι
μ,λ0
λ∞

)
(u(λ∞)

0 ).
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For the corresponding function, we get the decomposition

F[uς ](0, x1, x2) =
∑

μ

{
λ2 λ1 μ

λ0 λ∞ ς

}
F [̂uμ](0, x1, x2),

where each term on the right hand side has a good Frobenius series expansion in the
variable x2 − x1, by virtue of the submodule projection property ûμ = π

μ
{1,2}(̂uμ) and

Lemma 2.5. Specifically, for any μ, in the region 0 < x2 − x1 < x1, we have

F [̂uμ](0, x1, x2) = (x2 − x1)
�̂(μ)

∞∑

k=0

Ĉk(x1) (x2 − x1)
k, (6.3)

where �̂(μ) = h(μ) − h(λ2) − h(λ1) and the leading coefficient is

Ĉ0(x1) = B μ
λ2,λ1

F[
ι
μ,λ0
λ∞ (u(λ∞)

0 )
]
(0, x1) = B μ

λ2,λ1
B λ∞

μ,λ0
x�̂′(μ)
1

with �̂′(μ) = h(λ∞) − h(μ) − h(λ0). To prove Proposition 6.2 therefore amounts to
showing that the series (6.3) coincides with the other expression with VOA intertwining
operators,

〈
w̄′

λ∞, Y λ∞
μλ0

(Y μ
λ2 λ1

(w̄λ2 , y) w̄λ1 , x
)
w̄λ0

〉
,

where one substitutes x = x1 and y = x2 − x1. For this, the strategy is again to show
that both expressions satisfy the same differential equation, and that the series solutions
to it are unique up to multiplicative constants. The most straightforward approach would
be to use more than one differential equation (e.g., inductively, as in Sect. 5), but in the
current case we can in fact bypass the need for all but one differential equation by using
a priori homogeneity information.

The appropriate differential operator now is

D̂ (2) =
λ2+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ2+1

(−4/κ)1+λ2−kλ2!
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )
L̂ (2)

−p1 · · · L̂ (2)
−pk (6.4)

where for n ∈ Z we set

L̂ (2)
n := − (−x − y)n

(
(−x − y)

∂

∂x
+ (1 + n)h(λ0)

)

− (−y)n
(

(−y)
( ∂

∂x
− ∂

∂y

)
+ (1 + n)h(λ1)

)
. (6.5)

Analogously to Sect. 5, these differential operators act on the one hand on spaces of
smooth functions of x and y, and on the other hand on spacesC[x] [[ y/x]] [ y−1] x�̂′(μ)

y�̂(μ) of formal series (for any μ) via

x �→ x, y �→ y,
∂

∂x
�→ ∂

∂x
,

∂

∂y
�→ ∂

∂ y
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and the factors (−x − y)n are expanded as the following formal power series

(−x − y)n �→ (−x − y)n = (−x)n
∞∑

k=0

(
n

k

)
( y/x)k .

These differential operators D̂ (2) and L̂ (2)
n are obtained from D̃ (2) and L̃ (2)

n by changing
variables from x1, x2 to x = x1, y = x2 − x1. In particular the following is obvious
from the property D̃ (2) F [̂uμ](0, x1, x2) = 0, which itself is obtained from the (PDE)
part of Theorem 2.2 using Lemma 5.6.

Lemma 6.3. For any μ we have

D̂ (2) F [̂uμ](0, x, x + y) = 0.

Next we show the analoguous property of the formal series.

Proposition 6.4. For each μ ∈ Sel(λ1, λ2) ∩ Sel(λ0, λ∞), the formal series

Ĉλ
μ(x, y) :=

〈
w̄′

λ∞ ,Y λ∞
μλ0

(Y μ
λ2 λ1

(w̄λ2 , y) w̄λ1 , x
)
w̄λ0

〉

lies in C[[ y/x]] y�̂(μ) x�̂′(μ), and it satisfies the differential equation

D̂ (2) Ĉλ
μ(x, y) = 0.

Proof. We expand the intertwining operator Y μ
λ2 λ1

(w̄λ2 , y) so that

Y μ
λ2 λ1

(w̄λ2 , y) =
∑

n∈Z

y�̂(μ)−n−1(w̄λ2)(n),

where each (w̄λ2)(n) ∈ Hom(Qλ1, Qμ) is of degree −n − 1, n ∈ Z. In particular, we
have (w̄λ2)(n)w̄λ1 ∈ Qμ(−n−1), n ∈ Z, implying that (w̄λ2)(n)w̄λ1 = 0 unless n ≤ −1.
Furthermore, we expand each part Y λ∞

μλ0
((w̄λ2)(n)w̄λ1, x), n ≤ −1 so that

Y λ∞
μλ0

((w̄λ2)(n)w̄λ1 , x) =
∑

m∈Z

x�̂′(μ)−m−1 (
(w̄λ2)(n)w̄λ1

)
(m)

,

where
(
(w̄λ2)(n)w̄λ1

)
(m)

∈ Hom(Qλ0 , Qλ∞),m ∈ Z is of degree−n−m−2. Therefore,
the matrix element

〈
w̄′

λ∞,
(
(w̄λ2)(n)w̄λ1

)
(m)

w̄λ0

〉

vanishes unless −n − m − 2 = 0. Consequently, we see that the series Ĉλ
μ(x, y) is

expanded as

Ĉλ
μ(x, y) = y�̂(μ) x�̂′(μ)

∞∑

n=0

〈
w̄′

λ∞ ,
(
(w̄λ2)(−n−1)w̄λ1

)
(n−1) w̄λ0

〉
( y/x)n

∈ C[[ y/x]] y�̂(μ) x�̂′(μ).



1186 S. Koshida, K. Kytölä

The differential equation follows from the quotienting out of the singular vector
Sλ2w̄c,h(λ2) of theVermamoduleM(c, h(λ2)) given by (4.12); in Qλ2 we have Sλ2w̄λ2 =
0 and therefore

〈
w̄′

λ∞ ,Y λ∞
μλ0

(Y μ
λ2 λ1

(Sλ2w̄λ2 , y) w̄λ1 , x
)
w̄λ0

〉
= 0.

To see that this gives the differential equation of the asserted form, the key is to observe
that for any w2 ∈ Qλ2 and p > 0, we have

〈
w̄′

λ∞ ,Y λ∞
μλ0

(Y μ
λ2 λ1

(L−pw2, y) w̄λ1 , x
)
w̄λ0

〉

= L̂ (2)
−p

〈
w̄′

λ∞,Y λ∞
μλ0

(Y μ
λ2 λ1

(w2, y) w̄λ1 , x
)
w̄λ0

〉
,

which in turn follows by a calculation based on the formulas of Corollary 4.7. The
calculation is otherwise very similar to that in the proof of Lemma 5.4, except that part
(a) of Corollary 4.7 has to be used twice here. �
By the chosen normalization of the intertwining operators, the coefficient of y�̂(μ) x�̂′(μ)

in Ĉλ
μ(x, y) is B λ∞

μ,λ0
B μ

λ1,λ2
. In particular, Ĉλ

μ(x, y) is non-zero.
The remaining core ingredient is a suitable uniqueness statement for series form

solutions of the PDE. Two aspects of the statement here are worth noting. First, we
will have a uniqueness statement separately for every μ, in an appropriate space of
formal series. Different μ would give other linearly independent solutions, but due to
different characteristic exponents, the forms of the series are different. Second, although
we require just one differential equation, we obtain uniqueness, because we additionally
fix the total homogeneity degree. Alternatively it would be possible to start without the
homogeneity requirement, using instead further differential equations that can also be
established in the present case.

Proposition 6.5. For each μ ∈ Sel(λ1, λ2) ∩ Sel(λ0, λ∞), subspace

Ker D̂ (2) ⊂ C[[ y/x]] x�̂′(μ) y�̂(μ)

consisting of the solutions to the above differential equation is one-dimensional,

dim
(
Ker D̂ (2)

)
= 1.

Proof. Since Ĉλ
μ is a non-zero solution in this space of formal series, it suffices to show

that solutions are unique up to multiplicative constant.
For the present purpose, we introduce a Z-grading of the space C[x] [[ y/x]] [ y−1]

x�̂′(μ) y�̂(μ): for n,m ∈ Z, a monomial y�̂(μ)+n x�̂′(μ)+m is declared to be of degree n.
The degrees of operators are determined accordingly.

For each p > 0, the operator

L̂
(2)
−p = −(− y)−p

(
y

∂

∂ y
+ (1 − p) h(λ1)

)
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is of degree −p, and the difference

L̂ (2)
−p − L̂

(2)
−p

= −(− y)−p+1 ∂

∂x
+

∞∑

k=0

(−p + 1

k

)
(−1)p+1 yk x−p−k

(
x

∂

∂x
+(1− p − k) h(λ0)

)

is a sum of terms of degrees strictly greater than −p. Therefore, we can decompose the
action of D̂ (2) on C[x] [[ y/x]] [ y−1] x�̂′(μ) y�̂(μ) so that

D̂ (2) = D̂
(2)

+
∞∑

k=1

R̂(2)
k ,

where deg R̂(2)
k = −λ2 − 1 + k for k ≥ 1, and

D̂
(2) =

λ2+1∑

k=1

∑

p1,...,pk≥1
p1+···+pk=λ2+1

(−4/κ)1+λ2−kλ2!
∏k−1

u=1(
∑u

i=1 pi )(
∑k

i=u+1 pi )
L̂

(2)
−p1 · · · L̂ (2)

−pk

is a differential operator of degree −λ2 − 1.
We also have

D̂
(2)

y�̂(μ)+n = Pλ2

(
h(λ1), h(μ) + n

)
y�̂(μ)+n−λ2−1

for any n ∈ Z, and we recall that Pλ2(h(λ1), h(μ) + n) = 0 if and only if n = 0.
Let us expand a series Ĉ ∈ C[[ y/x]] x�̂′(μ) y�̂(μ) so that

Ĉ =
∞∑

n=0

Ĉn x�̂′(μ)−n y�̂(μ)+n .

Requiring the differential equation D̂ (2) Ĉ = 0 and considering the terms of different de-
grees separately, we obtain the recursion relations that determines all higher coefficients
Ĉk , k > 0, by

Ĉk = − y−�̂(μ)−k+λ2+1x−�̂′(μ)+k

Pλ2

(
h(λ1), h(μ) + k

)
k−1∑

n=0

R̂(2)
k−n

(
y�̂(μ)+n x�̂′(μ)−n Ĉn

)
.

Therefore, a solution is uniquely determined by its leading coefficient Ĉ0. �
Putting the above ingredients together, we can prove Proposition 6.2.

Proof of Proposition 6.2. By linearity on F and decomposition of uς , we found

F[uς ](0, x1, x2) =
∑

μ

{
λ2 λ1 μ

λ0 λ∞ ς

}
F [̂uμ](0, x1, x2).

According to Theorem 5.9, the left hand side is given by the series
〈
w̄′

λ∞, Y λ∞
λ2 ς (w̄λ2 , x2)Y ς

λ1 λ0
(w̄λ1, x1) w̄λ0

〉
.
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On the right hand side, change variables to x = x1, y = x2 − x1, and recall from
Lemma 6.3 that each term F [̂uμ](0, x, x + y) satisfies the differential equation

D̂ (2) F [̂uμ](0, x, x + y) = 0 and by Lemma 2.5 has a Frobenius series of the form (6.3).
By homogeneity, property (COV) in Theorem 2.2, it is easy to see that the coefficients
are of the form Ĉn(x) = cn x�̂′(μ)−n . The power series part of the Frobenius series in
variable y is locally uniformly R-controlled in the domain defined by x > R, so by
arguments similar to the proof of Theorem 5.9 we get that the differential operator D̂ (2)

acts naturally coefficientwise on the series. The uniqueness up to multiplicative constant
of series solutions stated in Proposition 6.5 then shows that the series expansion is

F [̂uμ](0, x, x + y) =
〈
w̄′

λ∞,Y λ∞
μλ0

(Y μ
λ2 λ1

(w̄λ2 , y) w̄λ1 , x
)
w̄λ0

〉
,

since the leading coefficients on both sides are Ĉ0(x) = B μ
λ2,λ1

B λ∞
μ,λ0

x�̂′(μ). �

6.3. Reduction to the initial terms. Here, we present a proof of Theorem 6.1. The proof
is by induction on the total PBW length, broadly similarly to Proposition 4.12. In fact,
since the proof splits to many similar cases, we only provide the details about one.
Proposition 6.2 from above will serve as the base case of the induction.

Proof of Theorem 6.1. Recall that all the modules Qλi , i = 0, 1, 2 and Q′
λ∞ admit the

PBW filtration;

F 0Qλi ⊂ · · · ⊂ F pi Qλi ⊂ F pi+1Qλi ⊂ · · · , for i = 0, 1, 2,

F 0Q′
λ∞ ⊂ · · · ⊂ F p∞Q′

λ∞ ⊂ F p∞+1Q′
λ∞ ⊂ · · · .

Fix p ∈ N and assume that the claim in Theorem 6.1 is true for any wi ∈ F pi Qλi ,
i = 0, 1, 2 and w′∞ ∈ F p∞Q′

λ∞ with p0 + p1 + p2 + p∞ ≤ p. Note also that the base
case p0 = p1 = p2 = p∞ = 0 is covered by Proposition 6.2.

Let us first consider increasing p0 by one, by applying L−n , n > 0, onw0 ∈ F p0Qλ0 .
The Jacobi identity, as formulated in Corollary 4.7, yields the following

〈
w′∞, Y λ∞

λ2 ς (w2, x2)Y ς
λ1 λ0

(w1, x1) L−nw0

〉

=
〈
Lnw

′∞, Y λ∞
λ2 ς (w2, x2)Y ς

λ1 λ0
(w1, x1) w0

〉

− x−n+1
1

∂

∂x1

〈
w′∞, Y λ∞

λ2 ς (w2, x2)Y ς
λ1 λ0

(w1, x1) w0

〉

−
∞∑

k=1

(−n + 1

k

)
x−n−k+1
1

〈
w′∞, Y λ∞

λ2 ς (w2, x2)Y ς
λ1 λ0

(Lk−1w1, x1) w0

〉

− x−n+1
2

∂

∂x2

〈
w′∞, Y λ∞

λ2 ς (w2, x2)Y ς
λ1 λ0

(w1, x1) w0

〉

−
∞∑

k=1

(−n + 1

k

)
x−n−k+1
2

〈
w′∞, Y λ∞

λ2 ς (Lk−1w2, x2)Y ς
λ1 λ0

(w1, x1) w0

〉
.
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Each of the terms of the right hand side have a total PBW word length ≤ p, so the
induction hypothesis can be applied to each of them. By the induction hypothesis, the
right hand side power series represents the same analytic function as the following series

∑

μ

{
λ2 λ1 μ

λ0 λ∞ ς

}( 〈
Lnw

′∞, Y λ∞
μλ0

(Y μ
λ2 λ1

(w2, y)w1, x
)
w0

〉

− x1−n
(

∂

∂x
− ∂

∂ y

) 〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)w1, x) w0

〉

−
∞∑

k=1

(
1 − n

k

)
x1−n−k

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)Lk−1w1, x
)
w0

〉

− (x + y)1−n ∂

∂ y

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)w1, x
)
w0

〉

−
∞∑

k=1

(
1 − n

k

)
(x + y)1−n−k

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(Lk−1w2, y)w1, x
)
w0

〉 )
(6.6)

when the two series are evaluated at x1 = x1, x2 = x2, and x = x1, y = x2 − x1,
respectively. It remains to check that the expression inside the parentheses in (6.6)
coincides with

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)w1, x
)
L−nw0

〉
.

For this, we first commute L−n to the left with the formula of Corollary 4.7,

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)w1, x
)
L−nw0

〉

=
〈
Ln w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)w1, x
)
w0

〉

−
∞∑

�=0

(
1 − n

�

)
x1−n−�

〈
w′∞, Y λ∞

μλ0

(
L�−1 Y μ

λ2 λ1
(w2, y)w1, x

)
w0

〉

The first term here is indeed present in (6.6), so we focus on the second term. Also the
� = 0 contribution in the second term is

− x1−n
〈
w′∞, Y λ∞

μλ0

(
L−1 Y μ

λ2 λ1
(w2, y)w1, x

)
w0

〉

= −x1−n ∂

∂x

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)w1, x
)
w0

〉
,

which also appears in (6.6). We rewrite the remaining terms by commuting L�−1 to the
right inside the intertwiner, leading to a contribution



1190 S. Koshida, K. Kytölä

−
∞∑

�=1

(
1 − n

�

)
x1−n−�

〈
w′∞, Y λ∞

μλ0

(
L�−1 Y μ

λ2 λ1
(w2, y)w1, x

)
w0

〉

= −
∞∑

�=1

(
1 − n

�

)
x1−n−�

( 〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)L�−1 w1, x
)
w0

〉

+
∞∑

k=0

(
�

k

)
y�−k

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(Lk−1w2, y)w1, x
)
w0

〉 )

Again the first term appears in (6.6), so it remains to treat the last term. The k = 0
contribution of it is just

−
∞∑

�=1

(
1 − n

�

)
x1−n−� y�

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(L−1w2, y)w1, x
)
w0

〉

= −(x + y)1−n ∂

∂ y

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)w1, x
)
w0

〉

+ x1−n ∂

∂ y

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(w2, y)w1, x
)
w0

〉
.

Both of these again appear in (6.6). In the remaining terms, we interchange the order of
summations and change to a new summation variable m = � − k to express them as

−
∞∑

�=1

(
1 − n

�

)
x1−n−�

∞∑

k=1

(
�

k

)
y�−k

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(Lk−1w2, y)w1, x
)
w0

〉

= −
∞∑

k=1

∞∑

�=k

(
�

k

)(
1−n

�

)
x1−n−� y�−k

〈
w′∞,Y λ∞

μλ0

(Y μ
λ2 λ1

(Lk−1w2, y)w1, x
)
w0

〉

= −
∞∑

k=1

∞∑

m=0

1

k!m!
k+m−1∏

i=0

(1 − n − i) x1−n−k−m ym

〈
w′∞, Y λ∞

μλ0

(Y μ
λ2 λ1

(Lk−1w2, y)w1, x
)
w0

〉
.

This equals the remaining term in (6.6).
There are in principle three more cases to consider: the application of L−n on w1 ∈

F p1Qλ1 , on w2 ∈ F p2Qλ2 , and on w′∞ ∈ F p∞Q′
λ∞ . The calculations are similar to

the case above, so we omit the details here. �
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Appendix A. Proofs of analyticity and Frobenius series

This appendix is devoted to indicating how the results of [KP20] can be strengthened so
as to yield the analyticity and series expansion properties needed in the present article,
and for some elementary power series estimates employed in the proofs of the main
results in Sects. 5 and 6.

A.1. Elementary power series estimates. In Sects. 5.4 and 6.2, we needed that three types
of operations preserved a suitable space of parametrized power series, and that these
operations could be performed essentially “coefficientwise”. Specifically, we needed

• differentiation of the power series itself;
• multiplication of the power series by another power series;
• differentiation of the power series with respect to parameters.

The setup is that we consider power series in a variable z, of the form

∞∑

k=0

ck(y) z
k, (A.1)

where the coefficients ck depend smoothly on parameters y ∈ �, where � ⊂ R
m is

an open set. The main assumption is that for some R > 0, the parametrized power
series is locally uniformly R-controlled in the sense of Definition 2.3. For concretely
working with the power series, it is useful to note that the property of being locally
uniformly R-controlled is equivalent to the following: for every compact K ⊂ �, every
multi-index α, and every 0 < R0 < R, there exists a M < ∞ such that

∣∣∂αck(y)
∣∣ ≤ M R−k

0 for all y ∈ K and k ∈ N. (A.2)

This in particular ensures that for every y ∈ �, the radius of convergence of (A.1) is
at least R, and for any R0 < R and any compact subset K ⊂ �, the convergence is
uniform over |z| ≤ R0 and y ∈ K .

Crucial for us is that the locally uniformly R-controlled power series are stable
under differentiation of the power series, multiplication by another locally uniformly
R-controlled power series, and differentiation with respect to the parameters y ∈ �.
The first two are in essence just familiar operations on ordinary power series—only the
last one involves dependence on the parameters y. The proofs are all elementary.

Lemma A.1. Let � ⊂ R
m be an open set, and let R > 0.

http://creativecommons.org/licenses/by/4.0/


1192 S. Koshida, K. Kytölä

(a) If (ck)k∈N are locally uniformly R-controlled, then also
(
(k + 1)ck+1

)
k∈N

are locally
uniformly R-controlled and for any z ∈ C with |z| < R and any y ∈ � we have

d

dz

∞∑

k=0

ck(y) z
k =

∞∑

k=0

(k + 1) ck+1(y) z
k .

(b) If (ck)k∈N and (dk)k∈N are locally uniformly R-controlled, then also the convoluted
coefficients

(∑k
j=0 ck− j d j

)
k∈N

are locally uniformly R-controlled and for any
z ∈ C with |z| < R and any y ∈ � we have

( ∞∑

k=0

dk(y) z
k
)( ∞∑

k=0

ck(y) z
k
)

=
∞∑

k=0

( k∑

j=0

ck− j (y) d j (y)

)
zk .

(c) If (ck)k∈N are locally uniformly R-controlled and j ∈ {1, . . . ,m}, then also the
coefficients

(
∂ j ck

)
k∈N

are locally uniformly R-controlled and for any z ∈ C

with |z| < R and any y ∈ � we have

∂

∂ y j

∞∑

k=0

ck(y) z
k =

∞∑

k=0

(∂ j ck)(y) z
k .

Proof. The statements (a) and (b) at a fixed parameter y are textbook power series results
based on the estimates (A.2), and the explicit calculations yield locally uniformly R-
controlledness by the same characterization.

For property (c), note first that arbitrary partial derivatives of the coefficients satisfy
the same estimate (A.2), so it is clear that any partial derivatives of the coefficients
remain locally uniformly R-controlled. It suffices to check that the the partial derivative
of the series is the series with partial derivative coefficients. Fix y ∈ � and choose a
small r > 0 so that the closed ball Br (y) ⊂ �. First fix R′ < R0 < R and consider
|z| ≤ R′. Since Br (y) ⊂ � is compact, we may choose M < ∞ such that for all k ∈ N

and y ∈ Br (u) we have both |ck(y)| ≤ M R−k
0 and

∣∣∂ j ck(y)
∣∣ ≤ M R−k

0 . The partial
derivative of the power series with respect to the j :th parameter y j at y = (y1, . . . , ym)

is

∂

∂ y j

∞∑

k=0

ck(y) z
k = lim

δ→0

∞∑

k=0

ck(y + δê j ) − ck(y)

δ
zk

= lim
δ→0

∞∑

k=0

( ∫ 1

0
(∂ j ck)(y + sδê j ) ds

)
zk .

For δ < r the integral above is bounded by the same M R−k
0 (since the integrand is,

and the integration is taken over the unit integral), so for |z| ≤ R′ < R0 the power
series terms are dominated by M

( R′
R0

)k , which are summable. Moreover, as δ → 0,
the integrands are tending pointwise w.r.t. s to the constant (∂ j ck)(y), and they are
bounded by the above. With these observations, we can apply dominated convergence
to interchange the limit δ → 0 with both the series and the interal, and the assertion (c)
follows. �
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A.2. Power series for the functions from the quantum group method. We now outline
the proofs of Lemmas 2.4 and 2.5. For convenience, we also recall their statements here.

Lemma. (Lemma 2.4) Let F = F[u] : XN → C be the function associated to any u ∈
Hλ, and let (x1, . . . , xN ) ∈ XN , and let j ∈ {1, . . . , N }. Then we have a power series
expansion

F(x1, . . . , x j−1, z j , x j+1, . . . , xN ) =
∞∑

k=0

ck(x1, . . . , x j−1, x j+1, . . . , xN )
(
z j − x j

)k

in the j:th variable. For fixed x j ∈ R and R > 0, viewing the other variables (xi )i �= j

as parameters, on the subset � ⊂ R
N−1 defined by the conditions x1 < · · · < xN and

mini �= j |xi − x j | > R, the power series is locally uniformly R-controlled.

Proof. The construction in [KP20] expresses F = F[u] as a finite linear combination
of integrals

G(x1, . . . , xN ) =
∫

· · ·
∫

�

f (x1, . . . , xN ;w1, . . . , w�) dw1 · · · dw�,

where the integrands are branches of the multivalued function

f (x1, . . . , xN ;w1, . . . , w�)

= const.
∏

1≤i< j≤N

(x j − xi )
2
κ
λiλ j

∏

1≤i≤N
1≤r≤�

(xi − wr )
− 4

κ
λi

∏

1≤r<s≤�

(ws − wr )
8
κ ,

andwhere the integration surfaces� are collections of non-intersecting loops (for details
see [KP20]).Most importantly, the integration surfaces� are compact, and the integrands
(w1, . . . , w�) �→ f (x1, . . . , xN ;w1, . . . , w�) are continuous on them.

Fix R>0 and a compact subset K ⊂�R = {
(xi )i �= j ∈R

N−1
∣∣mini �= j |xi −x j |> R

}
.

When (xi )i �= j ∈ K , without changing the homotopy class of �, it is possible to arrange
so that none of the � coordinates of� = �K intersects the closed ball BR(x j ) of radius R
centered at x j . For notational convenience, let us keep the coordinates xi , i �= j , fixed
and omit them from the notation, and consider only the dependence of the integrand f on
the j :th variable (denoted z j ; we will perform power series expansions around z j = x j )
and the integration variables w1, . . . , w�. From the explicit formula for f , it is clear that
for any (w1, . . . , w�) ∈ �, the function z j �→ f (z j ;w1, . . . , w�) is analytic in an open
set containing BR(x j ), and has a convergent power series expansion

f (z j ;w1, . . . , w�) =
∞∑

k=0

φk(w1, . . . , w�) (z j − x j )
k,

where the Taylor coefficients obey the Cauchy integral based estimates

∣∣φk(w1, . . . , w�)
∣∣ ≤

maxz j∈BR(x j )

∣∣ f (z j ;w1, . . . , w�)
∣∣

Rk
.

In particular we get the uniform estimate

∣∣φk(w1, . . . , w�)
∣∣ ≤ CK

Rk
,
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for all (w1, . . . , w�) ∈ �, with the finite constant CK taken as the maximum of∣∣ f (z j ;w1, . . . , w�)
∣∣ over the compact set BR(x j ) × K × �K (the middle factor is

for the implicit parameters xi , i �= j). Then for

G(z j ) =
∫

· · ·
∫

�K

f (z j ;w1, . . . , w�) dw1 · · · dw�,

we can use a power series expansion with coefficients

ck :=
∫

· · ·
∫

�K

φk(w1, . . . , w�) dw1 · · · dw�,

which satisfy |ck | ≤ CK |�K | R−k . The series converges toG(z j )whenever |z j − x j | < R,
by virtue of the error term estimate

∣∣∣G(z j ) −
k0∑

k=0

ck (z j − x j )
k
∣∣∣

≤
∫

· · ·
∫

�K

∣∣∣ f (z j ;w1, . . . , w�) −
k0∑

k=0

φk(w1, . . . , w�) (z j − x j )
k
∣∣∣ dw1 · · · dw�

≤ CK |�K |
∞∑

k=k0+1

( |z j − x j |
R

)k −→
k0→∞ 0.

From the above explicit estimate for coefficients (ck)k∈N, we see that z j �→ G(z j ) is
given by a locally uniformly R-controlled power series parametrized by �R . The same
holds for the finite linear combination z j �→ F(z j ) of such terms. �

The Frobenius series statement that we will use is the following. Variants of this
formulation with obvious modifications to the statement and proof could be done as
well.

Lemma. (Lemma 2.5) Let j ∈ {2, . . . , N }. Suppose that τ ∈ Sel(λ j−1, λ j ) and that
u ∈ Hλ is such that u = π τ{ j−1, j}(u). The function F = F[u] : XN → C associated
to u has a Frobenius series expansion in the variable z = x j − x j−1

F
(
x1, . . . , x j−1, (x j−1 + z), x j+1, . . . , xN

)= z�
∞∑

k=0

ck(x1, . . . , x j−1, x j+1, . . . , xN ) zk

where the indicial exponent is � = h(τ ) − h(λ j ) − h(λ j−1). For fixed R > 0, viewing
the other variables (xi )i �= j as parameters, on the subset � ⊂ R

N−1 defined by the
conditions x1 < · · · < xN andmini �= j, j−1 |xi − x j−1| > R, the power series part of this
Frobenius series is locally uniformly R-controlled, and for 0 < z < R the Frobenius
series converges to the function F on the left hand side.

Proof. The idea of the proof is otherwise similar to that of Lemma 2.4, except that a part
of the integration surface needs to be separated from the rest and that part of the surface
also undergoes scaling proportional to variable x j − x j−1 of the Frobenius series.

Again for notational simplicity, we suppress the fixed variables xi , i �= j , from
the notation. By translation invariance we can moreover assume x j−1 = 0, so that
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the Frobenius series variable is simply x j and notation with scalings centered at x j−1
simplifies.

With themethodsof [KP20,Sections 3.4, 4.2, and4.3], the assumptionu = π τ{ j−1, j}(u)

implies that the function x j �→ F(x j ) = F[u](. . . , x j , . . .) can be written as a finite
linear combination of integrals

H(x j ) =
∫

· · ·
∫

�′

(∫
· · ·

∫

x j�0

f (x j ;w′
1, . . . , w

′
m, w1, . . . , w�) dw

′
1 · · · dw′

m

)

dw1 · · · dw�,

where the surface �′ is compact and can be kept fixed as x j ↓ 0, and where and
x j�0 stands for a scaling by a factor x j > 0 of a fixed surface �0 (same for all terms
in the linear combination and for all sufficiently small x j > 0) of dimension m =
1
2

(
λ j−1+λ j −τ

)
, and the integrand f (x j ;w′

1, . . . , w
′
m, w1, . . . , w�) is as in Lemma 2.4.

(now all of w′
1, . . . , w

′
m, w1, . . . , w� are in the same role as w1, . . . , w� originally).

With a change of variables to unit scale, tr = w′
r/x j for r = 1, . . . ,m, both integration

surfaces become constant, and the dependence on x j is entirely in the integrand: we find

H(x j ) =
∫

· · ·
∫

�′

(∫
· · ·

∫

�0

xmj f (x j ; x j t1, . . . , x j tm, w1, . . . , w�) dt1 · · · dtm
)

dw1 · · · dw�.

We will compare f (x j ; x j t1, . . . , x j tm, w1, . . . , w�) with (we omit all of the fixed ar-
guments xi , i �= j , for brevity)

f̂ ( ;w1, . . . , w�)

= const.
∏

1≤i<i ′≤N :
i,i ′ �= j

(xi ′ − xi )
2
κ
λ̂i λ̂i ′

∏

1≤i≤N : i �= j
1≤r≤�

(xi − wr )
− 4

κ
λ̂i

∏

1≤r<s≤�

(ws − wr )
8
κ ,

where

λ̂i =
{

τ if i = j − 1.
λi if i �= j − 1, j,

because f̂ ( ;w1, . . . , w�) is the integrandwhose integral on�′ yields the asserted leading
asymptotic coefficient.

The ratio

f (x j ; x j t1, . . . , x j tm, w1, . . . , w�)

f̂ ( ;w1, . . . , w�)

contains factors (we set x j−1 = 0)

(x j − 0)
2
κ
λ j−1λ j = x

2
κ
λ j−1λ j

j

(x j ta − 0)−
4
κ
λ j−1 = x

− 4
κ
λ j−1

j (ta − 0)−
4
κ
λ j−1 for 1 ≤ a ≤ m

(x j ta − x j )
− 4

κ
λ j = x

− 4
κ
λ j

j (ta − 1)−
4
κ
λ j for 1 ≤ a ≤ m



1196 S. Koshida, K. Kytölä

(x j tb − x j ta)
8
κ = x

8
κ

j (tb − ta)
8
κ for 1 ≤ a < b ≤ m,

out of which we extract in particular the powers of the scaling factor x j , which combined
with the factor xmj from the change of variables produce the correct overall scaling by

x
m+ 2

κ
λ j−1λ j− 4

κ
(λ j−1+λ j )m+ 8

κ
m(m−1)/2

j = x
h(τ )−h(λ j−1)−h(λ j )

j = x�
j .

The ta-dependent factors are yet to be integrated over �0. The ratio can naturally also

be rearranged (by appropriately splitting the factor (wr − 0)− 4
κ
λ̂ j−1 in the denominator)

to contain factors

(
xi − x j
xi − 0

) 2
κ
λiλ j

=
(
1 − x j

xi

) 2
κ
λiλ j

= 1 +
∞∑

k=1

ck(xi ) x
k
j for i /∈ { j − 1, j}

(
xi − x j ta
xi − 0

)− 4
κ
λi

=
(
1 − x j ta

xi

)− 4
κ
λi

= 1 +
∞∑

k=1

ck(xi ) t
k
a xkj

for i /∈ { j − 1, j} , 1 ≤ a ≤ m
(

wr − x j
wr − 0

)− 4
κ
λ j

=
(
1 − x j

wr

)− 4
κ
λ j

= 1 +
∞∑

k=1

ck(wr ) x
k
j for 1 ≤ r ≤ �

(
wr − x j ta
wr − 0

) 8
κ =

(
1 − x j ta

wr

) 8
κ = 1 +

∞∑

k=1

ck(wr ) t
k
a xkj

for 1 ≤ r ≤ �, 1 ≤ a ≤ m

which can be expanded as power series in x j with unit constant coefficient, all having
a radius of convergence at least a fixed positive multiple of the distance R′ of x j−1 to
the contours in �′, when (t1, . . . , tm) lies on the compact set �0. All remaining factors
in the ratio cancel directly.

We again conclude that after extracting the overall scaling factor x�
j , the integrand

in H(x j ) admits a power series expansion in x j , with the k:th coefficient bounded
by p(k)(CR′)−k ,where p(k) is a polynomial andC > 0 is afixed constant.By arguments
similar to the previous case, a term by term integration of this yields a power series
for x−�

j H(x j ). The proof of the existence of a convergent Frobenius series expansion
with some positive radius of convergence is complete once one notices that the integral
of the constant coefficient of the power series factorizes to integrals over �0 and �′, the
former yielding the beta-function coefficient B and the latter yielding the function with
one fewer variable and labels (λ̂i )1≤i≤N : i �= j .

The remaining part of the assertion is the uniform R-controlledness on compact
subsets of the domain determined by mini �= j, j−1 |xi −x j−1| > R. For any such compact
subset, from the start we can choose �′ so that for some ε > 0, on �′ we have |wr | ≥
(1 + ε)R for all r , i.e., R′ ≥ (1 + ε)R. Moreover, �0 can be chosen so that on �0 we
have |ta | ≤ 1 + ε/2 for all a. With such choices, the constant above is C ≥ 1

1+ε/2 , and
the estimates indeed yield uniform R-controlledness. �
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Appendix B. Construction of the intertwining operators for Verma modules

Our goal is to show the following theorem (Theorem 4.15):

Theorem B.1. For h1, h0, h∞ ∈ C,

dim I
(

M(c, h∞)′

M(c, h1) M(c, h0)

)
= 1.

An intertwining operator in this case is unique up to multiplicative constants if exists
(Proposition 4.12).Hence,weonly have to prove the existence.Weapply the construction
in [Li99] to the generic Virasoro VOA to obtain an intertwining operator among Verma
modules; we include this so as to be self-contained, and also because we believe that
the concrete case of the Virasoro VOA is instructive. The procedure is divided into two
parts: in the former part, we will construct a linear map

Y : M(c, h1) → Hom(M(c, h0), M(c, h∞)′){x}, (B.1)

and in the latter part, we will show that this linear map Y is indeed an intertwining
operator of the desired type.

B.1. Construction of a linear map. For convenience, we write W0 := M(c, h0), W1 :=
M(c, h1) and W∞ := M(c, h∞). For each k ∈ N, we also write W0(k) := (W0)(h0+k),
W1(k) := (W1)(h1+k) and W∞(k) := (W∞)(h∞+k) for the eigenspaces of L0.

Before constructing the linear map (B.1), it is instructive to observe anticipated prop-
erties. First of all, defining a linearmap (B.1) is equivalent to defining itsmatrix elements

W∞ × (W1 ⊗ W0) → C{x}; (w∞, w1 ⊗ w0) �→ 〈w∞,Y(w1, x)w0〉 .

Second, if Y gives an intertwining operators of the desired type, it is expanded as

Y(w1, x) =
∑

m∈Z

(w1)(m)x�−m−1, � = h∞ − h1 − h0.

Hence, for our purpose of constructing an intertwining operator, it is natural to specify
the linear map (B.1) in terms of the family of infinitely many bilinear functionals

W∞ × (W1 ⊗ W0) → C; (w∞, w1 ⊗ w0) �→ 〈w∞, (w1)(m)w0〉
labeled bym ∈ Z.Wewill actually incorporate these bilinear functionals, by introducing
the affinization Ŵ1 := C[t±1] ⊗ W1, into a single bilinear functional

W∞ × (Ŵ1 ⊗ W0) → C; (w∞, (tm ⊗ w1) ⊗ w0) �→ 〈w∞, (w1)(m)w0〉 .

Finally, as we have seen in Proposition 4.12, an intertwining operator among highest
weightmodules is determined uniquely by the initial term. Therefore, the desired bilinear
functional should be determined recursively by the value at (w̄c,h∞, (t−1 ⊗ w̄c,h1) ⊗
w̄c,h0).
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Step 1 The first step is to fix an initial term. Taking a constant B ∈ C\{0}, we define a
bilinear functional5

M
(∞,1,0) : W∞(0) × (W1(0) ⊗ W0(0)) → C

byM(∞,1,0)
(
w̄c,h∞, w̄c,h1 ⊗ w̄c,h0

) := B.

Step 2 We extend the bilinear functional M(∞,1,0) so that an arbitrary vector from W1
can be inserted.

Proposition B.2. There exists a unique bilinear functional

M
(∞,0) : W∞(0) × (W1 ⊗ W0(0)) → C

which coincides withM(∞,1,0) on the subspace

W∞(0) × (W1(0) ⊗ W0(0)) ⊂ W∞(0) × (W1 ⊗ W0(0))

and which has the property that

M
(∞,0)(w̄c,h∞, L−nw1 ⊗ w̄c,h0) = (−1)−n+1(−h − nh0 + h∞)M(∞,0)(w̄c,h∞, w1 ⊗ w̄c,h0),

for any n > 0 and w1 ∈ (W1)(h).

Proof. The proof is by induction with respect the PBW filtration (F pW1)p∈N of W1.
We recursively define

M
(∞,0)
p : W∞(0) × (F pW1 ⊗ W0(0)) → C

for p ∈ N, and we show consistency and the desired property.
The zeroth level of the filtration is just the highest weight subspace,F 0W1 = W1(0),

so the required coincidence with M
(∞,1,0) fully determines M(∞,0)

0 , and provides the
base case for the recursion.

Suppose then that M(∞,0)
p : W∞(0) × (F pW1 ⊗ W0(0)) → C are well-defined and

consistent for p ≤ r − 1. We want to defineM(∞,0)
r : W∞(0)× (F rW1 ⊗W0(0)) → C

according to the required property, by setting

M
(∞,0)
r (w̄c,h∞, L−nw1 ⊗ w̄c,h0) := (−1)−n+1(−h − nh0 + h∞)M

(∞,0)
r−1 (w̄c,h∞, w1 ⊗ w̄c,h0)

for n > 0 and w1 ∈ F r−1W1 ∩ (W1)(h). For well-definedness, it suffices to show that

M
(∞,0)
r

(
w̄c,h∞, (L−mL−n − L−nL−m − [L−m, L−n])w1 ⊗ w̄c,h0

) = 0,

for any m, n > 0 and w1 ∈ F r−2W1. We may assume that w1 ∈ (W1)(h). Note that

M
(∞,0)
r

(
w̄c,h∞, L−mL−nw1 ⊗ w̄c,h0

)

= (−1)−m−n (−h − n − mh0 + h∞) (−h − nh0 + h∞)M
(∞,0)
r−2 (w̄c,h∞, w1 ⊗ w̄c,h0).

5 At various stages of the construction, the superscripts toM are meant to indicate in which of the modules
W0, W1, W∞ we restrict attention to only the one-dimensional subspaces W0(0), W1(0), W∞(0) of highest
weight vectors.
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Hence we have

M
(∞,0)
r

(
w̄c,h∞, (L−mL−n − L−nL−m)w1 ⊗ w̄c,h0

)

= (−1)−m−n
(
(m − n)(−h + h∞) − (m2 − n2)h0

)
M

(∞,0)
r−2 (w̄c,h∞, w1 ⊗ w̄c,h0)

= (−m + n)(−1)−m−n+1 (−h − (m + n)h0 + h∞)M
(∞,0)
r−2 (w̄c,h∞, w1 ⊗ w̄c,h0)

= (−m + n)M
(∞,0)
r−1 (w̄c,h∞, L−m−nw1 ⊗ w̄c,h0).

ThereforeM(∞,0)
r is well-defined. Consistency is clear from the construction: for s ≤ r

the map M
(∞,0)
r coincides with M

(∞,0)
s on the subspace W∞(0) × (F sW1 ⊗ W0(0)).

�

Step 3 As we anticipated, we now consider the affinization ofW1, Ŵ1 := C[t±1]⊗W1.
Let us also introduce a Z-grading of it as

deg(tn ⊗ w1) := k − n − 1 when w1 ∈ W1(k), n ∈ Z.

We extend the bilinear functional M(∞,0) to

M̂
(∞,0) : W∞(0) × (Ŵ1 ⊗ W0(0)) → C

by

M̂
(∞,0) (

w̄c,h∞ ⊗ (tn ⊗ w1) ⊗ w̄c,h0

) := δk−n−1,0M
(∞,0)(w̄c,h∞ ⊗ w1 ⊗ w̄c,h0)

(B.2)

for n ∈ Z and w1 ∈ W1(k). In particular, M̂(∞,0) vanishes unless tn ⊗ w1 ∈ Ŵ1 is of
degree 0.

Step 4 The following fact will be used to extend the bilinear functional M̂(∞,0) so that
arbitrary vectors from W0 can be inserted.

Proposition B.3. For m, n ∈ Z, and w1 ∈ W1, we set

Lm(tn ⊗ w1) :=
∞∑

k=0

(
m + 1

k

)
tm+n+1−k ⊗ Lk−1w1, C(tn ⊗ w1) := 0.

Then, this gives a representation of the Virasoro algebra of central charge 0 on Ŵ1.
Furthermore, Lm has degree −m, i.e., when w1 ∈ W1 is homogeneous, we have

deg(Lm(tn ⊗ w1)) = deg(tn ⊗ w1) − m.

Proof. Note that, for any m, n, p ∈ Z and w1 ∈ W1,

LmLn(t
p ⊗ w1) =

∞∑

k,l=0

(
n + 1

k

)(
m + 1

l

)
tm+n+p+2−k−l ⊗ Ll−1Lk−1w1.

Therefore,

(LmLn − LnLm)(t p ⊗ w1)
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=
∞∑

k,l=0

(
n + 1

k

)(
m + 1

l

)
tm+n+p+2−k−l ⊗ [Ll−1, Lk−1]w1

=
∞∑

k,l=0

(
n + 1

k

)(
m + 1

l

)
(l − k)tm+n+p+2−k−l ⊗ Ll+k−2w1

=
∞∑

k=0

k∑

l=0

(
n + 1

k − l

)(
m + 1

l

)
(l − (k − l))tm+n+p+2−k ⊗ Lk−2w1

Here, we use the following identity:

k∑

l=0

(
n + 1

k − l

)(
m + 1

l

)
(l − (k − l))

= (m + 1)
k∑

l=1

(
n + 1

k − l

)(
m

l − 1

)
− (n + 1)

k−1∑

l=0

(
n

k − l − 1

)(
m + 1

l

)

= (m − n)

(
m + n + 1

k − 1

)
.

Hence, we have

(LmLn − LnLm)(t p ⊗ w1)

= (m − n)

∞∑

k=0

(
m + n + 1

k

)
tm+n+p+1−k ⊗ Lk−1w1

= [Lm, Ln](t p ⊗ w1),

which implies that the action defines a representation of the Virasoro algebra of central
charge 0. The latter property regarding the degree is obvious from the definition. �

Now we define the bilinear functional M̂(∞) : W∞(0) × (Ŵ1 ⊗ W0) → C by

M̂
(∞)

(
w̄c,h∞, (tn ⊗ w1) ⊗ yw̄c,h0

) := M̂
(∞,0)(w̄c,h∞, σ (y)(tn ⊗ w1) ⊗ w̄c,h0)

(B.3)

for n ∈ Z, w1 ∈ W1 and y ∈ U(vir<0), where σ is the anti-involution of U(vir) defined
by σ(X) := −X , X ∈ vir.

Step 5 Finally we extend the bilinear functional to the whole space W∞ × (Ŵ1 ⊗ W0).
For that purpose, we define an action of the Virasoro algebra on Ŵ1⊗W0 by the so-called
coproduct action:

X ((tm ⊗ w1) ⊗ w0) := X (tm ⊗ w1) ⊗ w0 + (tm ⊗ w1) ⊗ Xw0, X ∈ vir.

Then Ŵ1 ⊗ W0 becomes a representation of the Virasoro algebra of central charge c.
Note that the tensor product Ŵ1 ⊗ W0 is naturally Z-graded so that
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Ŵ1 ⊗ W0 =
⊕

n∈Z

(
Ŵ1 ⊗ W0

)
(n),

(
Ŵ1 ⊗ W0

)
(n) =

⊕

k,r∈N

(
Ctk+r−n−1 ⊗ W1(k)

)
⊗ W0(r).

We extend M̂
(∞) to a bilinear functional M̂ : W∞ × (Ŵ1 ⊗ W0) → C by

M̂(yw̄c,h∞, w) := M̂
(∞)(w̄c,h∞, θ(y)w), y ∈ U(vir<0), w ∈ Ŵ1 ⊗ W0,

where θ is the anti-involution of U(vir) defined by θ(Ln) = L−n , n ∈ Z and θ(C) = C .
Now we define the linear map (B.1) that is meant to be an intertwining operator of

the desired type.

Definition B.4. Define a linear map

Y : W1 → Hom(W0,W
′∞){x}

by the matrix elements

〈w∞,Y(w1, x)w0〉 :=
∑

m∈Z

M̂(w∞, (tm ⊗ w1) ⊗ w0)x�−m−1,

where w0 ∈ W0, w1 ∈ W1 and w∞ ∈ W∞ are arbitrary, and � = h∞ − h1 − h0.

B.2. Some properties of the linear map. We are going to show that the linear map Y
constructed in Definition B.4 gives an intertwining operator. We begin with collecting
some immediate properties.

Lemma B.5. Let w ∈ Ŵ1 ⊗ W0. Then we have:

(1) If w ∈ (Ŵ1 ⊗ W0)(k) and w∞ ∈ W∞(l), we have M̂ (w∞, w) = 0 unless k = l.
(2) For any y ∈ vir<0, we have M̂

(
w̄c,h∞, yw

) = 0.
(3) For any y ∈ vir0, we have M̂

(
w̄c,h∞, yw

) = M̂
(
yw̄c,h∞ , w

)
.

Proof. (1):Writingw∞ = yw̄c,h∞ with y ∈ U(vir<0), we have θ(y)w ∈ (Ŵ1⊗W0)(k−
l). Hence it suffices to show that

M̂(w̄c,h∞, w) = M̂
(∞)(w̄c,h∞, w) = 0, w ∈ (Ŵ1 ⊗ W0)(k)

unless k �= 0. We may further assume that w = (tn ⊗w1)⊗ y′w̄c,h0 with y′ ∈ U(vir<0)

to find

M̂(w̄c,h∞, w) = M̂
(∞,0)(w̄c,h∞, σ (y′)(tn ⊗ w1) ⊗ w̄c,h0).

Since by assumption deg(σ (y′)(tn ⊗ w1)) = k, this value vanishes unless k = 0 from
the definition (B.2) of M̂(∞,0).

(2): It is sufficient to consider the case y = L−n , n > 0, andw = (tm⊗w1)⊗y2w̄c,h0 ,
m ∈ Z, w1 ∈ W1, y2 ∈ U(vir<0). Then, since L−n y2 ∈ U(vir<0), we observe that

M̂
(
w̄c,h∞, L−n

(
(tm ⊗ w1) ⊗ y2w̄c,h0

))

= M̂
(∞)

(
w̄c,h∞, L−n(t

m ⊗ w1) ⊗ y2w̄c,h0

)

+ M̂
(∞)

(
w̄c,h∞, (tm ⊗ w1) ⊗ L−n y2w̄c,h0

)
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= M̂
(∞)

(
w̄c,h∞, σ (y2)L−n(t

m ⊗ w1) ⊗ w̄c,h0

)

+ M̂
(∞)

(
w̄c,h∞, σ (L−n y2)(t

m ⊗ w1) ⊗ w̄c,h0

)

= M̂
(∞)

(
w̄c,h∞, σ (y2)L−n(t

m ⊗ w1) ⊗ w̄c,h0

)

− M̂
(∞)

(
w̄c,h∞, σ (y2)L−n(t

m ⊗ w1) ⊗ w̄c,h0

)

= 0.

(3): The assertion is obvious for y = C , so it suffices to consider the case of y = L0.
First, we assume that w = (tn ⊗ w1) ⊗ w̄c,h0 ∈ Ŵ1 ⊗ W0(0), where w1 ∈ W1(k) is
homogeneous. In this case,

M̂
(∞)

(
w̄c,h∞, L0

(
(tn ⊗ w1) ⊗ w̄c,h0

))

= δk−n−1,0

(
M

(∞,0) (
w̄c,h∞, L−1w1 ⊗ w̄c,h0

)
+M

(∞,0) (
w̄c,h∞, L0w1 ⊗ w̄c,h0

)

+M
(∞,0) (

w̄c,h∞, w1 ⊗ L0w̄c,h0

))

= δk−n−1,0 ((−h1 − k − h0 + h∞) + h1 + k + h0)M
(∞,0) (

w̄c,h∞, w1 ⊗ w̄c,h0

)

= M̂
(∞,0) (

L0w̄c,h∞, (tn ⊗ w1) ⊗ w̄c,h0

)
.

Then consider a general vectorw0 ∈ W0, andwrite it asw0 = y′w̄c,h0 for y
′ ∈ U(vir<0).

For n ∈ Z and w1 ∈ W1, we have

M̂
(
w̄c,h∞, L0

(
(tn ⊗ w1) ⊗ y′w̄c,h0

))

= M̂
(∞)

(
w̄c,h∞, L0

(
tn ⊗ w1

) ⊗ y′w̄c,h0

)
+ M̂

(∞)
(
w̄c,h∞, (tn ⊗ w1) ⊗ L0y

′w̄c,h0

)
.

Note that [L0, y′] ∈ U (vir<0) and σ([L0, y′]) = −[σ(y′), L0]. Hence, we have
M̂

(
w̄c,h∞, L0

(
(tn ⊗ w1) ⊗ y′w̄c,h0

))

= M̂
(∞,0) (

w̄c,h∞, σ (y′)L0
(
tn ⊗ w1

) ⊗ w̄c,h0

)

+ M̂
(∞,0) (

w̄c,h∞, σ (y′)
(
tn ⊗ w1

) ⊗ L0w̄c,h0

)

− M̂
(∞,0) (

w̄c,h∞, [σ(y′), L0](tn ⊗ w1) ⊗ w̄c,h0

)

= M̂
(∞,0) (

w̄c,h∞, L0
(
σ(y′)(tn ⊗ w1) ⊗ w̄c,h0

))

= M̂
(∞,0) (

L0w̄c,h∞, σ (y′)(tn ⊗ w1) ⊗ w̄c,h0

)

= M̂
(∞)

(
L0w̄c,h∞, (tn ⊗ w1) ⊗ y′w̄c,h0

)
.

This finishes the proof. �
Proposition B.6. The bilinear functional M̂ is θ -invariant in the sense that

M̂(yw∞, w) = M̂(w∞, θ(y)w), y ∈ U(vir), w∞ ∈ W∞, w ∈ Ŵ1 ⊗ W0.

Proof. Let us write w∞ = y+w̄c,h∞ , where y+ ∈ U(vir<0). Since it follows from the
PBW theorem that U(vir) = (U(vir<0)U(vir0)) ⊕ U(vir)vir>0, we can uniquely write
yy+ = y1 + y2, y1 ∈ U(vir<0)U(vir0), y2 ∈ U(vir)vir>0. Since y2 annihilates the
highest weight vector,

M̂(yw∞, w) = M̂(yy+w̄c,h∞, w) = M̂(y1w̄c,h∞, w).
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From the definition of M̂ and (3) of Lemma B.5 (note that θ |U(vir0) = idU(vir0)), we
have

M̂(yw∞, w) = M̂(w̄c,h∞, θ(y1)w).

Notice also that θ(y2) ∈ vir<0U(vir). Then, (2) ofLemmaB.5givesM̂(w̄c,h∞, θ(y2)w) =
0. Therefore, we have

M̂(yw∞, w) = M̂(w̄c,h∞, θ(y1 + y2)w) = M̂(w̄c,h∞, θ(yy+)w) = M̂(w̄c,h∞, θ(y+)θ(y)w)

= M̂(y+w̄c,h∞, θ(y)w) = M̂(w∞, θ(y)w)

as desired. �

B.3. Translation property. We show that the linear map Y satisfies the Jacobi identity
(4.18) and the translation property (4.19). Let us beginwith the easier one; the translation
property.

Proposition B.7. For w1 ∈ W1, we have

Y(L−1w1, x) = d

dx
Y(w1, x).

Proof. We take arbitrary vectors w0 ∈ W0(k), w1 ∈ W1(l) and w∞ ∈ W∞(m) and
consider the matrix element

〈w∞,Y(L−1w1, x)w0〉 =
∑

n∈Z

M̂(w∞, (tn ⊗ L−1w1) ⊗ w0)x�−n−1.

Due to (1) of Lemma B.5, the coefficient M̂(w∞, (tn ⊗ L−1w1) ⊗ w0) vanishes unless
n = k + l − m. Hence, we have

〈w∞,Y(L−1w1, x)w0〉 = M̂(w∞, (tk+l−m ⊗ L−1w1) ⊗ w0)x�−k−l+m−1.

Recall that the action of L0 on (tn−1 ⊗ w1) ⊗ w0, n ∈ Z reads

L0

(
(tn−1 ⊗ w1) ⊗ w0

)
= (tn ⊗ L−1w1) ⊗ w0 + (h1 + k + h0 + l)(tn−1 ⊗ w1) ⊗ w0.

Rearranging the terms, we get

〈w∞,Y(L−1w1, x)w0〉
= x�−k−l+m−1

M̂

(
w∞, L0

(
(tk+l−m−1 ⊗ w1) ⊗ w0

))

− x�−k−l+m−1(h1 + k + h0 + l)M̂
(
w∞, (tk+l−m−1 ⊗ w1) ⊗ w0

)
.

Employing the θ -invariance (Proposition B.6) of the bilinear functional M̂, we obtain

〈w∞,Y(L−1w1, x)w0〉
= (� − k − l + m)x�−k−l+m−1

M̂

(
w∞, (tk+l−m−1 ⊗ w1) ⊗ w0

)

= d

dx

(
x�−k−l+m

M̂

(
w∞, (tk+l−m−1 ⊗ w1) ⊗ w0

))
.

Here, we again observe the identity

〈w∞,Y(w1, x)w0〉 = x�−k−l+m
M̂

(
w∞, (tk+l−m−1 ⊗ w1) ⊗ w0

)

to conclude the desired result. �
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B.4. Jacobi identity. We next show the Jacobi identity (4.18). Since the Virasoro VOA
is generated by the conformal vector ω, it suffices to show the Jacobi identity for v = ω.
For convenience, we introduce the generating series L(ζ ) = ∑

n∈Z
Lnζ

−n−2 whose
coefficients are understood as the action of the Virasoro algebra on any representation.
The following commutation relations are sometimes useful:

[Ln, L(ζ )] = ζ n+1 d

dζ
L(ζ ) + 2(n + 1)ζ nL(ζ ) +

c

2

(
n + 1

3

)
ζ n−2, n ∈ Z, (B.4)

where c is the central charge of representations under consideration.
In our setting, it is convenient to formulate the Jacobi identity in terms of matrix

elements. We will therefore prove the following.

Proposition B.8. For w0 ∈ W0, w1 ∈ W1 and w∞ ∈ W∞, we have

ζ−1
0 δ

(
ζ 1 − x

ζ 0

)
〈w∞, L(ζ 1)Y(w1, x)w0〉 − ζ−1

0 δ

(
x − ζ 1

−ζ 0

)
〈w∞,Y(w1, x)L(ζ 1)w0〉

= x−1δ

(
ζ 1 − ζ 0

x

)
〈w∞,Y (

L(ζ 0)w1, x
)
w0〉

In the following proof, it will be convenient to use the notation

Yt (w1, x) :=
∑

n∈Z

(tn ⊗ w1)x�−n−1 ∈ Ŵ1{x}

for w1 ∈ W1. Then applying the bilinear functional M̂ coefficientwise to formal series
in x, we may understand

〈w∞,Y(w1, x)w0〉 = M̂(w∞,Yt (w1, x) ⊗ w0)

for w0 ∈ W0, w1 ∈ W1 and w∞ ∈ W∞. The following formula derived from Proposi-
tion B.3 will be also useful:

LnYt (w1, x) =
∞∑

k=0

(
n + 1

k

)
xn+1−kYt (Lk−1w1, x), n ∈ Z. (B.5)

The strategy of proving Proposition B.8 is to reduce the Jacobi identity to the com-
mutativity and the associativity. Let us first observe the commutativity.

Lemma B.9. For any w0 ∈ W0, w1 ∈ W1 and w∞ ∈ W∞, we have

〈w∞, L(ζ 1)Y(w1, x)w0〉 − 〈w∞,Y(w1, x)L(ζ 1)w0〉
= Resζ 0

x−1δ

(
ζ 1 − ζ 0

x

)
〈w∞,Y (

L(ζ 0)w1, x
)
w0〉 .

Proof. From theproperty of the contragredientmodule (Lemma4.3) and the θ -invariance
of the bilinear functional M̂ (Proposition B.6), we can see that

〈w∞, L(ζ 1)Y(w1, x)w0〉 = M̂(w∞, L(ζ 1)(Yt (w1, x) ⊗ w0)).

Hence, we have

〈w∞, L(ζ 1)Y(w1, x)w0〉−〈w∞,Y(w1, x)L(ζ 1)w0〉=M̂(w∞, L(ζ 1)Yt (w1, x)⊗w0).



The Quantum Group Dual of the First-Row Subcategory 1205

Therefore, the proof amounts to showing the identity

L(ζ 1)Yt (w1, x) = Resζ 0
x−1δ

(
ζ 1 − ζ 0

x

)
Yt

(
L(ζ 0)w1, x

)

in Ŵ1{x}, which is straightforward from (B.5). �
We next state the associativity.

Proposition B.10. For any w0 ∈ W0, there exists k ∈ N (depending on w0) such that

(ζ 0 + x)k 〈w∞, L(ζ 0 + x)Y(w1, x)w0〉 = (ζ 0 + x)k 〈w∞,Y(L(ζ 0)w1, x)w0〉
holds for any w1 ∈ W1 and w∞ ∈ W∞.

The proof of Proposition B.10 requires some preliminaries.

Lemma B.11. Let w1 ∈ W1. Then, we have

Resζ 0
ζ−1
0 (ζ 0 + x)2 〈w̄c,h∞, L(ζ 0 + x)Y(w1, x)w̄c,h0〉

= Resζ 0
ζ−1
0 (ζ 0 + x)2 〈w̄c,h∞,Y (

L(ζ 0)w1, x
)
w̄c,h0〉 .

Proof. Assuming that w1 ∈ W1(k) is homogeneous, we can see that both sides coincide
with

h∞x�−k
M

(∞,0) (
w̄c,h∞, w1 ⊗ w̄c,h0

)
.

�
Lemma B.12. For any w1 ∈ W1 and i ∈ N, we have

(ζ 0 + x)2+i 〈w̄c,h∞, L(ζ 0 + x)Y(w1, x)w̄c,h0〉
= (ζ 0 + x)2+i 〈w̄c,h∞,Y (

L(ζ 0)w1, x
)
w̄c,h0〉 .

Proof. Note that the assertion is equivalent to that

Resζ 0
ζm
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

))
(B.6)

= Resζ 0
ζm
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞,Yt

(
L(ζ 0)w1, x

) ⊗ w̄c,h0

)

holds for any w1 ∈ W1, i ∈ N and m ∈ Z. We show this in several different ranges of
m.

When m ∈ N, we have

Resζ 0
ζm
0 (ζ 0 + x)2+i L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

)

= Resζ 1
(ζ 1 − x)mζ 2+i

1 L(ζ 1)
(Yt (w1, x) ⊗ w̄c,h0

)

by changing the variables as ζ 1 = ζ 0 + x. Note that the formal series

(ζ 1 − x)mζ 2+i
1 Yt (w1, x) ⊗ L(ζ 1)w̄c,h0

does not involve any negative powers of ζ 1, and hence its residue with respect to ζ 1
vanishes. Therefore we can subtract the residue for free to obtain
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Resζ 0
ζm
0 (ζ 0 + x)2+i L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

)

= Resζ 1
(ζ 1 − x)mζ 2+i

1 L(ζ 1)
(Yt (w1, x) ⊗ w̄c,h0

)

− Resζ 1
(ζ 1 − x)mζ 2+i

1 Yt (w1, x) ⊗ L(ζ 1)w̄c,h0

= Resζ 1
Resζ 0

(ζ 1 − x)mζ 2+i
1 x−1δ

(
ζ 1 − ζ 0

x

)
Yt

(
L(ζ 0)w1, x

) ⊗ w̄c,h0 ,

where we used the commutativity (Lemma B.9) in the last equality. We also use the
identity

x−1δ

(
ζ 1 − ζ 0

x

)
= ζ−1

1 δ

(
x + ζ 0

ζ 1

)

to obtain

Resζ 0
ζm
0 (ζ 0 + x)2+i L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

)

= Resζ 1
Resζ 0

(ζ 1 − x)mζ 2+i
1 ζ−1

1 δ

(
x + ζ 0

ζ 1

)
Yt

(
L(ζ 0)w1, x

) ⊗ w̄c,h0

= Resζ 0
ζm
0 (ζ 0 + x)2+iYt

(
L(ζ 0)w1, x

) ⊗ w̄c,h0 .

This in particular implies (B.6) in the case when m ∈ N.
We show (B.6) when m < 0 by induction. When m = −1, we see that

Resζ 0
ζ−1
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

))

=
i∑

r=0

(
i

r

)
Resζ 0

ζ r−1
0 xi−r (ζ 0 + x)2M̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

))
.

We divide the sum into the part of r = 0 and those of r = 1, . . . , i . For the former case,
we apply Lemma B.11, and for the latter cases, we can already apply (B.6) to obtain

Resζ 0
ζ−1
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

))

=
i∑

r=0

(
i

r

)
Resζ 0

ζ r−1
0 xi−r (ζ 0 + x)2M̂

(
w̄c,h∞,Yt (L(ζ 0)w1, x) ⊗ w̄c,h0

)

= Resζ 0
ζ−1
0 (x + ζ 0)

2+ j
M̂

(
w̄c,h∞,Yt (L(ζ 0)u

1, x) ⊗ w̄c,h0

)
.

Therefore (B.6) holds for m ≥ −1.
Suppose that k ∈ Z>0 is such that (B.6) holds for m ≥ −k. In particular, we have

Resζ 0
ζ−k
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

))

= Resζ 0
ζ−k
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞,Yt

(
L(ζ 0)w1, x

) ⊗ w̄c,h0

)

for any w1 ∈ W1, and i ∈ N. We differentiate both sides in terms of x. The derivative
of the left hand side (LHS) becomes
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d

dx
(LHS) = Resζ 0

ζ−k
0

(
∂

∂ζ 0
(ζ 0 + x)2+i

)
M̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

))

+ Resζ 0
ζ−k
0 (ζ 0 + x)2+i

∂

∂ζ 0
M̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

))

+ Resζ 0
ζ−k
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (L−1w1, x) ⊗ w̄c,h0

))

= kResζ 0
ζ−k−1
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

))

+ Resζ 0
ζ−k
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (L−1w1, x) ⊗ w̄c,h0

))
.

On the other hand, the derivative of the right hand side (RHS) is

d

dx
(RHS) = Resζ 0

ζ−k
0

(
∂

∂ζ 0
(ζ 0 + x)2+i

)
M̂

(
w̄c,h∞,Yt (L(ζ 0)w1, x) ⊗ w̄c,h0

)

+ Resζ 0
ζ−k
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞,Yt (L−1L(ζ 0)w1, x) ⊗ w̄c,h0

)

= kResζ 0
ζ−k−1
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞,Yt (L(ζ 0)w1, x) ⊗ w̄c,h0

)

+ Resζ 0
ζ−k
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞,Yt (L(ζ 0)L−1w1, x) ⊗ w̄c,h0

)
.

Here we used the commutation relation (B.4) at n = −1 in the last equality. Comparing
these, due to the induction hypothesis, we obtain

Resζ 0
ζ−k−1
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞, L(ζ 0 + x)

(Yt (w1, x) ⊗ w̄c,h0

))

= Resζ 0
ζ−k−1
0 (ζ 0 + x)2+iM̂

(
w̄c,h∞,Yt (L(ζ 0)w1, x) ⊗ w̄c,h0

)
.

Hence, (B.6) holds also at m = −k − 1.
In conclusion, we have shown that (B.6) holds for arbitrary w1 ∈ W1, i ∈ N and

m ∈ Z, which is equivalent to the desired result. �
Proof of Proposition B.10. We introduce another filtration on W0 as

GdW0 :=
d⊕

k=0

W0(k), d ∈ N.

In particular, each subspace GdW0 is finite dimensional.
For d, r ∈ N, we name the following statement:

P[d; r ]: There exists k ∈ N depending on d such that

(ζ 0 + x)kM̂(w∞, L(ζ 0 + x)(Yt (w1, x) ⊗ w0))

= (ζ 0 + x)kM̂(w∞,Yt
(
L(ζ 0)w1, x

) ⊗ w0)

holds for any w0 ∈ GdW0, w1 ∈ W1 and w∞ ∈ F rW∞.
To prove Proposition B.10, we employ the induction in p, r ∈ N. The statement

P[0; 0] is true due to Lemma B.12.
Assume that P[d; r ] is true. For w0 ∈ GdW0, w1 ∈ W1, w∞ ∈ F rW∞ and n > 0

such that L−nw0 ∈ Gd+1W0, we have

M̂
(
w∞, L(ζ 0 + x) (Yt (w1, x) ⊗ L−nw0)

)

= M̂
(
w∞, L(ζ 0 + x)L−n (Yt (w1, x) ⊗ w0)

)
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−
∞∑

k=0

(−n + 1

k

)
x−n+1−k

M̂
(
w∞, L(ζ 0 + x) (Yt (Lk−1w1, x) ⊗ w0)

)
.

Using the commutation relation (B.4), we get

M̂
(
w∞, L(ζ 0 + x) (Yt (w1, x) ⊗ L−nw0)

)

= M̂
(
Lnw∞, L(ζ 0 + x) (Yt (w1, x) ⊗ w0)

)

− (ζ 0 + x)−n+1 ∂

∂ζ 0
M̂

(
w∞, L(ζ 0 + x) (Yt (w1, x) ⊗ w0)

)

− 2(−n + 1)(ζ 0 + x)−n
M̂

(
w∞, L(ζ 0 + x) (Yt (w1, x) ⊗ w0)

)

− c

2

(−n + 1

3

)
(ζ 0 + x)−n−2

M̂ (w∞,Yt (w1, x) ⊗ w0)

−
∞∑

k=0

(−n + 1

k

)
x−n+1−k

M̂
(
w∞, L(ζ 0 + x) (Yt (Lk−1w1, x) ⊗ w0)

)
.

On the other hand, we have

M̂
(
w∞,Yt

(
L(ζ 0)w1, x

) ⊗ L−nw0
)

= M̂
(
Lnw∞,Yt

(
L(ζ 0)w1, x

) ⊗ w0
) − M̂

(
w∞,

(
L−nYt (L(ζ 0)w1, x)

) ⊗ w0
)

= M̂
(
Lnw∞,Yt

(
L(ζ 0)w1, x

) ⊗ w0
)

−
∞∑

k=0

(−n + 1

k

)
x−n+1−k

M̂
(
w∞,Yt

(
Lk−1L(ζ 0)w1, x

) ⊗ w0
)

= M̂
(
Lnw∞,Yt

(
L(ζ 0)w1, x

) ⊗ w0
)

−
∞∑

k=0

(−n + 1

k

)
x−n+1−k

M̂
(
w∞,Yt

(
L(ζ 0)Lk−1w1, x

) ⊗ w0
)

−
∞∑

k=0

(−n + 1

k

)
x−n+1−k

(
ζ k
0

∂

∂ζ 0
M̂

(
w∞,Yt (L(ζ 0)w1, x) ⊗ w0

)

+ 2kζ k−1
0 M̂

(
w∞,Yt (L(ζ 0)w1, x) ⊗ w0

)

+
c

2

(
k

3

)
ζ k−3
0 M̂ (w∞,Yt (w1, x) ⊗ w0)

)
.

Using the identities

∞∑

k=0

(−n + 1

k

)(
k

j

)
x−n+1−kζ

k− j
0 =

(−n + 1

j

)
(x + ζ 0)

−n+1− j , j ∈ N, (B.7)

we obtain

M̂
(
w∞,Yt

(
L(ζ 0)w1, x

) ⊗ L−nw0
)

= M̂
(
Lnw∞,Yt

(
L(ζ 0)w1, x

) ⊗ w0
)
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−
∞∑

k=0

(−n + 1

k

)
x−n+1−k

M̂
(
w∞,Yt

(
L(ζ 0)Lk−1w1, x

) ⊗ w0
)

− (x + ζ 0)
−n+1 ∂

∂ζ 0
M̂

(
w∞,Yt (L(ζ 0)w1, x) ⊗ w0

)

− 2(−n + 1)(x + ζ 0)
−n

M̂
(
w∞,Yt (L(ζ 0)w1, x) ⊗ w0

)

− c

2

(−n + 1

3

)
(x + ζ 0)

−n−2
M̂ (w∞,Yt (w1, x) ⊗ w0) .

By induction hypothesis P[d; r ], there exists m ∈ N depending on d and n such that

(ζ 0 + x)mM̂
(
w∞, L(ζ 0 + x) (Yt (w1, x) ⊗ L−nw0)

)

= (ζ 0 + x)mM̂
(
w∞,Yt

(
L(ζ 0)w1, x

) ⊗ L−nw0
)
.

Since Gd+1W0 is finite dimensional, we can maximize such m so that it depends only
on d + 1, implying that P[d + 1; r ] is also true.

Next, we apply L−n with n > 0 at w∞ ∈ F rW∞. On one hand, we have

M̂
(
L−nw∞, L(ζ 0 + x) (Yt (w1, x) ⊗ w0)

)

=
∞∑

k=0

(
n + 1

k

)
xn+1−k

M̂
(
w∞, L(ζ 0 + x) (Yt (Lk−1w1, x) ⊗ w0)

)

+ M̂
(
w∞, L(ζ 0 + x) (Yt (w1, x) ⊗ Lnw0)

)

+ (ζ 0 + x)n+1
∂

∂ζ 0
M̂

(
w∞, L(ζ 0 + x) (Yt (w1, x) ⊗ w0)

)

+ 2(n + 1)(ζ 0 + x)nM̂
(
w∞, L(ζ 0 + x) (Yt (w1, x) ⊗ w0)

)

+
c

2

(
n + 1

3

)
(ζ 0 + x)n−2

M̂ (w∞,Yt (w1, x) ⊗ w0) .

Note that the rational function
(n+1

3

)
(ζ 0 + x)n−2 appearing in the last line is a polynomial

of ζ 0 and x for all n > 0. On the other hand, we have

M̂
(
L−nw∞,Yt (L(ζ 0)w1, x) ⊗ w0

)

=
∞∑

k=0

(
n + 1

k

)
xn+1−k

M̂
(
w∞,Yt (L(ζ 0)Lk−1w1, x) ⊗ w0

)

+ (ζ 0 + x)n+1
∂

∂ζ 0
M̂

(
w∞,Yt (L(ζ 0)w1, x) ⊗ w0

)

+ 2(n + 1)(ζ 0 + x)nM̂
(
w∞,Yt (L(ζ 0)w1, x) ⊗ w0

)

+
c

2

(
n + 1

3

)
(ζ 0 + x)n−2

M̂ (w∞,Yt (w1, x) ⊗ w0)

+ M̂
(
w∞,Yt (L(ζ 0)w1, x) ⊗ Lnw0

)
.

Here we again used the identities from (B.7). Since Lnw0 ∈ GdW0, we can apply the
induction hypothesis P[d; r ] to conclude that there exists m ∈ N depending on d such
that

(ζ 0 + x)mM̂
(
L−nw∞, L(ζ 0 + x) (Yt (w1, x) ⊗ w0)

)
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= (ζ 0 + x)mM̂
(
L−nw∞,Yt

(
L(ζ 0)w1, x

) ⊗ w0
)

holds, implying that P[d; r + 1] is also true. �
Proof of Proposition B.8. The Jacobi identity is equivalent to having both of the com-
mutativity (Lemma B.9) and the associativity (Proposition B.10). In [LL04], this equiv-
alence is shown only for module maps, but the same arguments work for intertwining
operators. �
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