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Abstract: We determine the most general solution of the five-dimensional vacuum
Einstein equation, allowing for a cosmological constant, with (i) a Weyl tensor that
is type II or more special in the classification of Coley et al., and (ii) a non-degenerate
“optical matrix” encoding the expansion, rotation and shear of the aligned null direction.
The solution is specified by three parameters. It is locally isometric to the 5d Kerr—de
Sitter solution, or related to this solution by analytic continuation or taking a limit. This
is in contrast with four dimensions, where there exist infinitely many solutions with
properties (i) and (ii).

1. Introduction

There is a long tradition of classifying solutions of the four-dimensional Einstein equa-
tion according to the algebraic type of the Weyl tensor. If the Weyl tensor is everywhere
type II, or more special, then the solution is called algebraically special. In an alge-
braically special spacetime, the Einstein equation simplifies considerably and one can
determine the explicit dependence of the metric on one of the coordinates. The Einstein
equation then reduces to PDEs in 3 dimensions. The general solution of these PDEs
is not known. However, it is clear from various special cases that the general solution
involves arbitrary functions [1].

If one makes the stronger assumption that the Weyl tensor is (everywhere) of type
D then much more progress can be made. The vacuum Einstein equation can be solved
explicitly [2]. There are several families of solutions, each specified by a few parame-
ters. These solutions include the Kerr solution. Performing this classification led to the
discovery of a new vacuum solution: the spinning C-metric, describing a pair of rotating
black holes being accelerated by cosmic strings.

In this paper we will consider higher-dimensional solutions of the vacuum Einstein
equation, allowing for a cosmological constant:

Rab:Agab~ (1)
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The algebraic classification of the Weyl tensor has been extended to d spacetime dimen-
sions by Coley et al. [3]. A solution is type II or more special in this classification if it
admits a multiple Weyl aligned null direction (multiple WAND) €. The condition for £
to be a multiple WAND can be written [4]

gbglecalb[cdzf] = 0, (2)

where Cgpcq is the Weyl tensor. In four dimensions, this is the same as the condition
for £ to be a repeated principal null direction. The Myers—Perry black hole solution [5]
(“higher dimensional Kerr”) is known to have a Weyl tensor of type D [6-8], which
means that it admits two distinct multiple WANDs. The Myers—Perry solution has been
generalized to include a cosmological constant in five [9] and higher [10] dimensions.
For simplicity, we will refer to these as “Kerr—de Sitter" solutions (for any value of A).
These also have a Weyl tensor of type D [7].

By analogy with the four-dimensional case, one might expect there to exist a small
number of families of solutions of (1) with a Weyl tensor of type D. Surprisingly, we
will establish a stronger result in five dimensions: subject to one extra assumption, the
Kerr—de Sitter solution is essentially the only solution with a Weyl tensor of type II.

To explain the extra assumption, we note that any solution of (1) admitting a multiple
WAND must also admit a geodesic multiple WAND [11], hence there is no loss of
generality in assuming £ to be geodesic. Recall that the expansion, rotation and shear of
the null geodesic congruence tangent to £ are defined as the trace, antisymmetric part,
and traceless symmetric part of the (d — 2) x (d — 2) “optical matrix”

pij = mim§Vyta, (3)

where m; are a set of (d — 2) orthonormal spacelike vectors orthogonal to £. Our as-
sumption is that p;; is non-degenerate.! We will prove:

Theorem. Let (M, g) be a solution of the five-dimensional vacuum Einstein equation
(1). Assume that (M, g) admits a geodesic multiple WAND { for which the 3 x 3 matrix
0ij is non-degenerate. Then one can define an affine parameter r along the null geodesics
tangent to £ such that the eigenvalues of p;j are 1 /r and 1/(r £i ) for some real function
X constant along each geodesic. Furthermore:

1. If x # 0and dy # 0 then one can define local coordinates (u, r, x, x, y) such that
the metric is

E
ds? =—2(du + x*dy) [dr + H(r, x)(du + x*dy)—Eg (dx - —(Z)dy)+P(x)dy]
X

Eo . \* dy?
+2y2 (dx - —gdy) + 2+ x?) ( X, P(X)dyz) , @)
X P(x)
where
LA S N L
E? Ax?
P(x)=co—x—2—2on2—T (6)

(Ao, o, Co, Eg) are arbitrary real constants, and P(x) > 0.

1 Note that this does not depend on how the m; are chosen.
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2. If x # 0 and dx = 0 then one can define local coordinates (u, r, x, y', y?) such
that the metric is

ds®> = —2(du +2x.A) [dr + H(r)(du +2xA) — Eg (dx + @Aﬂ
X

2Ey \*
+r2)(2 (dx + X—;)A) + (r2 + Xz)ha,g(y)dy"‘dyﬁ, (7

where hog(y) (1 < a, B < 2) is the metric on a 2d Riemannian manifold of constant
curvature, A = Ay (y)dy* is a 1-form such that d A is a volume form for this 2d
manifold,
E} A
Ho) =% = 202400 — 52—
2x* 8 2(r2 + x2)
and (x, wo, Eo) are arbitrary real constants (with x # 0). The Ricci scalar of hyg
is

®)

8E?
R® = _X40 +2A%°%. ©)

3. If x = 0 then one can define local coordinates (u, r, y*, y2, y3) such that the metric
is A
ds? = — (k — M_;) — Zr2) du® — 2dudr +r2hi/(y)dyidyj, (10)
- :
where k € {—1,0, 1}, uo is a constant, and h;;(y) (1 < i, j < 3) is the metric on a
3d Riemannian space of constant curvature with Ricci scalar 6k.

We will now make some remarks on the above theorem.

For any of the above metrics d/9r is a geodesic multiple WAND. The Weyl tensor
vanishes if, and only if, ng = 0. For 1o 7 0 each solution is type D, i.e., there exists a
second multiple WAND.

The metric (4) has a scaling symmetry: for A # 0 one can perform a coordinate
transformation

/ x/ y/
x=kx' x=3 y=1i3

and the metric in the primed coordinates takes the same form as (4) but with rescaled
constants:

(1)

C E
T G=5 E=i3 (12)
This shows that the solution is really a 3-parameter family.?

We will show (in Sect. 4) that the solution (4) is locally isometric to the 5d Kerr—de
Sitter solution [9] with two unequal rotation parameters.> The coordinates of (4) are
closely related to the coordinates for the Kerr—de Sitter solution defined in Ref. [12].
Only when the parameters (Ao, 1o, Co, Eo) lie within a certain set does the metric (4)

2 We choose not to use this symmetry to eliminate one of the constants because this requires consideration
of various special cases, e.g. if Eg 7# 0 then one can rescale to set Eg = 1 but then the case E(y = 0 needs to
be discussed separately.

3 Except in the special case A = Ag = Eg = 0, Co = g, which can only be obtained as a limit of the
Kerr—de Sitter solution. This is the only non-trivial case for which the second multiple WAND has degenerate
(in fact vanishing) optical matrix.
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describe a regular black hole solution. Values of the parameters outside this set can result
in local metrics such as the “Kaluza—Klein bubble” spacetime of Ref. [13], which was
shown to be algebraically special in Ref. [14].4

The metric (7) has a scaling symmetry analogous to (12). Hence this solution is
really a 2-parameter family. If R® > 0, one can perform a coordinate transformation to
show that the solution is locally isometric to the Kerr—de Sitter solution with two equal,
non-zero, rotation parameters. Solutions with R® < 0 can be regarded as analytically
continued versions of the Kerr—de Sitter solution.

The metric (10) is a generalized Schwarzschild metric written in outgoing Eddington—
Finkelstein coordinates. Of course, this corresponds to the Kerr—de Sitter metric with
vanishing rotation parameters.

Note that, in four dimensions, there are many solutions satisfying the assumptions
of the above theorem. In 4d, the Goldberg—Sachs theorem implies that £ is shear-free,
which implies that p;; is degenerate if, and only if, p;; = O (this defines the Kundt
family of solutions). So any algebraically special solution with p;; # O satisfies the
assumptions of the theorem. As noted above, there is no simple explicit form for such
solutions, and such solutions are known to involve free functions.

The non-degeneracy assumption on p;; cannot be eliminated from our theorem. To see
this, note that one can take the product of a 4d Ricci flat algebraically special solution
with a flat direction to obtain a 5d Ricci flat solution admitting a geodesic multiple
WAND. This solution will have degenerate p;; because £ does not expand along the
flat direction. Obviously there are as many such solutions as there are 4d algebraically
special solutions. For A # 0 one can take a warped product to reach the same conclusion.

Our result can be viewed as a new kind of uniqueness theorem for the 5d Kerr—de
Sitter solution. It should be contrasted with the usual uniqueness theorem [15, 16] for the
5d Myers—Perry black hole, which assumes the existence of a R x U (1) isometry group,
asymptotic flatness, a regular horizon of spherical topology, and no topology outside the
horizon. Our result assumes nothing about isometries or global structure and allows for
a cosmological constant.

The local nature of our result is similar to the uniqueness result for spacetimes with
certain “hidden symmetries”, i.e., symmetries associated to Killing tensors rather than
Killing vectors. Refs. [17,18] proved that the Kerr—de Sitter solution (generalized to
allow for a NUT charge [12]) is the most general d-dimensional solution of (1) admitting
a “principal conformal Killing- Yano 2-form”. Note that this result applies even ford = 4,
where it yields a subset of the type D solutions. This is in contrast with our result, for
which there exist infinitely many d = 4 solutions satisfying the assumptions of the
theorem.

Our result is also reminiscent of the theorem that asserts that the Kerr solution is
the unique stationary solution of the 4d vacuum Einstein equation with vanishing Mars-
Simon tensor [19]. However, our theorem does not assume stationarity.

There have been several hints that higher-dimensional algebraically special solutions
with non-degenerate p;; might be more rigid than their 4d counterparts. First, Ref. [20]
considered higher dimensional Robinson—Trautman solutions, defined by the existence
of a null geodesic £ with 0 # p;; o §;; (such £ must be a multiple WAND). It was found
that these solutions are considerably simpler for d > 4 than for d = 4. For d = 5, the
only such solution is the generalized Schwarzschild metric (10).

4 This spacetime was originally obtained by analytic continuation of the “Boyer—Lindquist” coordinates of
the Myers—Perry solution. No analytic continuation of the coordinates is required to obtain it in the coordinates
of (4).
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Second, Ref. [21] investigated the possible existence of families of algebraically
special solutions that contain the Schwarzschild solution. A solution “close” to the
Schwarzschild solution in such a family would have non-degenerate p;;. The approach
of Ref. [21] was to consider linear perturbations of the Schwarzschild solution that
preserve the algebraically special property. For d = 4 there are infinite families of such
perturbations. But for d > 4 it was found that the only such perturbations that are regular
on the orbits of spherical symmetry are perturbations corresponding to a linearisation of
the Myers—Perry solution around the Schwarzschild solution.

Third, Ref. [22] studied algebraically special solutions in d > 4 dimensions that
(i) have non-degenerate p;;, and (ii) are asymptotically flat. It was assumed that the
curvature components can be expanded in inverse powers of an affine parameter r along
the null geodesics tangent to €. It was found that such solutions are non-radiative, in
contrast with the d = 4 case.

Ref. [14] showed that 5d algebraically special solutions can be classified according
to the rank of p;;. Our theorem determines all solutions for which p;; has rank 3. Rank
0 defines the Kundt class of solutions, which was studied in Refs [23-25]. For rank 2 or
rank 1, all solutions for which £ is hypersurface-orthogonal (pf; j) = 0) were determined
in Ref. [26]. We intend to return to the general (non-hypersurface-orthogonal) rank 2
and rank 1 cases in future work.

We end this introduction with an outline of the proof of our theorem. The starting
point for the proof is the recent demonstration [14] that the optical matrix of a geodesic
multiple WAND in 5d can be brought to a certain canonical form by an appropriate
choice of the basis vectors m;. This is the 5d analogue of the “shearfree” property that
holds in 4d because of the Goldberg—Sachs theorem. As noted in Ref. [14], case 3 of
the theorem follows immediately from combining this canonical form with the results
of Ref. [20].

For non-degenerate p;, the canonical form involves two unknown functions. We show
how the evolution equation for p;; can be integrated to determine the dependence of these
functions on an affine parameter » along the geodesics tangent to £. This determines the
form of the eigenvalues of p;; as stated in the theorem.

Next we complete {£, m;} to a null basis {£, n, m;}, where n is null and orthogonal to
m;. After exploiting a residual freedom in the choice of m;, we show how the “Newman—
Penrose” and Bianchi equations can be integrated to determine the r-dependence of
the basis vectors and hence the r-dependence of the metric. The r-dependence of the
connection and curvature components is also fully determined. This calculation reveals
that the Weyl tensor is necessarily of type D.

The vanishing of certain connection components enables us to introduce local coor-
dinates in a canonical way. After expressing our basis vectors in terms of these coor-
dinates and using the results obtained previously, we obtain a set of equations that can
be integrated. At this stage, it becomes convenient to divide the analysis into two cases
depending on whether x is constant or not. If dx # O then we use x as a coordinate
and show that a residual coordinate freedom can be exploited to make the solution in-
dependent of three of the remaining coordinates. Finally we solve for the dependence
on y to obtain the solution (4). If dx = 0 then a similar procedure leads to the metric
().

This paper is organized as follows: Sect. 2 contains the first part of the proof of the
theorem in which we determine the connection and curvature components in a null basis.
In Sect. 3, we introduce coordinates and complete the proof of the theorem. Section 4
demonstrates how the metrics (4) and (7) are related to the Kerr—de Sitter solution.
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Notation. We will perform most calculations in a null basis. Refs. [27,28] developed a
higher-dimensional analogue of the Newman—Penrose formalism used for calculations
in such a basis. This was repackaged into a higher-dimensional analogue of the Geroch—
Held—Penrose (GHP) formalism in Ref. [29]. We will follow the notation of Ref. [29]
for the connection components and Weyl tensor components. In particular, we refer the
reader to eqns. NP1-NP4, B1-B8 and C1-C3 of Ref. [29], which lists all the Newman—
Penrose and Bianchi equations satisfied by the connection and curvature components,
as well as equations for the commutator of derivatives.

2. Integration of GHP Equations

2.1. Canonical form for p;;. Consider an Einstein spacetime, i.e. a solution of (1),
admitting a multiple WAND ¢. Introduce a null basis {€, n, m;},i = 2, 3, 4. The multiple
WAND condition is equivalent to the vanishing of the Weyl components of boost weights
+2 and +1:

Q;; =0, Wik =0. (13)
Without loss of generality, £ can be assumed to be geodesic [11], i.e.
ki = 0. (14)

Ref. [14] showed that the spatial basis vectors m,“ (i =2, 3,4)can be chosen so that the
optical matrix p;; of £ takes one of the following forms:

1 a 0 1 a 0 1 a 0
bl—-a 1 0 bl —-a 1 0 bl —-a —a%> 0 (15)
0 0 1+a? 0O 00 0 o0 0

for functions a, b. For b # 0, these matrices have rank 3,2,1 respectively. Our assumption
is that p;; is non-degenerate so

1 a 0
pij=b|—a 1 0 , b #0. (16)
0 0 1+a?

We know all the GHP scalars with positive boost weight, both from the connection and
the curvature: 2;;, W;jx, «;, and we know the structure of p;;, which has boost weight
+1. Using the Newman—Penrose equations and Bianchi identities, we can determine
the GHP scalars of boost weight negative and zero by systematically examining these
equations from higher to lower boost weight. We now proceed to indicate the steps
involved in this calculation.

2.2. Choice of basis. The form of the optical matrix above does not fix the basis uniquely
because this form is preserved by null rotations about £ and spins in the 2-3 directions.
We can use this freedom to make some of the GHP scalars vanish. Consider a null
rotation about £ with parameters z; [29]

0 ¢, nr—>n+zimi—§z2€, m; — m; — z;£, (17)

where z2 = z;7;. This leaves pij unchanged (as k; = 0) but 7; changes according to [29]

T > T+ ijzj (18)
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Since p;; is non-degenerate, we can choose z; to set 7; = 0. Equation NP2 of Ref. [29]
then gives 7/ = 0 [29]. In summary, we choose our basis so that:

T = tl-’ =0. (19)

It is convenient to combine the spatial vectors my, m3 into complex null vectors:

my +ims3 _ my —im3
ms =200 22T (20)
V2 V2
In this frame, we have®
100
=100 1], 21)
010
while the optical matrix is written as
l+a®> 0 0
pij=Db 0 0 l—ial]. (22)
0 1+ia O

Now consider a spin in the 2-3 directions, which can be phrased in terms of the null
complex frame as

ms — e*ms,  ms > e Pms, (23)

for some function A. This will induce changes in ]\’/[ jo as follows (recall that D = £ - 0):

4 o 4

Mso — e Mso, (24)
5 5

Mzo = M3, +iDA. (25)

5
The last equation, in particular, implies that we can choose A to set M3z,= 0 (note that
4
the LHS is imaginary). Moreover, eqn. NP1 of Ref. [29] for ij = 45 gives M50= 0
which, from the above, is preserved under such spins. Hence we have
i
M jo=0. (26)
Finally, we are free to rescale € so that the geodesics with tangent ¢ are affinely parame-
terized, which implies L9 = 0. Note that the conditions
Lip=0, =0, =0, Mjp=0, @7)

mean that we have chosen our basis to be parallelly transported along the geodesics with
tangent £.

2.3. Determining a, b. We introduce local coordinates as follows. Pick a hypersurface
¥ transverse to £ and introduce coordinates x** on X. Now assign coordinates (r, x/*) to
the point parameter distance » along the integral curve of ¢ through the point on ¥ with
coordinates x*. Note that r is an affine parameter along the geodesics. We now have

5 We will use indices i, J,...tolabel both the real basis (i, j = 2, 3, 4) and the new basis (i, j = 4, 5, 3).
The meaning should be clear from the context.
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ad
= —. 28
ar (28)
Consider eqn. NP1 of Ref. [29], which in our parallelly transported basis reads
Dpij = —pikpk;- (29)
Taking the ij = 55 component gives:
0 . 2
3 [b(A —ia)] = —[b(1 —ia)]". (30)
,
The solution is then
b(l —ia) = (31)

r—ix
for some complex function x that does not depend on r. There is freedom in defining
in the sense that we can shift it by a function of the other coordinates, r — r + a(x"),
which corresponds to moving the surface ¥ used to define r. This freedom can be used
tosetIm(y) = 0. With x real, we take the real and imaginary parts of the above equation
to find

X r

a I"’ r2+)(2 ( )

The r-dependence of p;; is then given by®
0 0

1
r—ix

py=|0 ¢ (33)
r+iyx

S Ol

In the real basis, the eigenvalues of p;; are b(1 + a2) and b(1 xia). Using (32) we see
that these are 1/r and 1/(r =i x), as asserted in our Theorem.

2.4. The case x = 0. If x = 0 then we have p;; = (1/r)d;;, so £ is free of rotation
and shear with non-vanishing expansion. This defines the Robinson-Trautman class
of solutions. These solutions were studied in Ref. [20], where it was proved that the
only solution of this type (in 5d) is the generalized Schwarzschild solution (10). This
establishes case 3 of the Theorem. Henceforth we will assume y # 0.

2.5. Boost weight 0 components of the Weyl tensor. The only GHP scalars with boost
weight 0 that we do not know yet are such components of the Weyl tensor: ®; i, ®;;.
Their r- dependence can be determined completely using the Bianchi identities, as we
will now explain. Notice that, in five dimensions, all the information regarding the boost
weight 0 components of the Weyl tensor is encoded in ®;;, for one can write

Dy =2 (CDiSk(Sj[ - d>§8jk - (Dﬁk(si[ + @?l&»k) + o (Sikajl - 8i18jk) (34)
in terms of the symmetric part CDE = D).

6 We note that our result for pij exhibits the same r-dependence as in Ref. [30].
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The relevant Bianchi identities to determine ®;; are equations B2, B3 and B4 of
Ref. [29], which become, in our basis,

D®;; = — (CIDik +20% + d>8,-k) Pk (35
D®;jy = —2433(,01(1 — o) + ripji — Pripjk — Pijpit + Pijpik — PijkmPmi
+Dij1m Pmk (36)
and
0= 2q’ﬁ-k|pi|l] = 2@ priy + Piml k| Pmli1» (37)
respectively.

Take first the i jkI = 5455 component of (37), which gives

ixQ2r+iy) g
o) =2 2 oS, 38
5T L a2ig) B (38)

Taking the i jkI = 4555 component of (36) and substituting the expression for q’% then
gives

200+ (2 + & Pfs =0 (39)
45 2r r+iy 2r +4iy BT
Comparing the previous two equations with the one obtained from the ij = 54 compo-
nent of (35) gives <1>25 = 0, and hence ®45 = ds4 = 0.
Now we compare the two equations that can be obtained for ®ss5. The first comes
from setting ij = 55 in (35),

D®ss5 +

— @55 =0. (40)
r +lX

The second is obtained by putting ijkl = 4545 in (36),

Sr+3i
2D®ss + X g5 = 0. A1)
r(r+iy)
One then immediately sees that consistency requires ®s55 = 0. B
Thus, the nontrivial components of ®;; can only be ®44, ®55. Setting ijkl = 4455
in (37) gives the relation
2ixr
A _
557 ;24 X2©44' (42)

If we now substitute this into the i jkI = 4545 component of (36), we find

3”2+X2

DOy + ———F
RS

1
Dy + —q)gg =0. (43)
r
On the other hand, the ij = 44 component of (35) gives
2 S
DD+~ (0us +0%) =0. (44)

Comparing these we find
s r2 — x2
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and hence 5
(r+iy)
(DSE = WQML. (46)
Substituting this back into (44), we have
0Dyy 4r
Ddyy = = — Dyy, 47
“ or r2 + x2 4 “7)
for which the solution is simply
u
Oy =————-—, 48
44 102 (48)
for some function p independent of r. Therefore, the form of ®;; is
M r2+ X2 0 0
e Py )2
b = DL 0 0 r+ix)|. 49)

0 (r—ix)? 0

One can then verify that any other component of Egs. (35), (36), (37) is trivially satisfied.

Now recall that we have chosen the normalization of £ such that it is tangent to affinely
parameterized null geodesics. Choosing the affine parameter as one of the coordinates,
as above, allows ¢ to be written as £ = d/dr. This, however, does not determine r
uniquely. Previously we have used a shift in r by the other coordinates to make x real.
Now consider the effect of a boost ¢ = ¢ for some non-zero function A. The new
vector field ¢ will also be tangent to affinely parameterized geodesics provided that A is
independent of r. Thus, we can define

i=2 (50)
T

where 7 = r/A. If the analysis above were repeated using 7 instead of r, the optical
matrix p;; of ¢ would have the same form as pij if we defined ¥ = x/A. Note that this
is consistent with the fact that p;; transforms with boost weight +1, p;; = Ap;;. On the
other hand, ®;; has boost weight 0 and so is invariant under boosts. Therefore it would
retain the same form as in Eq. (49) by defining /i = u/A*. But this shows that we can
choose A so as to make [t constant (but we can’t choose its sign). Dropping the hats, we
can assume, without any loss of generality, that

H = [0, (1)

where (0 is a constant. Note that ®;; vanishes if, and only if, 1o = 0.

2.6. Optical matrix p! ; of n. Having determined the r-dependence of ®;;, the r-
dependence of p; ; can now be completely determined by using information from eqns.
NP4, NP4’ of Ref. [29]. In our basis, these read (A = n - 9)

k k A
Apij — Lu1pij+ Mit pej+ Mj1 pik = —pikpi; — Pij — Z(Sij (52)
and
/ / A
Dp;; = —pigorj — Pji — ZSij, (53)

respectively.
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We start by taking the ij = 44 component of (53), which gives

04/14 Mo A
Dpjy = -4 ——5—> — —. 54
Pas ro 2+ x?)? 4 >4
The solution to this equation is
A o Ar
Pha= = o = (55)

ro2rr2+ x2) 8’

where A is some function independent of . Similarly, the ij = 45 component of the
same equation yields

,O/
Dpjs = ——2—, 56
L45 Fvix (56)
to which the solution is
Py = —23 (57)
r+iy

for some complex function Bs that does not depend on r. Substituting this into (52) for
ij =45, one finds

4 iBs

Ms1= 7 (58)

and then the ij = 54 component of (52) determines

B
Phy=—— (59)

r

In addition, (52) with ij = 55 immediately gives
pss = 0. (60)
Next, putting ij = 55 in Eq. (53) gives the equation

. SR o
55 r—ix (2 + x2)3 4"

This can be integrated to give

/___MO(r_iX) 1
55 22+ ¥  r—iy

A
|:A5—§(r+i)()(r—3ix):|, (62)

where As is a complex function independent of r. No further information can then be
extracted from Eq. (53).
Consider now the ij = 44 component of (52),

,uv()r2 Ar?

CEFTOTA ©9

n +rLj = rpfm —
where n” is the r-component of n“ in the coordinate basis defined by (r, x*). Similarly
the ij = 55 component gives

1o

A . 2
m‘*z(r—lx) ) (64)

n" —iAy+(r—ix)Ly = —ix)ps —
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where we have used Ar = n'. Subtracting (63) from (64) gives the relation

. . Lior X Ax ..
As—A+lAX +lXL]1+m—?(2lr+5X)=O. (65)
Taking the real part yields simply
5Ax?
Re(As) = A + =% (66)

and hence one can write

iAx  po(r—iy) 1 . Ar?
'O;EZ T 524 4202 —\A—iF——), (©67)
4 2(rv+ x*) r—ix 8
where we have redefined Im(As) = —F. Thus the r-dependence of p! j is now known.

There is still some information left from Egs. (63) and (64), which will be exhausted in
the next calculation.

2.7. Determining the basis vectors. In this section we determine the r-dependence of
the basis vectors. It is sufficient to consider the commutators

[¢,n] = —L¥, (68)
[¢,m;] = =Lyl — pjim;, (69)

together with the remaining information from Eq. (52) and also eqn. NP3 of Ref. [29],
which in our basis is (§; = m; - 9)

I I
Stj1pilky — Lajipiki+ Mitji piki+ Mikjy pit = 0. (70)
The p-components of (68) read
Dn* = 0. (71)
Hence u
nt = (no) , (72)
where (no)” is independent of r. In order to determine n", we use (63) to write
n" nor Ar
Lil=——+py — ————+—. 73
Substituting into (64) then gives immediately
A 2
n’=A+[n0(X)—F]£——r—%. (74)
X 8 2(rs + x*%)
The r-component of (68) now gives
F—n° A
Li=—pnr = F2n°00 (Ar o per 75)
X 4 (T4

All the information contained in Eq. (52) has now been used.
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Next consider the p-components of (69) with i = 4:

"
m
Dml = -4 (76)
r
The solution is simply
0\ M
m
i =4 ;‘) : (77)

where (mg)u are functions independent of r. Similarly, the r-component gives the rela-

tion
-

Lis = —Dm} — 4. (78)
r
Substituting this into Eq. (70) with i jk = 545 yields
. 0 r .
m m 4
mg—#=(r—ix)(Dmg+T4)+%(r—iX)M55, (79)

where m(x) = (m$)" 8,,x. Now setting i jk = 455 in (70), gives
. 4 . 4
(r—ix) Msz +(r +ix) Mss=0, (80)

4
showing that (r — i x) M 53 is purely imaginary. The last term on the RHS of Eq. (79) is
then real. Taking the imaginary part of (79) gives a simple differential equation for my,

r 0
Dty = 4 1300 31)
r Xr
which integrates to
Ey, m)
= B2, Ma0), (82)
r X

for some function E4 of the x*-coordinates only. Going back to (78), one then finds

0
my(X)
Liyy=——-2. (83)
Xr
) 4
The real part of (79) then determines M 53,
4 1Ey
Mss=——7. (84)
P xr—ix)

Now following the same procedure as above determines the form of ms. The
pu-components of (69) with i = 5 imply

0\ 1
e = 5 (85)
r+iy

for complex functions (m(s))“ of the x**-coordinates only. Then, using the r-component

to write .

r ms
Lis = =Dm — = (86)
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and substituting into (70) with i jk = 555 gives

_ 2i xmf img(x)

Dm% = — , 87
T R S R (87)
where mJ(x) = (m2)" 8, x. Integrating this equation one finds that
Es(r —ix) +rm?
s = s( X) s(x)’ (88)

x(r+ix)

for some complex function E5 independent of r. Equation (86) then determines L5:

Es+m2(x)

Lis=— —.
x(r+ix)

(89)

In summary, the coordinate basis components of n¢, mj and mg’ are given by (72), (74),
(77), (82), (85) and (88). Thus, the r-dependence of the basis vectors (and hence the
metric) is fully determined.

i i
2.8. Calculation of the non-GHP scalars M j1, M jk. The results obtained in the previ-
ous subsection regarding the r-dependence of the basis vectors have automatically given
information about some connection components that are not GHP scalars, namely L,

4
L1; and M sz, as given in Egs. (75), (83), (89) and (84), respectively. Furthermore, our

4
previous calculation of p; ; also provided M5, Eq. (58). Here we show how to obtain

l 1
the other components of M j1, M ji.
We first notice that the calculation of the previous subsection does not exhaust
Eq. (70), there are two components remaining. The first is ijk = 445, for which one

finds . E
5
Ms4= —, (90)
Xr

using previous results. The second is the i jk = 545 component, which gives

4
Mss5=0. D

Now consider the commutator C1 of Ref. [29] applied to a GHP scalar V; of arbitrary
boost weight b and spin weight s = 1, [b, b’] V;. This gives two relations: a boost part
(i.e. the coefficient of b)

A
DL =—q)+z, 92)

which is automatically satisfied, and a boost-independent part,
y A
D Mji= —29;;. 93)

4
Notice that this implies that /51 is independent of r, which is consistent with the result

5
already known, Eq. (58). On the other hand, for M3, this equation gives
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[0 X

NG o

5 .
Mz =1 C
for some unknown, real function C of the x*-coordinates only.
One can follow the same procedure by applying the commutator C2 of [29], [b, 9;],
to a GHP scalar V; of spin weight 1. This gives the equations

DLy = —Lyjpji (95)
and ' )
l l
D M jx=— M i ik (96)
The former is automatically satisfied, while the latter gives the additional information
5 iDy
Msy= — ©7)
r
and
5 iDs
Mss= ———, (98)
r+iy

where D4 and Djs are real and complex r-independent functions, respectively.

2.9. Boost weight —1 components of the Weyl tensor. We are now in a position to
take b’- and &;-derivatives in full. In particular, we can now consider the boost weight
0 components of the Bianchi equation, eqns. B5, B5’, B6 and B7 of Ref. [29], and
determine completely W/ ke

Start with eqn. B5 of [29], which reads

—0p| Pij) = (‘lf[’j@il - \IJ[/j|j]) PIK]- 99)
The ijk = 545 component of this equation immediately gives that
Wiys = 0. (100)
If one takes the i jk = 555 component, one finds that

2u0EsQr+ix)(r —ix)  4poml(x)

W), = , (101)
“w X2+ 53 X2+ x)?
while setting i jk = 545 gives
2uoEs(r —i 4pom}
Vg5 = = 24(r 2 ;X) - ,ugm4()2()2. (102)
(r=+x°) x(r=+x)
Substituting this result into the i jk = 455 component, one finds that
mg(0) =0 (103)
and hence U E .
, 2u0Es(r —ix) (104

545 2+ x2)3
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The only remaining independent component of (99) is then i jk = 445, giving

_ 2u0EsrQr—ix)(r—ix)* Aot —ix)*m§(x)

v = 105
555 X(Vz + X2)4 X(r2 + X2)3 ( )
Now consider eqn. B5' of [29],
20y Py + DWW}y =2 (\1:;5[,»” — ‘wa) Pk (106)
Using the previous results, the i jk = 445 component gives the condition
ml(x) = —Es. (107)
Equations (101) and (105) then imply
2ipoEs(r —ix)
/! _ TN AT
W5 = YL (108)
and
= 21',u0E5(r2—2iX2)(r—ix)27 (109)
(r2+ x»*
respectively. Of course, the symmetries of W/ ik determine automatically
dipox Eg
v v —
455 = Ysas ~ Vaus = 2+ x2)3 (110)

One can then verify that all other components of (106) are automatically satisfied, as
well as eqns. B6 and B7 of Ref. [29].
2.10. Equation NP2'. Eqn. NP2’ of Ref. [29], which reduces to

Dk = V], (111)

can be integrated to determine «/. The result is

!/
K4=G4+m, (112)
/ inoEs(r —ix)?

where G4 (real) and G5 (complex) are functions depending on x* only.

2.11. Differential and algebraic constraints. The r-independent integration functions
appearing in the various expressions in the previous sections are not completely inde-
pendent. There is still information contained in the commutators [n, m;], [m;, m;], as

well as in the commutators of GHP derivatives [b’, ;| and [9;, d;] applied to some
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GHP scalar V; of spin weight 1, and this information can be used to place algebraic
and differential constraints on the r-independent functions found above. Later on, when
we introduce coordinates, we will be interested in the symmetries and Killing fields
admitted by the solutions considered here. In order to study these symmetries, we will
need to know the derivatives of those functions along all basis vectors.

Consider first the commutator

k
[mi, mj] = 2p(;1€ +2p05m +2 Myij) mi (114)

fori =4, j = 5. The u-components of this equation give
X [mg,mg] = —Esm + (ix Dy — i Eq) mY. (115)

On the other hand, the r-component can be brought to the form p(r) = 0, where p(r) is
a polynomial in r with coefficients depending on the x*-coordinates. It is clear that the
coefficient of each power of » must then vanish, resulting in the independent equations

0 = xmY (Es) —2x*Bs — ix D4Es + i E4Es, (116)
0= —ixm? (Eq) +iE4Es +3x°Bs. (117)

Since the action of mg and mg on y is known, Egs. (103), (107), one can apply their
commutator (115) to x to find

E4sE
mQ (Es) = iD4Es — i ——>. (118)
Comparison with (116) yields immediately
Bs = 0. (119)

Hence the only non-vanishing components of p; ; are Py pgg (and its complex conju-
gate). Using the above result, Eq. (117) reduces to

ELE5
md (Es4) = ) (120)
X
An additional algebraic constraint can be obtained from eqn. NP3’ of [29],
/ / 1 /
OLj1 Pk = KiPLjk) — E\yijk' (121)
By taking the i jk = 455 component and using Bs = 0, one finds
AEy
Ga=—=r" (122)

Now consider [ms, ms] from Eq. (114). Similarly to the calculation for [m4, ms], one
gets the following independent equations:

X [mg,mg] = 2ix2n° — 2i EgmY + i x DsmQ + i x Dsin (123)
and

-0 AX3 — Ei
8 (Es) = =4 +2(A+iF)x —iDsEs = —\. (124)
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If we act with [mg, nﬁg] on x and use (124), we find

n’(x) = 2F (125)

and hence we know all derivatives of .
Also, we have the commutators

J
[n,mi] = —k/€+ Lijn — (Mi] +,0},-) mj. (126)
From the i = 4 component one finds the relations
m(F) =0, (127)
0= —2FE4+ xn® (E4) — xm3(A), (128)
and
X [n‘), mﬁ] = Fmj, (129)
while the i = 5 component gives
2FE I AE
0=md(F) — =22 100 (E5) — 22X 4 Gy — iCEs, (130)
0 . .0 AESX2 . 2
0= yms5(A) —2iFEs+iyn (Es)+ —iGsx“+CEsy (131)
and 5
| A
X [no,mg] - [iCX +F+%]mg. (132)

Apart from (127), which gives directly the derivative of F along mg, the other relations
determine only a combination of derivatives. One can, however, gain more information
from other equations.

We start by going back to eqn. NP3/, (121). Taking the i jk = 445 component one
finds

AE | FE
md(A) = =K 22 (133)
4 X
Substituting into (131) gives
n” (Es) = Gsx +iCEs5 + . (134)
X
Now using this in (130) gives
0 iANEs FEs
ms(F) = —2Gs ) x — ——. (135)
2 X
Setting i jk = 545in (121) and using (127), one finds
FE
mY(A) = —=, (136)
X
which can now be used in Eq. (128) to obtain
3FE
n0 (Eq) = =2, (137)
X

No additional information can then be obtained from eqn. NP3’, (121).
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Another source of information is the commutator of GHP derivatives [6i, 0 j]. Ap-
plying this to a GHP scalar V; with spin weight 1, one obtains two equations, just as in
the study of [b b’ ] V; and [b, 8;] V; carried out before. The boost part gives

k
8tj1L iy = —Luiprij) — Lk Miij) +0kti Py jy + ‘D,/-s}, (138)

which is automatically satisfied using previous results. The boost-independent part is
i i i
8k Mji =81 Mjk = —pikPy + Pit Py + PjkPip — Pj1Pix +2 Mj1 Plki)

i 14 i 14 i P
+ MpkMji — MpiMji +2 M jp M) —Pijr

A
7 (8ikj1 — 88 ji) - (139)
Setting i jkl = 4545 gives
mY (Es) = —iDsEs, (140)
while the i jkI = 4545 gives
mY (Eq) = —3Fx. (141)

There is now enough information to apply the commutators [n°, m?], [m?, m?] to

the functions considered here. Before we used [m2, m2] (x) to find Eq. (125).
Another non-trivial, algebraic relation can then be obtained by considering [no, mg]
(x), namely

3iAE
% —4Gsy —iCEs =0. (142)
Applying the same ideas to A, one finds that [mg, mg] (A) gives
iAEs
Es | Gs — 2 =0. (143)

It turns out that the term in brackets always vanishes, for suppose that E4 = 0. Then
(141) implies that F' = 0, which in turn, from (135), implies
iAEs
G5 = T (144)

Thus, the latter is true irrespective of whether E4 = 0 or E4 # 0. Using this in (142),
one finds another important algebraic constraint,

Ax
Es (C ¥ T) = 0. (145)
In turn, [m?, m?] (A) gives
3AF 2AF
n0(A) = 220X 28T (146)
4 X
Finally, [n°, mJ] (A) implies either E4 = 0 or
0 2F?
n(F) = =". (147)
X

However, as just discussed above, E4 = 0 implies F = 0, which is consistent with (147).
Therefore, one can safely take (147) to be always true.
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2.12. Equation NPI’. Now that we have the information about all derivatives of the
functions involved, we can finally consider eqn. NP1’ of Ref. [29] to calculate Q; i the

Weyl tensor components with boost weight —2. In our basis, eqn. NP1’ of [29] reads
/ / / / / k / k / / k /
Apij —djK; =_L11pij +2i;Lyj + K Mij —Pij Miv —pi \ Pt Mj1 ) — QU' (148)
Taking the trace of this equation and recalling that Q/;, = 0, one finds

F=0. (149)

Then, the independent components of €2 ; can be obtained by putting ij = 44, 45,55 in
Eq. (148), giving

410 (Ef — E5E5)

U=~ 7,577 (150)
Qs = 61'“0542%;2;”)2’ (151)
Qs = W(gi—r}(—z)?)“, (152)
with 9‘/55 = —Q),/2 following from the traceless condition. No further information can

be obtained from Eq. (148).

Note that all Weyl curvature components (i.e. ®;;, ¥/ ik and Q; j) are proportional to
o- Furthermore, ®;; # 0if 1o # 0. Hence the solution is conformally flat if, and only
if, Mo = 0.

2.13. Further algebraic constraints. Notice that, with F = 0, we have

=0, myx)=0, md(x)=—Es,

AE

n0(A) =0, mlA) =0, mlA)=-— 45X,

ELEs
n®(Eq) =0,  mf(Eq) =0, mS(Es) = = (153)

With this information, we find
s Es  _
Vox =— — (ms), — ——— (ms), . (154)
r—ix r+iy

When computing V, A, one then finds
A)(2
VoA — < )= 0, (155)

showing that the term in brackets must be constant,

A 2
A:A0+TX (156)
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for some constant Ag. Similarly, the equation for V, E4 becomes
Va(xE4) =0 (157)

and hence
Eop
Eys=— (158)
X
for some constant Ej.

We have now finished calculating all the components of the connection, including
non-GHP scalars, and the components of the Weyl tensor. Furthermore, we have found
the r-dependence of the basis vectors and several algebraic and differential constraints
involving the r-independent functions.

2.14. Null rotations and type D. Consider a null rotation (17) about £. Choosing

Ey iEs
4=—, I5=——", (159)
Xr r+iy
one finds that the following GHP scalars transform according to
K0, Wiy 0, Q0 (160)
and 5
1+ (d) 0 0
pij > b 0 0 1—id |. (161)
0 l+ia’ O
where
a =X, (162)
r
A Ar(r? — x? E} EsE
b — wor LA r(re—x )+ 0 . _EsEsr (163)

I e L s S L R L A s S

We have thus found a basis in which only the boost weight 0 components of the Weyl
tensor are non-zero, and where both ¢ and n are geodesic with corresponding optical
matrices in their canonical form. This shows that all solutions considered here are of
type D.

If b’ # 0 then the optical matrix of the second multiple WAND, has rank 3 (in
agreement with an argument of Ref. [14]). If &’ = 0 then the optical matrix of the
second multiple WAND vanishes identically in which case the solution belongs to the
Kundt family. The condition for this is

b’EO@EﬂE}:%, Ag=Eg=A =0. (164)

We will study this special case in more detail in Sect. 4.

3. Coordinate Basis Calculations

3.1. Integrable submanifolds. So far we have kept the coordinates x** arbitrary. We will
now show how the results derived above lead to a canonical way of choosing these
coordinates. From
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i i i
Map= —kilalp — pfjﬁa(Mj)b — pijha(mj)p+ Mj1 (mj)alp+ Mjr (mj)a(mg)p,
(165)
one finds, using Bs = 0, that

5 4 5 5
dms = — |:(,0;3+ Mz )+ pssn + (Msz + Mz)ma+ Mss m5:| A ms. (166)
Thus, ms A dms = 0. This is the integrability condition for the existence of a complex
function z such that ms = m> o dz. Thus, we write
ms = Mdz (167)

for some function M.
The distribution {£, n, m4} is tangent to surfaces of constant z and hence integrable.
This can also be seen from the commutators (68), (69), (126) or, more explicitly,

[¢,n] = —L1¢, (168)
[€, m4] = —L14€ — paamay, (169)
[n, ma] = —k4€ + Lian — pjyma. (170)

We also have the commutator (129) (using F = 0)
[no, mg] —0. (171)
Thus {no, mg} is integrable and we can choose coordinates (r, u, x, z, 7) so that
n' = _9 my =N (i — in) (172)
for real functions N # 0, L, independent of r. From (ms)? = 0 we have mg = 0 and

hence
O JyY B A N (173)
5T 0z 0x “ou “ou

for complex functions M # 0, Y, L, independent of ». We now have

0 0 0
(=—, n=H———, (174)
ar or u
where
A 1O
He=n"=Ag— 22— x5 - 10 175
e e O R (175)

depends on r. Now define V, (real) and V, (complex), both independent of r, by E4 =
Eo/x = —NVyand Es = —iM(V, — YV,). We then have

NV, o +N 0 L a (176)
mg = — —+—\|— —Li—
4 r odr r \0x “ou
MV, —-YVy) o M ad ad Rl 0
ms=— ; —t — | — =Y\ ——-Ly— ) —L,—|. (177)
r+ix ar r+iyx |0z ox au ou
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From the inner products we then find

¢ =—du — Lydx — L.dz — L.dzZ, (178)

n=dr— Ht+ Vidx + V.dz + V.dzZ, (179)

mq = % (dx + Ydz + 7dZ), (180)
r—ix ._

ms = ——d 181

5 7 % (181)

from which it is easy to write down the metric.
Recall that nO(X) = mg(x) = 0. These imply that

dux = 0xx =0, (182)
hence x = x(z,z). Now, mg(x) = — E5 reduces to
Es
0, X = A (183)

while the commutator [no, mo] = 0 gives
N =0,L, =0. (184)

From (158) we then have 9, V, = 0. The result above implies that L, = L, (x, z, 2).
Note that we have the residual coordinate freedom u — u’ = u + h(x, z, Z), which has
the effect

L, — L; = L, — 0.h, L, — L’Z =L, —0d:h. (185)

We can therefore choose i appropriately to set L. = 0, and then drop the primes.
Henceforth,

L,=0. (186)
The expression
A
[no,mg] _i (C+TX) m? (187)
reduces to
, Ax
oL, =0,Y =0, oM = —i C+T M. (188)
The latter equation implies
duIM* =0, (189)

and

Ay i [n0<_M) B n°(M)} (190)

C=-"L4+=
4 2 M M

where we used the fact that 9, M /M is purely imaginary to write C in a form that is
manifestly real. If we now recall that n%(Es) = 0, we find

0=0,Es = —iMd,V., (191)

where we make use of (145). Hence, 9, V, = 0. Thus, we conclude that all functions
appearing in the metric

8ab = Lanp +ngly + (m;j)g(m;)p (192)
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are independent of u, and hence d/du is a Killing vector field. Notice, in particular, that
the metric depends on M only through | M |%.
The commutator

E E
[mg, mg] = =m0+ (1)4 - —‘2)) m (193)

X X

gives
9L, =d.L, =0, (194)
9, (xN) = xYO:N — x N, Y, (195)
0 - E

mi) = in (Dy— ). (196)

The latter equation can be used to show that
ox|1M|> =0, (197)

as well as to write Dy as

Dy =~

. 0/ Ay 0
ot _nton]

X 2 M M

Moreover, there is still freedom in redefining x by transforming x — x’(x, z, Z). This
changes N to N' = Nox’/dx. Since N = N(x, z, z), we can use this to impose the
condition N’ = 1/x. Dropping the primes, N = 1/, which implies that the LHS of
(195) vanishes, as well as d; N. Thus (195) simply reduces to

Y =0. (199)
Notice alsothat E4 = Eog/x = —N V, implies that V, = —E( = constant. The equation
for mg(Es),
0 . iEyEs
mi(Es) = iDsEs = — 5=, (200)
then reduces to
9, V., =0. (201)

Therefore, similarly to the argument above for d/du, we have shown that 9/0x is also a
Killing vector field for these solutions. The function M depends on u and x only through
a phase, which may be eliminated with an r-independent spin transformation of the form
(23).

Consider now the expression for [m?, m?],

2UE _
|3, | = 2ixn® = Z50m§ + i Dsm§ + i D, (202)
X

which reduces to

2ix = |M|* (9L — d:L;), (203)
2%E _
20 M (Y - 0. 7), (204)
X
VY
ims(M
Ds = —L). (205)

M
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With the above equation for Ds, the equation
m(Es) = —iDsEs (206)

can be written as B
m(EsM) = 0. (207)

But if we recall that Es = —Md, x, see (183), the quantity in brackets is —|M|?8,x,
which is a function of z, z only. The equation above then shows that it must actually be
a function of 7 only:

EsM = —|M*0.x =k, (208)
for some analytic function k = k(z). If we now consider a holomorphic transformation
7z — 7/(2), the effect is to change M — M’ = Mdz'/dz and hence k — k' = kdz7'/dz.
We can therefore use this transformation to set k&’ to —1 or 0. Dropping the primes, we
have shown that we can write

EsM = —|M|*d.x = ko = constant € {—1, 0}. (209)
We now see that 9, x = 9z x. If we now write z = z1 + iz, we see that
Ix
hy = =0, (210)
BZ

hence x = x(z1). We can now distinguish between two different cases.

3.2. Case 1: dxy # 0. We will now prove case 1 of our Theorem. dx # 0 implies

d;x # 0 so we must have k) = —1. The expression
A 3 B E2
m(Es) = 2A0x + —2— — iDsEs — -2, @11
2 x3
which is derived from Eq. (124) and previous results, reduces to
M2 X _ppgy+ A2 _Eo 212)
oz a‘ AT T TS
Using d;x = 01x/2 = 1/|M|?, we can rewrite this as
E2 Ax?
3 (81X+—g+2A0X2+—X)=O. 213)
X 4

Since the quantity in brackets is a function of z; only, it follows that it must be a constant
Co. Thus,
d dx Ej 2 Ax*
_Co———2A0 — —— = P(y). (214)
dZ] X 4

We can therefore use x as a coordinate rather than z, with the transformation rule given
by (214). Note that 91 x = 2/|M|2 implies
2
P=—— (215)
P(x)

from which it follows that y must lie in a range for which P(x) > 0.

|M
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The only quantities that we do not yet know are the functions L, and Y, which are
determined by Eqs. (203) and (204), respectively. Both have the same structure:

(M2 (8. F = 8:F) = G (216)
where F denotes L, or Y and the RHS is a known function. Notice that
d(Fdz + Fdz2) = (0,F — 8:F) dz A dzZ 217)

and the quantity in brackets on the LHS is precisely the combination in which both L,
and Y appear in the metric. If a particular solution Fdz+Fdz is found, any other solution
will differ from this by a gradient do, where @ = «(z, 7). In the case of L, this can be
absorbed by defining a new coordinate u” = u —«/(z, z), which does not change any other
quantity and, in particular, Ly = 0 is maintained. Similarly, defining x" = x — a(z, Z)
eliminates the gradient do from the expression for ¥ (notice that dx’/dx = 1, and hence
every other quantity is unchanged). Hence all we need to do is to find particular solutions
for L, and Y.

Consider first the equation for L. If we search for a particular solution in which L,
depends only on y, (203) becomes

dL, dL, y 218)
—_— = —— =2i).
dx dx &
This can be solved, in particular, for
.2
Ly=-"-. (219)

Similarly, if we look for a solution for Y such that Y = Y (x), (204) reduces to
dy dy 2iEy

T . 220
dy dx x3 (220
A solution is .
iEg
Y = —. (221)
2x2
Then, from the definition E5 = —i M (V, — Y V,) and from (209), (214), one finds
Ve —i(p e B Y = i (¢ —2agy? — X (222)
z 2 X2 - 2 0 OX 4 .

Thus, all functions appearing in the metric (192) depend only on x (equivalently z1) and
r. In addition to d/du and d/dx, we now find that d/9z5 is also a Killing vector field for
this metric. Using our definitions and results above, the metric becomes

E
ds* = —2(du + x2dzy) |:dr + H(du + x*dzp) — Eo (dx — —gdzz) + szz}
X

E 2 dy?
+r2)(2 (dx — —gdzz) + (r2 + Xz) (% + PdZ%) . (223)
X

Making the definition y = z; this gives the metric (4) in the statement of our Theorem.

3.3. Case 2: dyx = 0. In this case, x is constant. Equation (209) gives E5 = kg = 0.
The equation for mg(E5) is then trivial, but the one for mg(E5), Eq. (211), becomes
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Ag=—7—x" (224)

which gives an algebraic constraint involving these constants. There is a non-trivial
component of (139) that has not yet been considered. The ijkl = 5555 component
gives

, E? .
0=ix? [mg (Ds) — i (Ds)] +240x% + Ax* —2Cx> + =2 + 2E0 Dy +2D5 Ds 2.
X

(225)
In general, using our expressions for C, Dy, Ds, this gives a second-order differential
equation involving M, M which can be put in the form (using (224))

8E?
RD =220 4opy2, (226)
X
where R is the Ricci scalar of the two-dimensional metric
2
2 _ >
g = |M|2dzdz. 227)

Hence this two-dimensional metric has constant curvature. A volume form for this two-
dimensional metric is

@ L g adz 228
€ Wi Z Z. (228)
Equations (203) and (204) then become
d(L.dz + L.dz) = 2x€e?, (229)
- 2E
d(Ydz + 7dz) = =@, (230)
X

respectively. If we define a one-form A = A,(z, 2)dz + Az(z, 7)dZ by
@ =dA, (231)

then particular solutions to the equations above are
- - _  2E
Ldz+L.dz=2xA,  Ydz+Ydz=—FA (232)
X

As in case 1, any other solution would differ from these by some gradients de(z, z) and
dpB(z, z), respectively. These can be absorbed into u and x using the residual coordinate
freedom u’ = u + a(z, 2), x' = x + B(z, 7), which preserve all quantities fixed above.
Then, from Es = —iM(V, — YVy) = 0 one finds V, = —E(Y, and hence

2
2E}

Vdz + Vodz = ——2 A (233)
X

The metric is then

ds? = —2(du +2x.A) |:dr +H(du+2xA) — Eop (dx + 2_E30‘A)]
X

2.2 2Eq ? 2 2y (2
+r2x (dx+—3A) + 2+ xHg?. (234)
X
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We now transform to arbitrary real coordinates y*(z, z) on the 2d part of the metric, so
that g@ = hag(y)dy®d yP, and this gives the metric (7) in the statement of our Theorem.
The metric (234) has a scaling symmetry analogous to (12). For A # 0 we can perform

the coordinate transformation

! x/

=— r=)x  x== 235
w= 3 (235)
and the metric takes the same form as before but now with the constants rescaled as
;X ;Mo ,  Eo
X N Mo )\,4 0 )\‘3 ( )

and g@ replaced by g@ = 12¢®@ and A replaced by A’ = 12 A.

4. Relation to Kerr—de Sitter

In this section we will perform coordinate transformations to demonstrate how the met-
rics (4) and (7) are related to the 5d Kerr—de Sitter solution.

4.1. Case 1: dx # 0. If we define the 1-forms

E
ol =du+ dey, o =dx — —gdy, o3 = dy (237)
X
then the metric (4) can be written
2 2
+ . .
ds* = —20'dr + %d)f +hijolod, (238)
where
—-2H Ey -—P
hij=|Eo r*x* 0 ) (239)

-P 0 (P+xAHP

If we let x” = {u, x, y} then the metric can be written

2 1 P AR S
ds® = —2aydx"dr + gyydx'dx’ + ——dyx~, (240)
where o
ay =O’Il, 817 =h,‘j0‘110'j. (241)
Now consider a change of coordinates
dx! =dy! + AT(r)dr (242)

for some functions A’ (). We want to choose the functions A’ to eliminate dy’ dr terms
from the resulting metric. This requires

Al =gy, (243)
We can only do this if the RHS above is independent of x. We find that’
2 E 1
L. Y . (244)
F(r) r2F(r) F(r)

7 To do this computation it is convenient to define n; = 9/du, np = 9/dx and n3 = 9/dzp — X23/8u +
(Eog/x2)d/dx so that o'! mj) = 8’].. We then have g/ = hi/ '7,-1 77][ where A"/ is the inverse of ;;.
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where

2
F(r):(r2+)(2) P P
22 2452

2

Ay 2 Ej
= —Zr +2Aorc — o+ Co + - (245)
r

So the RHS of (243) is indeed independent of x and the coordinate transformation is
permissible provided we work in a region where F(r) # 0. Note that

F(r) = P(ir) — po. (246)

The metric in the new coordinates is

dr? dy? .
ds? = (2 2 hiivivd, 247
K (r + x )|:F(r) + P(X)j|+ ijv'v (247)

where 1’ is defined by replacing x’ with y/ in /. Now using (245) to eliminate H we
can write

F(r) P

o 2 1 2
i 2 1_ 2, .2y,3 1,222
hijv'v/ = r2+x2(v) +"2+X2 [v r +x )v] +’”2X2 [Eov +r7x v] .

(2438)
For Ey # 0 we define
yi=vo. ¥y =Ewn ¥ =1y (249)

and the metric is

2 (2. o\ [d?  dx? F(r) s
2= (70 [ 55 + gy |~ yr @i ot
PO 2

2 E 2
2 0 2 2 2.2
ez [Wo=rdn [+ [dvor (o = Ay Cave] L @50)

If we now define x; = x and xp = ir then this is the Kerr—de Sitter solution [9] with
two non-zero, unequal, spin parameters, as written in eqn. (22) of Ref. [12].8

The case Ey = 0 corresponds to the Kerr—de Sitter metric with a single non-vanishing
spin parameter. It can be obtained from the solution as written in Ref. [12] by defining
Y2 = v/ Eo and taking the limit Eg — 0.

Now we return to the special case F(r) = 0, for which the above coordinate trans-
formation no longer works. This condition can be understood geometrically as follows.
The metric admits a 3d isometry group (associated to the Killing fields 9/du, 9/9x,
d/0y) with 3d orbits. The condition F (r) = 0 is the condition for these orbits to be null
everywhere.? Note that

Firy=0 = A=Ay=Ey=0 Co= uo. (251)

8 The parameters of Ref. [12] are given in terms of our parameters by ¢; = 24, c2 = A/4,¢c = E(Z),
b1 =Co/2,by = Co/2 — po/2.

9 This is analogous to the 4d solution given in eqn. (24.21) of [1], which can be obtained as a limit of the
Kerr-NUT solution.
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This is precisely the condition (164) for the second multiple WAND to have vanishing
expansion, rotation and shear, i.e., for the spacetime to be Kundt.10
In this special case, the metric simplifies to

2 2 + 2
ds> = —2dr (du + dey) + 1o (du — rzdy) +r2X2dx2+ ud)(z, (252)
r?+x? Mo
where o > 0 follows from P(x) > 0. (The scaling symmetry (12) could be used to set
o = 1.) For this metric, the second multiple WAND is

1 0 0
k= — | rP—+ — |, (253)
r2 + x2 ou 9y
which obeys k, = —(dr), so surfaces of constant r are all null. A surface r = rpis a

Killing horizon of the vector field rga /0u + d/dy. The surface gravity vanishes, so this
spacetime is foliated by degenerate Killing horizons. The metric is smooth at y = 0
(for r # 0) provided that x is identified with period 27/, /10, which implies that cross-
sections of the Killing horizons have topology R? (assuming the coordinates u, y are
non-compact). The curvature diverges at r = x = 0 (see (49)). The curvature vanishes
as r — oo so the spacetime is asymptotically locally flat.

Obviously this special case is a limit of the generic case with F () # 0. One can
obtain the solution as a limit of a regular Myers—Perry black hole solution. Start from
a single spinning Myers—Perry black hole, which has A = Egp = 0 and Ag > 0 and
Cp > 0. Using the scaling freedom (12) we set Ag = 1/2. Then the MP spin parameter
is a = 5/Co and the mass parameter is /0. It has a regular horizon provided po > a?.
The extremal solution with 119 = a? is nakedly singular. To take the limit, perform the
rescaling (12) and take the limit A — oo with uo/A* fixed and (ug —a®)/A* — 0. This
corresponds to scaling the Myers—Perry black hole towards the extremal solution whilst
simultaneously taking its mass to infinity.!!

4.2. Case 2: dx = 0. In the metric (7) written as in (234), set

x' Ey

X=—+_—u (254)
X X
and let
o =du+2xA. (255)
The metric becomes
E 2\ 71
ds®> = —20dr — G(r)o? +r> |:dx’ + X—g (1 + ):—2) o:| + 2+ xHg?, (256)
where
2
G(r) =2H(r) + ﬁ
2 2
_ % (1 + )r(_Z) - %(r2 +x2) - rZIiOXZ‘ (257)

10' Ty see this, note that (209) implies |E5|2 = 1/|M|? and we have 1/|M|* = P(x)/2 = Cg/2 using
Ag = Ey=0.

' The limit involves “zooming in" on the equatorial plane of the black hole, inside the ergoregion, which
explains why the limiting metric is non-stationary.
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Now let
du =dp + A(r)dr, dx’ =dg + B(r)dr (258)
and choose A(r), B(r) to eliminate d pdr and dgdr terms from the metric. This gives12
1 2\ E
AN =——— Bn=(1+%5) 22 (259)
G(r) r2 ) x3G@r)

and the metric becomes

2 dr? 2,2 Eo x* ? 2 2y, (2)
ds® = —Gryw +rofdg+—= 1+ )v| +"+x)g, (260)
G(r) x? r?
where
v=dp+2xA. (261)

The local symmetries of g(z), which has constant curvature, extend to symmetries of the
full metric (260), hence this metric is cohomogeneity-1, where the surfaces of (local)
homogeneity are surfaces of constant r.

If Eg = 0 then the Killing vector field 9/dq is hypersurface orthogonal. The scaling
symmetry (236) can be used to eliminate one parameter, so these form a 1-parameter
family. These solutions were discussed in Ref. [31].

To analyse the metric (260), consider the case for which R® > 0. Perform the

coordinate transformation
8Ey

PZX‘ﬁ—W% (262)

where the coefficient of the second term is chosen to eliminate the O(r2) terms in the

84y component of the resulting metric. After defining new coordinates p = /r? + x2
and t = xgq, the metric is

d 2
ds? = _Mdﬂ + 4

+ 027 (p) (dY + 24 — Q(p)d)* + p?g®@, (263)
v(p) B(p)
where
A, R® 120] l/L()X2
ﬂ(P)Z(—ZP +T_F+ PI A (264)
R(2) 2
y(p) =+ X (265)
ol
and
8uoLEo
Qp) = — 070 266
P = (R (260

We can use the scaling freedom (236) to set R® =850(9) implies A X2 /4 < 1. If this
inequality is strict (which is always the case for A < 0) then the above metric is the

12’ Here we assume that we are working in a region with G (r) # 0. If G(r) = 0 then p( = 0 in which case
the Weyl tensor vanishes so the solution is conformally flat.
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Kerr—de Sitter solution with equal rotation parameters as written in [32], where the 2
parameters (spin and mass) are

A
a= —X M:@(l——xz). (267)
1_22 2 4

If the inequality is saturated, i.e., A x2/4 = 1 (only possible for A > 0) then we have
Ey = 0. We see that this solution can be obtained by taking a limit of the Kerr—de Sitter
solution in which @ — 0o, M — 0 with Ma? approaching a finite limit.

If A > Othen R'® > 0is the only possibility. If A = 0 then it is also possible to have
R® =0, which requires Eg = 0. If A < 0 then we can have R® =0 (with Eg # 0)
or R® < 0. Note that the coordinate transformation (262) that brings the metric to the
form (263) is valid also if R® < 0.
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