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Abstract
Bear bile powder (BBP) is a valuable animal-derived product with a huge adulteration problem on market. It is a crucially 
important task to identify BBP and its counterfeit. Electronic sensory technologies are the inheritance and development of 
traditional empirical identification. Considering that each drug has its own specific odor and taste characteristics, electronic 
tongue (E-tongue), electronic nose (E-nose) and GC-MS were used to evaluate the aroma and taste of BBP and its common 
counterfeit. Two active components of BBP, namely tauroursodeoxycholic acid (TUDCA) and taurochenodeoxycholic acid 
(TCDCA) were measured and linked with the electronic sensory data. The results showed that bitterness was the main flavor 
of TUDCA in BBP, saltiness and umami were the main flavor of TCDCA. The volatiles detected by E-nose and GC-MS were 
mainly aldehydes, ketones, alcohols, hydrocarbons, carboxylic acids, heterocyclic, lipids, and amines, mainly earthy, musty, 
coffee, bitter almond, burnt, pungent odor descriptions. Four different machine learning algorithms (backpropagation neural 
network, support vector machine, K-nearest neighbor, and random forest) were used to identify BBP and its counterfeit, 
and the regression performance of these four algorithms was also evaluated. For qualitative identification, the algorithm of 
random forest has shown the best performance, with 100% accuracy, precision, recall and F1-score. Also, the random forest 
algorithm has the best  R2 and the lowest RMSE in terms of quantitative prediction.
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Introduction

Bear bile powder (BBP) is an animal-derived product that 
has been used for thousands of years for the treatment of 
liver and gallbladder diseases and human health care [1], 
with the efficacy of protecting liver and bile, dissolving 
gallstones, anti-cancer, protecting kidney, protecting heart 

and brain tissue, protecting nerves, suppressing cough and 
expectorant, treating eye diseases, antibacterial and anti-
inflammatory, treating hemorrhoids, regulating intestinal 
function, regulating immunity, and regulating blood sugar, 
etc. [2–5]. Bile acids are the main active component of BBP, 
accounting for more than 70%, of which ursodeoxycholic 
acid (UDCA) is approved by the US Food and Drug Admin-
istration (FDA) as the only drug for the treatment of primary 
biliary cirrhosis [6, 7]. A recent groundbreaking study has 
shown that UDCA can prevent SARS-CoV-2 infection [8]. 
The reason for this is that UDCA blocks the farnesoid X 
receptor (FXR), which directly reduces the amount of ACE2 
on the cell surface, thereby directly blocking the entry of 
this virus into the cells [8]. Taurolite® has been marketed in 
Italy for more than 20 years as a first-line cholagogic agent 
with the chemical composition tauroursodeoxycholic acid 
(TUDCA), which has demonstrated potent clinical efficacy 
of choleretic and lithotripsy [9]. In addition, BBP's purga-
tive and hepatoprotective effects are unique to its macro-
molecular protein components, which have highly effective 
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anti-hepatitis C virus effects that cannot be replaced by other 
Chinese medicines or synthetic products such as other ani-
mal bile and tauroursodeoxycholic acid, for which no effec-
tive vaccine or excellent drug has been developed to treat 
hepatitis C [10, 11].

The extensive clinical demand and irreplaceable unique 
medicinal value of BBP have built up the huge economic 
and social benefits of BBP industrialization. However, it is 
particularly common to find cheap or non-medicinal bile 
powder adulterated with the expensive BBP due to the great 
difference in the price [12]. Currently, thin layer chroma-
tography (TLC) and high-performance liquid chromatogra-
phy (HPLC) methods are the most commonly used methods 
for BBP identification [6, 13, 14]. However, the prepara-
tion procedures of chemical composition analysis are more 
complex and time-consuming, requiring the purchase of 
standards and the use of large amounts of organic solvents. 
Biological methods such as DNA barcoding are accurate 
and reliable, but complex and time-consuming to operate 
[15]. Mass spectrometry-based analytical methods, such as 
liquid chromatography-mass spectrometry coupling [16], 
and the emerging chip-based nano-electrospray ionization 
tandem mass spectrometry (nano-ESI-MS/MS) [17]. These 
techniques can bring a wider range of chemical composi-
tion information to BBP, but they are not universally appli-
cable due to high operator requirements, complex sample 
pretreatment, and difficulties in setting up the chip platform. 
Our team is dedicated to the research of BBP identification, 
and has successfully applied Fourier infrared spectroscopy 
(FT-IR) [18], elemental analysis isotope ratio mass spec-
trometry (EA-IRMS) and inductively coupled plasma mass 
spectrometry (ICP-MS) techniques to establish a reliable 
method for BBP authenticity and origin tracing [11]. Since 
FTIR, LC-MS, DNA barcoding, ICP-MS and other detec-
tion methods have their own advantages and limitations, it 
is important to find an accurate and effective method for the 
identification of BBP as a complement, which can reflect the 
intrinsic quality of BBP as a whole.

Due to their ability to simulate biological senses, elec-
tronic nose (E-nose) and electronic tongues (E-tongue) have 
been widely accepted and adopted in many fields[19–21]. 
E-nose is a new analytical device that mimics the human 
olfactory system and is often combined with gas chroma-
tography (GC) or gas chromatography coupled with mass 
spectrometry (GC-MS) to identify and evaluate the volatile 
characteristics of a sample [22–24]. E-tongue is an artificial 
intelligence instrument developed to imitate the human taste 
system, and has achieved satisfactory results in the appli-
cation of quality evaluation, geographical origin detection, 
and adulteration identification of food and Chinese medicine 
[25–27]. Electronic sensors combined with data fusion to 
predict the ingredient content have been successfully applied 
to assess the quality of food and Chinese medicines [28–30]. 

Additionally, the E-nose and E-tongue technologies are 
highly automated and easy to operate, making them particu-
larly suitable for market supervision and daily applications. 
Moreover, the complex and diverse information provided by 
odor and taste allows for a more comprehensive control of 
the overall quality of BBP. Compared to chemical-specific 
analysis, it can prevent misclassification due to artificially 
added chemical components. However, no relevant studies 
on BBP have been reported.

Therefore, in this study, objective and accurate electronic 
sensory techniques and GC-MS analysis were employed 
based on machine learning to characterize the differences in 
aroma and taste of BBP and its common counterfeit to help 
solve the problem of identifying the authenticity of BBP. 
Further, a reliable pattern recognition method is needed to 
correlate the tested e-nose and e-tongues signals with iden-
tification and content prediction. Commonly used machine 
learning methods such as random forest (RF), backpropaga-
tion neural network (BPNN), K-nearest neighbour (KNN) 
analysis and support vector machines (SVM) have been 
combined with sensor technology for food and drug iden-
tification and content prediction [31–36]. This study will 
establish a new method for the overall evaluation of BBP 
based on its aroma and flavor, as a complementary to other 
analysis, in the expectation that it will contribute to the mar-
ket regulation and rapid identification of BBP.

Materials and methods

Sample collection and chemicals

A total of 30 batches of BBP samples and 12 batches of com-
mon counterfeit were collected, as detailed in Table S1(see 
Electronic Supplementary Material Table S1). 21 batches 
of BBP were from Sichuan Province and were provided by 
Chengdu Jingbo Biotechnology Co., Ltd. (former Dujiang-
yan Deer Farm of Sichuan traditional Chinese Medicine 
Company). The remaining 9 batches of BBP were purchased 
from common origins (three batches each from Yunnan, Jilin 
and Fujian origins). 12 batches of common counterfeit were 
collected from slaughterhouses, including pig bile powder 
(PBP), cattle bile powder (CBP), sheep bile powder (SBP) 
and goose bile powder (GBP), and these samples were fil-
tered, dried at 50°C and crushed into powder in the labora-
tory [11]. All 42 batches of samples were stored in desic-
cators. The detailed sources of the samples are shown in 
Table S1 (see Electronic Supplementary Material Table S1). 
Standards of tauroursodeoxycholic acid sodium salt (batch 
number PS210615-82, purity≥98%), and taurochenode-
oxycholic acid sodium salt (batch number PS210708-16, 
purity≥98%) were purchased from Chengdu Pusi Biotech-
nology Co., Ltd.; methanol (HPLC grade) was purchased 
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from Fisher Scientific Corporation (Loughborough, UK); 
n-alkane nC6~nC16 mixed reference substance was pur-
chased from RESTEK Company.

Determination of active chemical components 
in bear bile powder

Since the main bile acids of bear bile were tauroursode-
oxycholic acid (TUDCA) and taurochenodeoxycholic acid 
(TCDCA), we chose these two components as one of the 
evaluation indexes. The contents of TUDCA and TCDCA in 
BBP and its common counterfeit were determined accord-
ing to the standard of BBP issued by Foods and Drugs 
Administration of Yunnan Province of China (Yun YPBZ-
0205-2014). 50mg of samples was extracted with 10 mL of 
methanol by sonication (240 W, 40 kHz) for dissolution. The 
sample solutions were filtered with an 0.22 μm syringe filter. 
The mixed reference solution of TCDCA and TUDCA refer-
ence solution of about 1 mg/mL were prepared in methanol 
and stored at 4°C for later analysis. The HPLC analyses were 
performed with a Dionex UltiMate 3000 series equipped 
with an UltiMate 3000 Quaternary Pump, an UltiMate 3000 
Autosampler, an UltiMate 3000 Column compartment, an 
Ultimate 3000 Diode Array Detector, and a Chromeleon 
7 chromatography workstation (Thermo Fisher Scientific, 
Waltham, MA, USA). An Agilent Eclipse XDB-C18 column 
(150 mm × 4.6 mm, 5 μm) was used. The solution (sodium 
dihydrogen phosphate 4.68 g and sodium heptanesulfonate 
2.0 g dissolved in 400 mL water, then added 600 mL metha-
nol, shaken well) was used as mobile phase A, methanol was 
used as mobile phase B, the gradient program as follow: 
100% A for 0~8min, and 90%A for 8~23min. The flow rate 
was maintained at 1.0 mL/min and the detective wavelength 
was selected at 205 nm. The column temperature was 30 °C 
and the injection volume was 10 μL.

Electronic tongue analysis

The taste-sensing system SA402B (Intelligent Sensor Tech-
nology Co. Ltd, Atsugi, Japan) consisted of sensor array, 
detection instrument, and the operating computer. The 
sensor array was equipped with five lipid membrane sen-
sors, enabling the evaluation of four basic tastes (umami, 
saltiness, sourness, bitterness), and four aftertaste values, 
namely aftertaste-astringency (aftertaste-A), aftertaste-bit-
terness (aftertaste-B), stringency, and richness of taste [37]. 
The artificial lipid membrane sensor probe was consisted 
of silver wire electrodes coated with Ag/AgCl, the sensor 
body was made of polypropylene, and the lipid membranes 
was made by mixing lipids (which play an important role in 
taste sensing) with a polymer [30]. The reference solution 
(artificial saliva) was prepared by dissolving 30 mM potas-
sium chloride and 0.3 mM tartaric acid in distilled water for 

sensor conditioning and cleaning. The washing solutions for 
positively charged sensors (AE1, C00) were made with 100 
mM potassium chloride and 10 mM potassium hydroxide 
with 30 % ethanol, for the negatively charged sensors (BT0, 
AN0) were made with 100 mM hydrochloric acid dissolved 
in 30% ethanol [23]. The taste sensors of the E-tongue have 
the same thresholds as humans, with quinine hydrochloride, 
monosodium glutamate and sodium chloride as standard 
substances representing the four basic tastes of bitterness, 
sour, umami and saltiness with thresholds of 1E-3 mM, 0.01 
mM, 0.05 mM,0.5 mM, respectively [38]. To ensure the 
reliability and stability of the collected data, the E-tongue 
should be self-checked, activated, calibrated and diagnosed 
before measurement. The sensor was placed in the reference 
solution for 30 seconds, then the measurement began. Each 
sample was repeated 4 times, and the last 3 times were taken 
as test results to ensure data stability.

Electronic nose analysis

Ultrafast gas chromatography electronic nose (uf-GC 
E-nose) (Heracles II, Alpha MOS, Toulouse, France) was 
used, equipped with a HS100 auto-sampler, a sorption trap, 
an injector, two FID detectors, and two independent chro-
matographic columns with a non-polar column was MTX- 5 
(10 m × 0.18 mm, 0.4 μm film thickness) and a medium 
polar column was MXT- 1701 (10 m × 0.18 mm, 0.4 μm 
film thickness) [39]. Heracles II uf-GC E-nose, a new type 
of odor analysis instrument, had the advantages of sensitive 
detection and very short analysis time with a detection limit 
of  nC12 < 100 pg [40]. It also had a reliable repeatability 
with RSD < 0.3% for retention time and RSD < 3% for 
peak area [40]. It could be used as a sensor of the chroma-
tographic peak obtained from the gas phase, replacing the 
limited sensory signal of the traditional sensor-based elec-
tronic nose for more compound signals. After converting 
retention time to Kovats retention index and alibration by 
n-alkanes qualitative analysis through AroChemBase data-
base of AlphaSoft V14.2 software, information on possible 
compounds and their corresponding sensory descriptions 
could be obtained, which could facilitate further in-depth 
study of their properties [41]. The experimental conditions 
of the electronic nose were as follows: 0.5 g of the sample 
was weighed into the headspace injection vial, sealed with a 
cap, and analyzed under the instrument parameter settings in 
Table S2 (see Electronic Supplementary Material Table S2).

GC‑MS analysis

Since GC-MS has higher resolution and accuracy for com-
plete identification and quantification of complex samples, 
which can further complement the results of uf-GC E-nose. 
An Agilent 7890A gas chromatograph equipped with a mass 
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spectrometer (model 5975C, Agilent Technologies, Santa 
Clara, CA) was used to quantify volatile compounds of BBP 
and its common counterfeit. The capillary column used was 
an HP-5MS quartz column (0.25 mm×30 m× 0.25 μm) 
from Agilent Technologies. The flow rate of the carrier gas 
(helium, 99.999%) was 1 mL/min, with a shunt ratio of 20:1. 
The MS conditions were as follows: electron bombardment 
ion source (EI) with a temperature of 230 °C, fourth-stage 
rod temperature 150 °C, and electron energy 70 eV. The 
chromatogram was recorded by monitoring the total ion cur-
rents in the m/z range of 50–550. The temperature program 
was as follows: the initial temperature was set at 60 °C for 
2 min, then ramped up to 160 °C at 5 °C/min, and finally to 
240 °C at 4 °C/min. The volatile compounds were identified 
by comparing their MS spectra with those in the NIST14 
libraries [24].

Statistical analysis and machine learning models

Random Forest (RF)

Random forest (RF) is a relatively new integrated learning 
method for machine learning models, which operates by con-
structing multiple decision trees at different training times, 
with the output represented as class patterns (classification) 
or average predictions (regression) of individual trees [34]. 
For classification, the voting method is usually used, where 
the most voted category or one of the categories is the final 
model output; for regression, the simple averaging method 
is usually used, where the regression results obtained by T 
weak learners are arithmetically averaged to make the final 
prediction [35]. RF is to build a forest in a random way, and 
the forest consists of many unrelated decision trees. In the 
1980s, Breiman et al. invented the classification tree algo-
rithm to classify or regress data by repeatedly dichotomizing 
them, which greatly reduces the computational effort [42]. 
In 2001, Breiman combined the classification trees into a 
random forest, i.e., randomized in the use of variables (col-
umns) and data (rows) to generate many classification trees, 
and then aggregated the classification tree results [43].

Backpropagation neural network (BPNN)

Backpropagation neural network (BPNN), proposed by 
Rumelhart and McClelland in 1986, is a multilayer forward 
neural network trained according to an error backward prop-
agation algorithm [44]. BPNN is a very widely used super-
vised learning network model and belongs to a type of feed-
forward neural network. Its output results are propagated 
forward and the errors are propagated backward. The back 
propagation algorithm continuously adjusts the network 
weights of the connected neurons by iterative processing, 

so that the error between the final output and the expected 
result is minimized [45] .

K‑nearest neighbour (KNN)

The k-nearest neighbor (KNN) is a machine learning algo-
rithm for classification and regression with supervised 
nonparametric methods. Among all machine learning algo-
rithms, KNN is one of the simplest forms and is widely used 
for classification tasks because of its very adaptive and easy-
to-understand design [46]. KNN is able to classify the data-
set using a training model similar to the test query by con-
sidering the k nearest training data points (neighbors) that 
are closest to the query it is testing. Finally, the algorithm 
performs a majority voting rule to check the classification 
to be finalized. The class with the most occurrences is ruled 
as the final classification for the query [47].

Support vector machine (SVM)

Support vector machines (SVM) creates a machine learn-
ing theory based on Vapnik-Chervonenkis dimensionality 
theory and structural risk minimization principles [48].SVM 
is commonly used for sample classification and regression 
and are a supervised learning model based on the concept 
of decision planes [49]. Support Vector Regression (SVR) 
is a model that uses SVM to fit curves and do regression 
analysis. Classification and regression problems are the 
two most important types of tasks in supervised machine 
learning. Unlike classification where the output is a finite 
number of discrete values, the output of a regression model 
is continuous over a range of values [50].SVM algorithms 
have applications in pattern recognition, regression estima-
tion, and probability density function estimation, and the 
algorithms have surpassed or are comparable to traditional 
learning algorithms in terms of efficiency and accuracy.

Before building the model, the sample information was 
preprocessed using the data shuffling method, and the data-
set was randomly divided into 70% and 30% for model 
training and testing, respectively, and then 8 and 6 samples 
were selected as validation datasets for the classification and 
regression models, respectively. The parameters of the four 
machine learning models are shown in Table S3 (see Elec-
tronic Supplementary Material Table S3).

The above methods were implemented via PC program-
ming using Python language and SPSSPRO online data 
analysis platform ( https:// www. spssp ro. com/). SPSS 22.0 
(SPSS Inc., Chicago, USA) was used for Pearson correlation 
analysis and One-way ANOVA. The data obtained in this 
study were statistically analyzed by Microsoft Excel 2019, 
and plotted by Origin 2022 (OriginLab, Northampton, MA, 
USA).

https://www.spsspro.com/
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Results and discussion

Composition analysis of bear bile powder

Thirty batches of BBP samples and 12 batches of common 
counterfeit were tested (see Electronic Supplementary Mate-
rial Table S4). The HPLC chromatograms for BBP sam-
ples and its common counterfeit and pure standards were 
presented in the Figure S1 (see Electronic Supplementary 
Material Figure S1). A wide range of BBP was selected for 
this study, involving samples from four different origins as 
well as five different years to ensure the accuracy of the 
experiment. The mean and standard deviation of TUDCA 
for 30 batches of BBP was 33.085 ± 8.580 % (W/W) and 
for TCDCA was 30.306 ± 7.605 % (W/W). 12 batches of 
common counterfeit did not detect the TUDCA component. 
Among them, the TCDCA content of GBP is the highest, 
about 1.6 times that of BBP, while the rest of the counterfeit 
have a very low TCDCA content, about 1/15 to 1/6 of BBP.

Taste profile of bear bile powder

As seen from the radar plot Fig. 1a, with the increase of con-
centration (0.05~0.8 g/100mL), the response of the sensor 
and the taste value was moderate at 0.1 g/100mL. Therefore, 
the experimental conditions for the E-tongue were as fol-
lows: 0.1 g of BBP and its common counterfeit were taken, 
dissolved it in distilled water to 100 mL, removed 30 mL of 
the test solution and added it into the special sample cup for 
the E-tongue.

After converting the membrane potential values measured 
by the E-tongue to taste values according to the Weber-Fech-
ner law (perceived intensity is proportional to the logarithm 
of the stimulus intensity), the taste values of 30 batches of 

BBP and 12 batches of common counterfeit were shown in 
Table S4 (see Electronic Supplementary Material Table S4). 
Since the data of taste indicators in the samples to be tested 
were based on the output value of the reference solution 
as a blank control (i.e., the tasteless point), the tasteless 
point of sour taste was defined as -13, the tasteless point of 
salty taste was -6, and the rest of the taste indicators were 
based on 0 value as the tasteless point. Below the tasteless 
point was considered to be the absence of the taste. Thus, 
30 batches of BBP and 12 batches of common counterfeit 
had no sour taste, and 12 batches of common counterfeit had 
no rich taste. As shown in Table S4 and Fig. 2b, 30 batches 
of BBP and 12 batches of common counterfeit had similar 
tastes overall, but BBP had lower bitterness, higher umami 
and saltiness values and a unique richness. The bitter taste 
may be related to its bile acids, the umami may be related 
to its amino acids, and the salt taste may be related to the 
need for bears to lick salt bricks during feeding to maintain 
electrolyte balance and to replenish minerals needed for their 
growth and development.

Aromatic features of bear bile powder

Based on the separation of two columns using uf-GC 
E-nose, the gas chromatograms of BBP and its common 
counterfeit were shown in Figure S2 (see Electronic Sup-
plementary Material Figure S2). By integrating the uf-GC 
E-nose chromatography, 35 and 25 peaks were obtained 
on the MXT-5 and MXT-1701 columns, respectively. 
According to the AroChemBase database, the possible 
compounds corresponding to the characteristic peaks of 
the uf-GC E-nose are shown in Table S5 (see Electronic 
Supplementary Material Table S5). From the radar plot 
of odor information Fig. 2b-c, it was clear that the odor 
information was richer for retention times of 20-30 min 

Fig. 1  a Radar plot of taste information of BBP with different sampling quantity and b Taste radar plot of BBP and its common counterfeit
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and 60-70 min on both columns. Relative content was 
obtained by calculating the area ratio for each peak (i.e., 
the ratio of the area of each compound to the total peak 
area). The retention time-peak area (t-A) data set was 
converted to retention time-relative content (t-ω) data set 
Fig. 2a. Since there were 2 columns, the numbers 1 and 
2 were added after the retention time to show the differ-
ence, e.g., 15.53-1 and 15.99-2 represent the peak infor-
mation of retention time 15.53s on column MXT-5 and 
the peak information of retention time 15.99s on column 
MXT-1701, respectively. Fig. 2a illustrated the relative 
contents of BBP and its common counterfeit at the cor-
responding retention times. As shown in Fig. 2a, BBP had 
nine significant response points (18.08-1, 22.81-1, 59.15-
1, 69.65-1, 19.85-2, 22.29-2, 43.23-2, 58.25-2, 69.93-2), 

which were significantly different from its common coun-
terfeit in terms of content. After database comparison, 
the nine characteristic peaks corresponded to the possible 
compounds of pentane, 3-methylfuran, 2,4,5-trimethylthi-
azole, valerate, 2-methylpentane, 2-propanol, 2,4-octa-
diene, octamethylcyclotetrasiloxane and 5-ethyldecane, 
which provided important information for the identifica-
tion of bear bile powder from its common counterfeit. 
After converting the retention times to Kovats retention 
indices, the qualitative results were obtained from the Aro-
ChemBase database and the compounds with correlation 
indices >80 were shown in Table S6 (see Electronic Sup-
plementary Material Table S6) [41, 51]. BBP, CBP, SBP, 
GBP and PBP obtained 16,13,24,17 and 12 compounds, 
respectively. Most of these compounds showed odors such 

Fig. 2  a Odor information based on retention time-relative content 
(t-ω) data set, the numbers 1 and 2 are added after the retention 
time to indicate MXT-1701 columns and MXT-5 columns, respec-
tively, BBP had nine significant response points (18.08-1, 22.81-
1, 59.15-1, 69.65-1, 19.85-2, 22.29-2, 43.23-2, 58.25-2, 69.93-2), 

which were significantly different from its common counterfeit in 
terms of content.; b radar plots of BBP and its common counterfeit 
for column MXT-5 and c for column MXT-1701, BBP had richer 
odor information with retention times of 20-30 min and 60-70 min 
on both columns
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as earthy, musty, coffee, bitter almond, burnt and pungent, 
which were consistent with the bitter and pungent odors 
of animal bile.

The BBP and its common counterfeit were further 
detected and analyzed by GC-MS technique. Due to the rela-
tively low resolution of uf-GC E-nose, it could only provide 
odor identification and sensory description of compounds. 
In contrast, GC-MS has higher sensitivity and accuracy, and 
could determine the structure and content of compounds. 
Therefore, GC-MS was used for further detection and analy-
sis of volatile compounds of BBP and its common coun-
terfeit. The total ion chromatogram of GC-MS was shown 
in Figure S3 (see Electronic Supplementary Material Fig-
ure S3). A spectral library of NIST 14 was searched and 
matched using data obtained from qualitative analysis of the 
compounds, and substances with a match of more than 80% 
were selected. The relative content of volatile compounds 
was expressed using the peak area normalization method. 
After qualitative and quantitative analysis by GC-MS, 87 
components were identified, which were mainly aldehydes, 
ketones, alcohols, hydrocarbons, carboxylic acids, heterocy-
cles, lipids, amines and a few other compounds (see Elec-
tronic Supplementary Material Table S7). 54 components 
were identified for BBP, 15 components for GBP, 24 com-
ponents for SBP, 30 components for PBP and 22 components 
for CBP. BBP and its common counterfeit had 6 common 
components, 31 components were unique to BBP. Among 
the common components, 3-(hydroxymethyl)nonan-2-one, 
decamethylcyclopentasiloxane, octadecamethylcyclononasi-
loxan and 2,6-dimethylpyrazine of BBP were significantly 
different from the counterfeit (P < 0.05). These components 
could be used as one of the important indicators to distin-
guish the BBP from the common counterfeit. Furthermore, 

compounds such as 3-methylbutyraldehyde, octamethylcy-
clotetrasiloxane, octane, 2,6-dimethylpyrazine, methylcy-
clohexane, 1-octene, camphor and hexanoic acid were also 
detected in the E-nose, indicating that GC-MS could further 
validate and complement the results of the E-nose.

Correlation analysis based on sensory value 
and active ingredient content

Pearson correlation analysis was performed between the 
taste values of BBP and the content of active ingredients, the 
results were shown in Figure 3. TUDCA was significantly 
positively correlated with bitterness (r = 0.75; P<0.01) and 
negatively correlated with astringency of BBP (r = -0.47, 
P<0.01), TCDCA was significantly positively correlated 
with saltiness and umami (r = 0.75, 0.71; P<0.01), and neg-
atively correlated with bitterness and aftertaste-B (r = -0.58, 
-0.51; P<0.01). From the above results, it can be inferred 
that the higher the TUDCA content in BPP, the stronger the 
bitterness, while the higher the TCDCA content, the weaker 
the bitterness. These results indicated that the bitterness and 
saltiness taste of BBP mainly originated from bile acids, 
with TUDCA contributing the most to the bitterness and 
TCDCA contributing the most to the saltiness. The bitter-
ness of bile acids may be intended to stimulate the intestinal 
wall to recognize signals for digestion and absorption of fats, 
while the saltiness may result from the metabolism of bile 
acids in the body and the combination with other substances 
to form salts.

Furthermore, the relationship between the odor charac-
teristic peaks of BBP and the two active ingredients was 
analyzed. The results of the characteristic peaks with the 
top correlation coefficients were shown in Figure S4 (see 

Fig. 3  Pearson correlation 
analysis based on taste values 
with two active ingredients of 
BBP. TUDCA had significant 
positive correlations with peaks 
58.25-2, 56.56-1 and 59.15-1 
(r = 0.75, 0.69, 0.68; P<0.01). 
TCDCA was significantly 
positively correlated with salti-
ness and umami (r = 0.75, 0.71; 
P<0.01)
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Electronic Supplementary Material Figure S4). TUDCA had 
significant positive correlations with peaks 58.25-2, 56.56-1 
and 59.15-1 with correlation coefficients of 0.75, 0.69 and 
0.68, respectively, and were significant at the P<0.01 level. 
In addition, there was a significant positive correlation 
between TCDCA and peak 27.46-1 (r = 0.63, P<0.01). 
It is indicated that the odor of TUDCA may be related to 
Benzaldehyde, 2,4,5-trimethylthiazole and Octamethylcy-
clotetrasiloxane, and the odor of TCDCA may be related to 
3-methylbutanal.

Comparison of classification and regression 
properties based on four machine learning models

Four machine learning algorithms based on RF, BPNN, 
KNN and SVM were used for classifying BBP and common 
counterfeit. The correct classification for the positive class 
was True Positive (TP); the incorrect prediction for the nega-
tive class was False Negative (FN); the incorrect prediction 
for the positive class was False Positive (FP); and the correct 
classification for the negative class was True Negative (TN) 
[52]. Accuracy was the ratio of the number of samples cor-
rectly classified by the classifier to the total number of sam-
ples, accuracy = TP/(TP + FP); recall = TP/(TP + FN); F1 
score= (2×precision×recall)/(precision+recall) [53]. 70% of 
the samples were randomly selected as the training subset, 
30% as the test subset, and then 6 BBP and 2 counterfeit 
samples were selected as the validation set. The comparison 
results of the four machine learning models were shown in 
Table 1. For classification properties, RF and BPNN showed 
excellent performance. RF correctly classified BBP with the 
four counterfeits in the training subset, test subset and vali-
dation subset, with a correct rate of 100%. In contrast, KNN 
and SVM performed relatively poorly in this classification 
model, with error rates of 25% and 12.5%, respectively. For 
regression models,  R2 was used to evaluate the goodness 
of fit, while root mean square error (RMSE) was used to 
measure the deviation between observed values and true val-
ues. They are typically used to assess the predictive perfor-
mance of machine learning models. RF still showed the best 
performance in regression model (see Electronic Supple-
mentary Material Table S8 and Figure S6). In the TUDCA 

quantitative prediction model, the  R2 was 0.95, 0.90, and 
0.97 for the training, testing and validation subset, respec-
tively; and the RMSE was 1.82, 1.97, and 2.30, respectively.

The reasons might be as follows. SVM was commonly 
used for binary classification algorithm, which was not ideal 
for multi-classification problem solving [54]. SVR had high 
 R2 and low RMSE only in the training subset, but its testing 
subset had the worst performance among the four machine 
learning models. This may be due to the insufficient sample 
size in this study, while SVR was applicable when the num-
ber of samples was smaller than the number of features [55]. 
Since KNN was a highly distance-dependent algorithm, it 
was not very good at processing multidimensional data [56]. 
The data fusion of E-nose and E-tongue in this study had a 
total of 67 variables, which greatly affected the accuracy of 
the KNN algorithm. In addition, it is important to choose 
the appropriate K-value when using the KNN algorithm. If 
the selected K value is too small, the model is susceptible 
to overfitting due to noise, while if the selected K value is 
too large, the model may be underfitted and fail to capture 
the complexity and variability of the data [57]. Therefore, a 
genetic algorithm was used to filter the K values from 2 to 
20 and to obtain the best value of 5 [58–60]. The  R2 value 
of KNN was low in all subsets and also had a high RMSE. 
This may be due to the fact that the prediction results of 
KNN were susceptible to noise containing data. When the 
samples contain outliers, the categories of the new samples 
were biased toward the category with the dominant number 
in the training sample, which easily lead to prediction errors 
[61]. The regression fit of BPNN in the test subset was not 
good enough, which may be due to the insufficient samples, 
with  R2 of only 0.77 and 0.63 for TUDCA and TCDCA, 
respectively. The BPNN algorithm was influenced by the 
complexity of the network structure and the complexity of 
the samples. As the training ability increased, the prediction 
ability decreased and the phenomenon of "over-learning" or 
"under-generalization" occurred [62]. RF had the effect of 
explaining up to several thousand variables and therefore 
performed best in this study [63]. RF performed well on the 
test subset due to the integrated algorithm, which had better 
accuracy than most individual algorithms. Additionally, the 
introduction of two randomnesses (sample randomization 

Table 1  Summary of the training, testing and validation classification results of the four machine learning models, results are presented in per-
centages (%)

Training subset Testing subset Validation subset

Accuracy Precision Recall F1- score Accuracy Precision Recall F1- score Accuracy Precision Recall F1- score Error rate

RF 100 100 100 100 100 100 100 100 100 100 100 100 0
BPNN 100 100 100 100 92.3 85.3 92.3 88.6 100 100 100 100 0
KNN 79.3 63.4 79.3 70.3 76.9 59.2 76.9 66.9 75 56.25 75 64 25
SVM 100 100 100 100 84.6 94.9 84.6 87.6 87.5 93.75 87.5 89 12.5
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and feature randomization) made the random forest less 
prone to overfitting [64, 65]. A summary of variable impor-
tance results based on RF algorithm were displayed in Fig-
ure S5 (see Electronic Supplementary Material Figure S5), 
showing which characteristic variables contribute the most 
to the model. The results of variable importance for RF 
showed that bitterness and 56.56-1 are the largest contribut-
ing variables for the TCDCA and TUDCA regression mod-
els with 9.10% and 12.4%, respectively. Saltiness contrib-
uted the most to the classification model of the RF algorithm 
with 10.8%, which could be used as a discriminatory marker.

Conclusions

In this study, E-tongue, E-nose and GC-MS techniques 
were used as alternative methods to traditional empiri-
cal identification to elaborate the intrinsic components 
of aroma and taste of BBP. TUDCA and TCDCA were 
the two main components and active ingredients of BBP. 
Bitterness was the main taste of TUDCA in BBP, saltiness 
and umam were the main taste of TCDCA. Moreover, the 
higher the TUDCA content in BBP, the stronger the bit-
terness, but the higher the TCDCA content, the weaker 
the bitterness. BBP had high intensity of odor informa-
tion on both two columns of uf-GC E-nose with reten-
tion times of 20-30 min and 60-70 min. Compared with 
AroChemBase database, these compounds were related 
to earthy, musty, coffee, bitter almond, burnt, pungent, 
etc., consistent with the bitter, pungent, fishy odor of ani-
mal bile. GC-MS was performed for the quantitative and 
qualitative analysis of volatile compounds of BBP and 
its common counterfeit, mainly ketones, alcohols, car-
boxylic acids, hydrocarbons, heterocycles compounds, 
among which the relative content of hydrocarbons was 
the highest.

Four machine learning algorithms (RF, BPNN, KNN 
and SVM) are introduced to build classification and regres-
sion models and compare their performance according to 
the statistical parameters of  R2 and RMSE. Data fusion of 
signals from the E-tongue and E-nose was utilized in the 
modeling. It was concluded that for qualitative identification, 
RF achieved perfect classification results with an accuracy 
of 100%. This was followed by BPNN with 92.3% accu-
racy in the test subset and 100% in the training and valida-
tion subsets. The KNN algorithm performed the worst in 
the classification results. In terms of quantitative predic-
tion, RF still had the best model prediction ability with 
 R2 of 0.95, 0.90, and 0.97 for the training set, test set, and 
validation set, respectively; and RMSE of 1.82, 1.97, and 
2.30, respectively. The regression ability of the other three 
machine learning models in this dataset was not satisfactory. 
This study showed that E-nose and E-tongue combined with 

machine learning algorithms could be successfully applied 
to qualitative and quantitative assessment of BBP, providing 
new ideas for the identification and analysis of BBP, and new 
methods for quality control and market supervision of BBP.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s00216- 023- 04740-5.
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