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Abstract

We consider the numerical approximation of the ill-posed data assimilation problem
for stationary convection—diffusion equations and extend our previous analysis in Bur-
man et al. (Numer. Math. 144:451-477, 2020) to the convection-dominated regime.
Slightly adjusting the stabilized finite element method proposed for dominant diffu-
sion, we draw upon a local error analysis to obtain quasi-optimal convergence along
the characteristics of the convective field through the data set. The weight function
multiplying the discrete solution is taken to be Lipschitz continuous and a correspond-
ing super approximation result (discrete commutator property) is proven. The effect
of data perturbations is included in the analysis and we conclude the paper with some
numerical experiments.

Mathematics Subject Classification 35J15 - 65N12 - 65N20 - 65N21 - 65N30

1 Introduction

In this work, we consider a data assimilation problem for a stationary convection—
diffusion equation

Lu:=—puAu+pB-Vu=f inQCR", )
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when convection dominates, that is 0 < pu < |B[, and complement the diffusion-
dominated case discussed in the first part [S]. We assume that Q2 C R” is open,
bounded and connected, and there exists a solution u € H?(2) to (1). The problem
under study is to approximate the solution # given the source f in €2 and the perturbed
restriction U, = ul, + 8 of the solution to an open subset @ C 2. The perturbation
8 is taken in L%(w). Notice that we consider no boundary conditions on d€2. This is a
linear ill-posed problem also known as unique continuation.

To start with, let us briefly recall the main results obtained in the first part. Consider
an open bounded set B C 2 that contains the data region w such that B \ @ does not
touch the boundary of Q. For u € H'(), the following conditional stability estimate
was proven for 4 > 0 and 8 € L>®(Q)",

1 K 1-
2y = Cor (Il 2y + & 1£ul o1y Nl @)

where the Holder exponent ¥k € (0, 1) depends only on the geometric setting. In
the case of simple geometric configurations, e.g. when w, B, €2 are three concentric
balls, the exponent x € (0, 1) can be given explicitly, see [5, Remark 1]. The stability
constant Cy; is given explicitly in terms of the physical parameters

Cyr = Crexp (Co(1+ £)2) 18] := 1Bl ey 3)

with constants C1, C; > 0 depending only on the geometry. Note that the contin-
uum estimate (2) is valid in both the diffusion-dominated and convection-dominated
regimes, and that the stability constant C;; is uniformly bounded when diffusion dom-
inates. However, when convection dominates Cy; grows exponentially, rendering the
stability estimate ineffective in practice. We also recall that for global unique contin-
uation from w to the entire €2 the stability is no longer Holder, but logarithmic, that is
the modulus of continuity for the given data is not | - | any more, but | log(-)|™*.

On the discrete level, the continuum estimate (2) was combined with a stabilized
linear finite element method to obtain convergence orders for the approximate solution.
More precisely, for a mesh size /, and defining the Péclet number

Pe(h) := @,

the following error bound [5, Theorem 1] was proven for the approximation uy, in the
diffusive regime Pe(h) < 1,

lu = unll 28y < Cor K (lull g2y +h ™ 11811 120 )
where the convergence order k € (0, 1) is the same as the Holder exponent in (2)
and the stability constant Cy, is proportional to the one in (3). Under an additional
assumption on the divergence of the convective field 8, similar error bounds were also

proven in the H'-norm, see [5, Theorem 2].
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Error

Fig. 1 Absolute error contour plot in the diffusion-dominated case, © = 1, B = (1, 0). The domain is the
unit square, data given in a centered disk of radius 0.1 for the exact solution u = 2 sin(57x) sin(57y)

The prototypical effect of dominating diffusion is shown in Fig. 1, where the prob-
lem is set in the unit square and contour error plots are shown for data assimilation
from a centered disk of radius 0.1. One can notice oscillating errors that grow in size
away from the data region towards the boundary. The exact solution in this example
is u = 2sin(5Swx) sin(Sy) where the factor 2 is taken to make its L%-norm unitary.
For the computation we used an unstructured mesh with 512 elements on a side and
mesh size 7 = 0.0025.

1.1 Objective and main results

We consider a stabilized finite element method for data assimilation subject to
the convection—diffusion equation in the convection-dominated regime. Since the
behaviour of the physical system changes fundamentally when convection dominates
and

Pe(h) > 1,

the goal of this second part paper is to reconsider the numerical method proposed
in the first part [S] and develop an error analysis that captures and exploits the gov-
erning transport phenomenon. This is illustrated in Fig. 2 where the transition to the
convection-dominated regime through an intermediate regime is made by decreasing
the diffusion coefficient ;. We aim to obtain sharper local error estimates along the
characteristics of the convective field through the data region. Even though the error
analysis that we perform herein is different in nature to the one in the first part, the
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Fig.2 Absolute error contour plot when convection becomes dominant, 8 = (1, 0). The domain is the unit
square, data given in a centered disk of radius 0.1 for the exact solution # = 2 sin(57x) sin(57y)

numerical method itself is only slightly changed (see Remark 1 below). For the error
localization technique we draw on ideas used for the streamline diffusion method in
[15], continuous interior penalty in [3], and non-coercive hyperbolic problems in [8].

From the definition of the Péclet number we see that the regime will also depend
on the resolution of the computation besides the physical parameters. We can there-
fore expect the method to change behaviour as the resolution increases and Pe(h)
decreases. This phenomenon was already observed computationally in [7] and can
now be explained theoretically.

To make the presentation as simple as possible we consider a model case in the unit
square £2 with constant convection

B:=(p1,0), pieR,
and the solution given in the subset
w:=(0,x)x (y ,y")withx > hand y" —y~ > h.
For the subset wg C 2 covered by the characteristics of 8 that go through w, we
introduce the stability region @g C wg by cutting off a crosswind layer of width
O(h% |In(h)]) (see Sect. 2.1 for more details). We separate the convection-dominated
and diffusion-dominated regimes by introducing a constant Pej;, > 1 such that

Pe(h) > Pejim > 1.

To reduce the number of constants appearing in the analysis, we will write this as
Pe(h) 2 1. As suggested by Fig. 2, we expect different results for data assimilation
downstream vs upstream in an intermediate regime. We prove in Theorem 1 weighted
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error estimates that for 8; > 0 essentially take the following form

1.3 1
lu —unllr2q < CUBIZR2 Ul g2(q) + 1BI2R7 211811 12(y)), When Pe(h) 2 1.

This is similar to the typical error estimates for piecewise linear stabilized FEMs
for convection-dominated well-posed problems, such as local projection stabiliza-
tion, dG methods, continuous interior penalty or Galerkin least squares. On general
shape-regular meshes these methods have an O(h%) gap to the best approximation
convergence order. Taking this into account, our result is thus quasi-optimal. For a
recent overview of challenges and open problems in the well-posed case, see e.g. [14]
and [18].

When going against the characteristics, i.e. f; < 0, we prove in Theorem 2 first
the pre-asymptotic bound

1 _ _
lu —unllz2y) < CUBIZRIulg2(q) +h 181 22¢u))- When 1 < Pe(h) <h™",

followed by

13 _1 _
e = wnll 25y < CABIZRZ Ul oy +h 721181 120, When Pe(h) > b~

It follows that when solving the data assimilation problem against the flow, the diffu-
sivity reduces the convergence order in an intermediate regime. Only for very small
diffusion coefficients . < |B|h? do we get quasi-optimal bounds. This asymmetry of
the error distribution for moderate Péclet numbers is clearly visible in the left plot of
Fig. 2.

Previous results on optimal control for stabilized convection—diffusion equations
include [9, 10, 13, 20]. We refer to the first part [5] for a more detailed discussion.

In terms of notation, above and throughout the paper C denotes a generic posi-
tive constant, not necessarily the same at each occurrence, that is independent of the
coefficients , B and the mesh size 4.

2 Discrete setting

Let V, € H'(Q) be the conforming finite element space of piecewise affine P
functions defined on a computational mesh 7, that consists of shape-regular triangular
elements K with diameter /g . The mesh size £ is the maximum over i g and we will
assume that 2 < 1. The interior faces of all the elements are collected in the set F; and
the jump of a quantity across such a face F is denoted by [-] 7, omitting the subscript
whenever the context is clear. We denote by n the unit normal.

First we introduce the standard inner products with the induced norms

(v, wp)g :=/ vpwy dx,  (vp, wi)yz :=/ vawy ds,
& 0B
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774 E. Burman et al.

and the bilinear form in the weak formulation of (1)

ap(p, wp) == (B - Vg, wp)e + (Vp, Vwp)g — (Vo - n, wh) g -

We will make use of the stabilizing bilinear forms

so(vn, wp) =y Y / h(p + Bl [Vop - n] - [Vwp - n] ds,
FeF; F

which will act on the discrete solution penalizing the jumps of its gradient across
interior faces, and

S (U, W) 1= Yy <<(|,3| + ph™ Yoy, wh)gg + (uVup, Vwp)g + sq (v, wh)) ,

where y and y, are positive constants that can be heuristically chosen at implemen-
tation. They do not play a role in the convergence of the method and most of the time
we will include them in the generic constant C. For the data assimilation term we
consider the scaled inner product in the data set w given by

sw(hs wh) 1= ((IBIA~" + h™ )vp, wi)o, ¢ €10,2].
To this we add the stabilizing interior penalty term sq to define for conciseness

s(op, wp) = sQ(Vp, wp) + S0 (Vp, wp),

The idea behind the computational method follows the discretize-then-optimize
approach: we first discretize and then formulate the data assimilation problem as a
PDE-constrained optimization problem with additional stabilizing terms. Apart from
their stabilizing intake, these terms are also chosen such that they vanish at optimal
rates. For an overview on this approach to ill-posed problems and more details on
the desired properties of discrete stabilizers, we refer the reader to [7]. To be more
precise, for an approximation u, € Vj and a discrete Lagrange multiplier z;, € Vp,
we consider the functional

Ly(up, zn) = 350 n — Uy up — Us) + an(un, z) — (f. 20)e

1 1
+ 55Qn, un) — 55+(2n, 2n),

where the first term is measuring the misfit between u;, and the known perturbed
restriction (7w = u|y + 6, the next two terms are imposing the weak form of the PDE
(1) as a constraint, and the last two terms have stabilizing role and act only on the
discrete level.

We look for the saddle points of the Lagrangian L, and analyse their convergence to
the exact solution. Using the optimality conditions we obtain the finite element method
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for data assimilation subject to (1), which reads as follows: find (uy, zj) € [V,,]? such
that

an(up, wp) — sx(zn, wp) = (f, wp)g 2

~ . Y(vu, wp) € [Vi]". 5

{ an(p, zp) + sup, vp) = 50 (Uw, Vi) (W, wn) € [Vi] )

Notice that the exact solution u € HZ(2) (with noise § = 0) and the dual variable
z = 0 satisfy (5) since the gradient of the exact solution has no jumps across interior
faces. Hence the Lagrange multiplier z; should converge to zero.

Remark 1 The same finite element method (5) has been proposed in the first part [5]
for the diffusion-dominated case; sq and s, are exactly the stabilizing terms introduced
there. However, herein we have increased the penalty coefficient in the data term s,
from |B|h + w to |B]h~" + wh~%. We note that the bounds in [5] hold also for this
stronger penalty term, but the sensitivity to perturbations in data increases by a factor
of h=1.

Proposition 1 The finite element method (5) has a unique solution (uy, z,) € [Vi]>
and the Euclidean condition number Ky of the system matrix satisfies

Ko< C ht,
Proof The proof given in [5, Proposition 2] holds verbatim. O

2.1 Stability region and weight functions

We will exploit the convective term of the PDE to obtain stability in the zone that con-
nects through characteristics to the data region w. The objective is to obtain weighted
L’*-estimates in this region that are independent of 1 (but not of the regularity of the
exact solution) with the underlying assumption that u < |B]|. To this end we first
define the subdomain where we can obtain stability (see Fig. 3 for a sketch) and some
weight functions that will be used to define weighted norms. These can be given in
explicit form in the simple framework where 8 = (B, 0) and

w:=(0,x)x (y ,y")withx > hand y" —y~ > h.

Let wg denote the closed set of all the points p € Q that can be reached through
characteristics from w, i.e. for which there exists s € R such that p + s8 € Jdw.
Similarly to the classical work [15], we define the stability region @g by cutting off a
crosswind layer from wg, namely

g = {p € wp ¢ dist(p, 2\ wp) > c1h? In(1/h)}, 6)

@ Springer



776 E. Burman et al.

0 T

Fig.3 Data set @ (gray) and the stability region @g (hatched)

with the constant ¢, to be made precise in the following. In our setting, we simply
have that ®g = [0, 1] x [§~, y*] for some § > $~ > 0. The crosswind layer and its
width are motivated by the subsequent construction of weight functions with a specific
decay outside wg.

We will consider different weight functions depending on the direction of the con-
vection field. In the downstream case we let

Yi(x,y) :=e ¥, when ] > 0,
and in the upstream case
Yi(x,y) := —e™*, when B; <O.

In both cases we have that Vi, = (=, 0). Let then y» € W!>°(Q) be a function
satisfying

1, in &g

e {O(h3)’ inQ\wg° P VV2=0 IVial=Chme )

Such a function can be obtained by taking a positive constant A that will be specified
later and letting
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exp((G+ — y)/(Ah1)), y > §F
Yo(x,y) =141, 1 (x,y) € wp
exp((y —y7)/(Ah2)), y < y~.

Note that v, is only piecewise continuously differentiable. For ¥, to decrease suffi-
ciently rapidly to O(h?) outside of wg, we can take

dist(@p. 2\ wp) = min(y™ — §7, § — y7) > 31k 2 In(1/h),

which corresponds to c; = 3A in the definition of @g given in (6). We thus have that

Vol < A71h8,
and in the subsequent proofs the constant A will be taken large enough.

We now define the weight function ¢ € W1 (Q) that will be used in the weighted
norms. For the downstream case we take in Sect. 4.3

¢ ==Y € (0, 1), when g > 0, (®)
and for the upstream case in Sect. 4.4,
¢ = Yy2 € (—1,0), when B; < 0. )

Using the product rule and the fact that 8 - Vi, = 0, it follows that in both cases we
have

B- Vo =—I|Bllel, (10)

and
Vol < (1 +27"h lgl, (n
We will denote the inflow and outflow boundaries by a2~ and QT ie.p-n<0
on 3R~ and B-n > 0on dQ+. We will also assume that 8-n = 0 can only hold on the

boundary of 2\ wg, and that u < Peﬁnl1 |B-n|h when B-n # 0. This is straightforward
to verify in the model case of the unit square that we are considering.

3 Preliminaries and the discrete commutator property

We first collect several inequalities that will be used repeatedly. We recall the standard
discrete inverse inequality

IVonll 2y < Ch™Mvall 2y, Yon € Pi(K), (12)
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see e.g. [11, Lemma 1.138], the continuous trace inequality
Ivll2pk) < Ch™2 Ivll2k) + h%”VU”LZ(K))’ Vv e H'(K), 13)
see e.g. [16], and the discrete trace inequality
IVun - nll2ak) < Ch2 IVl 2y, You € PLK). (14)
We will use standard estimates for the L2-projection 1, : L2(2) > Vj,, namely

lmpull gmgy < Cllullgmg)y, ueH"(Q), m=0,1,

lu = mputll gy < CRE Nl ey . w € HYQ), k=1, 2.

Scaling the result in [4, Lemma 2] we recall the Poincaré-type inequality

1 103 1 1
I(u2h +1B12h2)vpll g1y < Cy ™ 2s(vp, vi)2, Yup € Vp. (15)

Using (13) and approximation estimates we also have the jump inequality
s, Tp)? < Cy2(W2h+ 1BIhD Ul gy, Vu € HX(Q).  (16)

We also recall that for a Lipschitz domain K—and hence for any element K € 7,—
a function ¢ is Lipschitz continuous if and only if ¢ € W1°°(K). This follows from
the proofin [12, Theorem 4, p. 294] where the extension operator in the third step of the
proofis replaced by the extension operatorin [19, Theorem 5, p. 181]. This equivalence
holds for more general domains satisfying the minimal smoothness property in [19, p.
189]. The proof in [12, Theorem 4, p. 294] also shows that the mean value theorem
holds and for any x, y € K,

lp(x) — o) < Cexhk|@lwioo k), (17)

where |¢|y1.00 k) = [[V@lloo, k and the constant Cex > 0 is the norm of the extension
operator used.

Lemma1 Forall v, € Vy and K € Ty, the following inequalities hold

l¢lloo.x lvnllx < Cllvnellik . (18)
_1
lvnellax < Ch™ 2 [lupgllk, 19)

assuming that (h + )\_lh%) is small enough.
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Proof Let x* € K be such that |@(x*)| = ||¢|lco, k. Using the triangle inequality we
may write

el k lvnlix < llovallx + I(e(x*) — @Ivnllk .
By the mean value theorem (17) we have that
lp(x™) —¢| < Cexh|(ﬂ|wlvw(1<),

and by (11) together with the assumption that C, (h + A‘lh%) < % we get

1,1 1
Coxhlglyioo gy < Cex(h +17'h2) |l @lloo,k < Sleloo.-

It follows that

1
lolloo,x lvnllx < ll@vrllx + Ellwlloo,KllvhllK,

from which the claim (18) is immediate. Considering now (19), using the standard
element-wise trace inequality (13) we have

1
Ih2vpellox < Clvaellx + hIIV(r@)lik).
We bound the gradient term using (11) and the inverse inequality (12),

hIV @)k < hllvaVellk + hllVorlk
1,1
< (h+ 27" ") @llook vnllk + Cll@lloo.x lvrl k-

We conclude by collecting the terms and using (18). O

3.1 Discrete commutator property

We denote by ij, the Lagrange nodal interpolant. We herein consider a Lipschitz weight
function and prove the following super approximation result, also known as the discrete
commutator property. This result will be essential to derive local weighted estimates

and is similar to the one proven in [2] for smooth compactly supported weight func-
tions. For an introduction to interior estimates we refer the reader to [17].

Lemma?2 Let v, € V), and K € Ty,. Then for any weight function ¢ € W (K)
lvnp — in(r@) ik + hIIV(he — in(vre)llx = Chllyicog)llvallk-
Proof We will first show the L?-norm estimate
g — in(un@)llk < Chlglyicokyllvnllk-
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Let x* € K be such that [¢(x*)| = ||¢lleo,x and let Ry, = ¢ — @(x™). Note that
I = i) rp) ik = I(1 —in)(vpRe) Ik -

Observe that i, (v @) = i (vpine) and therefore

(1 —in)(Wn Rk = v Ry — in(VhinRp)lIk -
By the triangle inequality

lin(rinRy) — vaRyllk < llin(ninRy) — vainRyllx + lvn(inRy — Ry)llk -

For the first term, since vjip Ry € H 1 (K) we have by standard interpolation that

llin(VhinRy) — vpinRyllxk < ChIIV (vrinRy)ll k
and then

IVrinRo)llk = linRoplw1.0o k) VRl & =+ llin Rplloo. k IV VRl & -

By inserting V¢ and ¢, respectively, and using interpolation estimates in W1 (K)
[11, Theorem 1.103] and the mean value theorem (17) we have the following approx-
imation

hlinRylwioo gy + linRplloo,x < Chlelyicoky-
Combined with the previous estimate and the inverse inequality (12) this gives that

IV @ain Rk < Clolyioo i llvnllk - (20)
For the second term, using again interpolation [11, Theorem 1.103] we have
lva(inRy — Rp)llk < linRy — Rylloo,k llvnllk = Chl@lwiooiyllvnlik,
and thus we have shown that
lvng — in(ua@)llk < Chlolwici)llvallk-

The approximation estimate for the gradient follows by the same arguments. Indeed,

IV = in)(unp)llxk = IVA = in)(wp Ry lx = IV(WnRy) — Vin(vpinRy)llx
< IVnRy) — V(urinRy) Ik + IV (ninRy) — Vip(vpin Ry)ll k-
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We first use interpolation and the inverse inequality (12) to get

IV (on(Ry — inRoDIIk < 10nV(Ry — inR)llx + I|(Ry — inRy)Vurllx
< Clolyoeqllunllx-

Then we use an inverse inequality followed by interpolation and (20) to obtain

IV (uninRy) — Vip(upinRp)llk < CIV(urinRy) Ik < Clolwicoxyllvnllk-

4 A priori local error estimates
4.1 Consistency and continuity

The following consistency result holds exactly as in the diffusion-dominated case, see
[5, Lemma 4]. We give the proof for the sake of completeness.

Lemma 3 (Consistency) Let u € H*(S2) be the solution to (1) and (uy,, zp) € [Vi]?
the solution to (5), then

ap(mpu — up, wWp) + $4(2p, wp) = ap(ThU — U, Wy),
and
—ap(vp, zp) + s(@pUu — up, vp) = sQ(pu — u, V) + S (ThU — Uy, vp),

for all (v, wp) € [Vh]z.

Proof The first claim follows from the definition of ay,, since
ap(up, wp) — $5(zp, wp) = (f, wp)e = (—pnAu + B - Vu, wp)o = ap(u, wp),

where in the last equality we integrated by parts. The second claim follows similarly
from

an(n, zn) + s un, v3) = So(Us, Vi),
which combined with the fact that sq (u#, v;) = 0 leads to

—ap(vp, zp) + SR — up, vp) = S(TRU, V) — S (Uw, Vi)

= sq(mpu — u, vy) + S (Tpu — Uy, vp).

O
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We now introduce the stabilization norm on [V},]? by combining the primal and dual
stabilizers

Wiy wi) 12 == s (vp, v) + si(wp, wp),
and the “continuity norm” defined on H S+e (2), for any ¢ > 0,
1. _1 1.1 11
lvllg ;== 1IBIZA 2vll@ + IBI12h2 Vullq + [|h2n2 Vv - n|lsq.

From the jump inequality (16), standard approximation bounds for 77;, and the trace
inequality (13), it follows that for u € H 2(Q)

I = opae, O)lly + lu = el < Ch+ 1BI2A) ul g g 21
We also define the orthogonal space
Vit i={ve HX(Q) : (v, wp)a =0, Ywy, € Vi}.
Lemma4 (Continuity) Let v € V;* and wy, € Vy, then
ap(v, wy) = Clvlll0, wp)ls-
Proof Integrating by parts in the convective term of a;, and using V - 8 = 0 leads to
ap(v, wp) = —(v, B-Vwp)g + (VB - n, wn)yo + (WVv, Vwp)o — (uVv - n, wp)yg -

For the first term we recall the discrete approximation estimate that holds for any
piecewise linear f3, see e.g. [6, Theorem 2.2],

Bl—

. 1
inf 1428 Vwy —x)lle < C | Y IK[B- Vwr]l}
Xn€Vp

FeF;

< CIBITy s wp, wp)? 22)
and use orthogonality to obtain
—(, B-Vuwp)g = IIh_%vllszleg/h 112 (B - Ve — xi)llg < Cllvll 1, wy)ll;-
For the remaining terms, applying the Cauchy—Schwarz inequality we see that

(B -n, wp)yq + (UVV, Vwp)g — (uVv - n, wp)ye < ClvligllO, wp)ls.
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Note that the proof of the above continuity estimate holds for any divergence-
free piecewise linear velocity field 5. To address the case of a general velocity field
B € WL2°(Q) one can use a similar argument by considering its piecewise linear
approximation as in [5, Lemma 5]. Assuming that 8 is divergence-free, the constant

would be proportional to hPe(h)% |Bl1,00/11Blloc, Otherwise it would be proportional
1
to Pe(h)2[Bl1,00/ I Bllcc-

4.2 Convergence of regularization

We now prove optimal convergence for the stabilizing and data assimilation terms.

Proposition 2 (Convergence of regularization) Let u € H 2(Q) be the solution of (1)
and (uy,, z3) € [V, ]? the solution to (5), then there holds

| Grnt — wn, 2 lly < CQulh+ 1BIZh ) (el 2y + h208]0).
Proof Denoting e, = mpu — uy we have that

1Cens 2117 = an(ens za) + 5x(zhs za) = an(ens za) + s(en, en).
Using both claims in Lemma 3 we may write

ICens 213 = an (o — u, zp) + s@(unu — u, &) + so(thu — Us, ep).
Since mpu —u € VhL we have by Lemma 4 that
ap(mpu —u, zp) < Cllwpu — ullz)1(0, zp) s

We bound the other terms using the Cauchy—Schwarz inequality
sttt — 1, ey) + so(hu — Up, e) < (|Grnte — 1, 0)ls + (BIA" + wh™6) 2 3110) (en O)ls-
Collecting the above bounds we have
Ien. zm)ll; < C(llmau — ully + | Grau — u, 0) |l + (|BIR~" + Mh_{)% 81l I Cen, zn) lls

and the claim follows by applying the approximation inequality (21). O

Remark 2 Compared to the result in the diffusion-dominated case [5, Proposition 3],
the sensitivity to data perturbations has increased by a factor of 2~ !. This is due to the
stronger penalty in the data term s, (c.f. Remark 1).
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4.3 Downstream estimates
In this case we consider 8 = (B, 0) with 8; > 0 and the data set
w=(0,x)x (" ,y")

touching part of the inflow boundary d2~. We aim to obtain control of the following
weighted triple norm defined on V},,

2 1 1 1 1 1 1o
llvrlly == B1Zvae g + Iz Vorg2 g + 1B - nl2vag? 50+, (23)
where ¢ is given by (8). Since ¢ € (0, 1), we will often use that || - ¢|lq < || ~<p% -

We first consider v, ¢ as a test function in the weak bilinear form a; and obtain the
following bound.

Lemma5 There exist o« > 0 and hg > 0 such that for all h < hg and v, € Vy we
have

allvally < an(wn. vag) + Cll(vn. O)|3-

Proof We start with the convective term. Since V - 8 = 0, the divergence theorem
leads to

2(B - Vup, vpp)a = (unf - n, va@)yq — (vn, v B - Vo)a.

Then combining with (10) we have
1 15

(B Vun vigde = 5 (0B - n. vnehy + IBlIvae? 1)

We split the boundary term into inflow and outflow
1 1L o 1 1
(vaB - n, vn@)aq = — 1B - nl2vp@2 50— + 1B - nl2va@2 |50+,

and write
1 115 100 1 11
5 (118 n1 0403 B3 + 1B11vag 2 1) = (B Von. vip)a + 3118 - nlTvp? -

Splitting now the inflow boundary with respect to the closed set wg and using the
discrete trace inequality (13) in w, and the weight decay (7) together with a standard
global trace inequality for H I functions outside, we have that
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1o 1 1 1
118 - nl2vne? llag- < CIBIZ (Ivre? lae-nws + 1VR€2 llae\wp)
11 13 24
= CIBIPh 2 lvpllw + CIBIZR2 pll 11 () (24)
1
= Cy 2w, O)ls,

where in the last step we used the Poincaré-type inequality (15). Hence we obtain
control over the convective terms in the triple weighted norm

1 11 1 -
5 (118 n12 i g +1811vng? 13)<(B - Vo vhpa+Cy 0, 01 (25)

Let us consider the terms in aj(vy, v,@) corresponding to the diffusion operator,
starting with

1 1
(uVop, Vrp)a = 12 Vure? g + (WVvn, viVe)a,

which we rearrange as

1 1
12 Vure? |5 = (uVon, V(re))a — (Vop, vaVe)a.

Bounding V¢ by (11) and using Cauchy—Schwarz together with © < |8|h we have
that

[(uVop, vnVe)al < u(Vuy - Vol, vp)a
1 1 1
< u(+ 17" 2)(\Vuple?, vip?)e

L1 32 -2 32
= 3llwzVunpzlig + Ch + 27 Blllvag> llo-

We split the boundary term (uVuy, - n, v,¢),q into inflow and outflow again. Similarly
to (24) we have that

(Vv -1, o) gq- < Chy ~Hi(vn, 0)]|2.

For the outflow boundary term we use Cauchy—Schwarz and a trace inequality to
obtain

1 1 1 1
(uVvp - n, vp@)gar < I02Voy - ne? lgq+In2vee? |yt

11 1 -1 1 1
Ch™2||u2 Vo2 |QPey h2 1B - n|2vpe? lgq+

IA

Yt Vongz |3, + Pep 1B - nl2vie? [

IA

We denote the part of the boundary where 8 - n = 0 by 3Q° and use the assumption
that Q0 is away from wg, meaning that the weight function ¢ is O(h?) there. We use
trace inequalities and (15) to bound
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(Vv -1, vp) g0 < Cy~Hi(un, 0))12.

Collecting the above bounds we obtain that

1 1
HrzVure? iy < (uVon, Vre)e — (Vs - 1, vh9) s
_ _ 1 1 1 1
+ C(h+ 272+ Pep ) (11BI2vng2 1 + 1118 - nl2vng? 36+)
+Cy i (un, 012

We conclude by combining this with (25) and assuming that £ is small enough and
Pejim are large enough (thus absorbing the convective terms from the rhs into the lhs).
]

Now we refine the control over the triple norm [Jv,||, by taking the projection
7 (vpe) € Vy as a test function.

Corollary 1 There exist @ > 0 and hg > 0 such that for all h < hy and vy, € Vj, we
have

allvally, < an(n. 7 (Wa)) + Cll(wa, O]

Proof Since

ap(vp, TR (Vee)) = ap(vp, (T — D(vpe)) + ap(vp, vae),

we must bound ap, (vp,, (r;, — 1)(vpe)) in a suitable way. Writing out the terms we
have

ap(vp, (Tn — D(wpe)) = (B - Vo, (rp — D(vr@))o + (uVop, V(@ — D(vee))a
—(uVo, -n, (mp, — D(p@))gq=1+11+111.

Let us consider the convection term first, and use orthogonality combined with (22)
L1 1
I'=(B-Vup, (@ — D(upp)a < CIBI12y 2| (vp, O)lsh 2 | (tn — D(vre)ll2
L1 I S
=< CIBI2y 2 ll(vp, O)llsh ™2 |in — D(va) -

Integrating by parts and using that Av, = 0 on every element K we obtain by the
trace inequality (13) and the assumption Pe(h) > 1 that

I11+111= Z / w[Vop - n]Grn — 1) (vpe) ds
FeF; F

< CIBIZy " 2sq(un. )2 (W2 (i — D)l
+ 2|V (T — Dpe) ).
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Notice that iy, (vy9) = 7, (in(vh@)) and the stability of the projection gives

IV@n —in)(r@)lle = Va1 —in)(vng)lle < CIV( —in)(upe)lle,  (26)

and hence

h%”V(ﬂh —D(wo)lle < h%(”V(ﬂh —ip) WPl + IV3iEr — D(vre)le)

] Q7
< Ch2||V(ip — D(ne) e

Since

1 1,
h=2|(rn — Durp)lle = Ch2||(in — D(vr@)lle,
collecting the contributions above we see that

1 1 1 1
I+ 11+ 11T < CIBI2y 21w, O)lls (A2 M1 — D(urg)lle + A2 [V i — D(vre) ),

v

and hence

an(op, (o — D(upg)) =1 + 11+ 111 < Cy (v, 0|12 4 1811V

The discrete commutator property Lemma 2 together with the ¢-bounds (11) and (18)
give that

1 1 _
IV < Ch2|[Volls.alvrlla < ChZ + 27D wellq. (28)

Since ¢ € (0, 1) and ¢ < (p%, it follows that for # small enough and A large enough,
given some o > 0 we have

2 _ ¢ 2
IBIIV® < Elllvhlllw- (29)
Collecting the estimates for ay, (v, (7 — 1)(vpe)) and using Lemma 5 we see that

ap(vp, wp(Vpe)) = ap(vp, (Th — D) (vp)) + ap(vp, Vi)

o _
> ~floally = Cy =l wn, O3

from which we conclude by renaming «/2 as «. O

Lemma 6 For all vy, € Vy, there holds

160, 7 or@)) [ < Clonlly, + 1l wr, O)1).
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Proof First note that by triangle inequalities we have that up to a constant

100, ae)lls < 142V (a — Dwne) e + 122V (wae)) e
+ (1B + uh™ 2 (1w — Dr@)llag + lvnellae)
+ so(Tn (0n @), 7 (04 ) 2.

We bound these terms line by line. Using (27), (28), (11) and (18) we bound the first
line by

Lol 1 Lol
1BI2h2 [V (in — D(unp)lle + 1k Vopplle + 21817 (A2 + 27 Dluelle < Cllvally-

For the second line, using a global trace inequality and the stability of the projection
we have

1 1 1 1
(1Bl + uh™H2 | (n — Dwae)llag < CUBI+ nh™ )2 upplla < CIBIZ [vre? |-

Splitting the boundary into inflow and outflow and using (24), we have

1 1
(181 + nh™")2llvwgllag < CIBIZ [vrgllag < Cli(wn, 0)ls + Cllvally-

For the contribution of the jump term, we insert i, and bound

sy (vpe), Tfh(vhﬁl’))% < sq((mp —ip)(Vpe), (T — ih)(vh(P))%
+sa((in — D(wag). (in — Dupe))?  (30)
+ sq(vne, Uh(/’)%-

We first observe that using (14) and (26), we can bound the first term by

. . 1 11 .
s@((@wn — in)(ne), (T — in)(a@))? < |BI2h2 ||V (7tn — in)(vne) lle
11 .
< BI2h2|[V(in — D(wne)ll
1.1
= CIBI2h2 || Voll,allvnlie
11 _
< CIBI2(h2 + 27 Dllvwglle,
where for the last two inequalities we used the discrete commutator property Lemma 2
together with the p-bounds (11) and (18). Since ¢ is Lipschitz continuous on K, ¢|F
is also Lipschitz continuous, and so ¢|fr € W12 (F). The restriction of the nodal

interpolant on K onto F gives the nodal interpolant on F, hence applying Lemma 2
to F instead of K we have the discrete commutator estimate

1
hlin - V(in = D)l F < ChlglyioelonllF < Ch2 + 27 Dllvagllk,
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where in the last step we used (11) and (18) together with a discrete trace inequality.
After summation we have that

. . 1
s@((in — D(vre), (in — D(va@))2 < Cllvplly.
Finally we use the trivial bound (since |¢| < 1)
1 1
s@(ung, vrp)? < sq(vn, vr)2.

We conclude the proof by summing up the above contributions. O

We can now prove the following error estimate showing that in the zone &g where

.1 . . 3
we have stability, the convergence in the LZ-norm is of order O(h2) on unstructured
meshes, which is known to be optimal.

Theorem 1 Ler u € H?(QQ) be the solution of (1) and (uy, zp) € [Vi]? the solution
to (5). Then there exists hg > 0 such that for all h < hg with Pe(h) 2 1 there holds

1.3 11
Nl —unlly = CABIZA2ulp2(q) + [BI2h 2 [18]]w).

Proof Let e, = mpu — up € Vy, then u — up = u — wpu + e. By Corollary 1 there
exists o« > 0 such that

allenlly, < an(en. wa(eng)) + Cy~ i (en, 0)17.

By Cauchy—Schwarz combined with Lemma 6 and Young’s inequality
—s.(zn. heng)) < Cer 110, z) 13 + e1(llenlly + ll(en. 019,
for some 0 < €1 < «/2, hence
o -
S Nenlly < anen, T(eng)) + sz, muleny)) + Cey 1O, z) I + CllCen, OIS,
Applying the first equality of the consistency Lemma 3 we obtain
o 2 -1 2 2
EIIIEhIII(p < ap(mpu — u, wp(en)) + Cey (10, zp) M5 + Cllen, Ol B

Since mpu —u € VhL we may apply Lemma 4 to bound
ap(mpu — u, wp(en@)) < Climpu — ullz)0, 7w (en@))|ls-
From Lemma 6 and Young’s inequality we thus have that for some ¢, > 0,
an(mpu — u, 7 (en@)) < C((1+ &5 Dllmpu — ullf + (e, 017 + e2llexll)-
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Taking €2 < «/4 and combining the above bound with (31) we see that
Llenll? < (1 + &5 Y llmau — ul? + (1 + &7l en. 2112
1 hlly = ) h £ 1 By 20

Since ¢ > are independent of 2 we can absorb them in the generic constant C and
using the approximation inequality (21) together with Proposition 2, we conclude that

1 1,3 -
llenlly < C(u2h+ 1B17h2)(ul 2y +h 2 118]l0)
13 11
= CUBIPR2 Julp2(q) + 1BI12 R 2 [18]lw),

where we used that Pe(h) > 1. O

4.4 Upstream estimates
In this case we consider 8 = (B1, 0) with 8; < 0 and the data set
®=(0,x) x (y7,y")

touching part of the outflow boundary dQ+. We must choose the weight function
differently and this time we take a negative ¢ given by (9)

¢ =1y € (—1,0).
It seems that in this case we can not simultaneously get control of the L?-norm and

the weighted H'-norm and we have to sacrifice the latter since it is not uniform in .
We now take the weighted triple norm to be

2 1 1 1 Lo
lvnlly == MBI2vrlel2 i + 1B - nl2valel? 15 (32)
and rederive the results obtained in Sect. 4.3, aiming for a local error estimate. Since
v € (=1,0), we will use that || - ¢llg < || - 9% ]le.

We start with an analogue of Lemma 5 by taking v, ¢ as a test function in the weak
bilinear form a; and notice that since ¢ < 0 we now have that

1 1 1 19
5 (118 - nlvrlgl? I3g- + 1Blunlel 1)
1 1 1o
= (8- Vo vap)a + Sl - nl2valel? 5o+
Arguing as previously in (24) but now for the outflow boundary, we obtain the bound

1 1 1 1 1
18 - nl2vnlel2 s+ < CIBIZ (lvrlel? laa+nws + vnl@l? lho+\wy)
11 1.3
= CIBIPh 2 |lvpllw + CIBIZR2 vnll 1 () (33)
_1
= Cy 2 l(wn, O)ls,
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and thus

1 1 1 -
(18111012 I+ 1B-n17vale 12 13- )<(B-Vun, vho)a+Cy (v, 02 (34)

-

For the diffusion term we no longer have any positive contribution due to the change
in sign of the weight function ¢, since now

1 1
(Vv V(opg)a = — Il Vorlel 2|15 + (uVup, v Vo).

We must therefore control this entirely using the stabilization. Integrating by parts and
using the weighted trace inequality (19)

(uVup, V(upe))a — (uVop - n, vplyo = E f w[Vup - njvpe ds
F
FeF;

_1 L
< Cy Zsq(vn, vn) 2 2 h " uwglle

_1 1 1 1
< Cy 2sq(on, va) 2 2h~ Hlople|2 | .

To bound this by the triple norm we can simply use that |¢| < 1 and u < |B|h, giving
that u%h’l |<p|% < |,3|%h’%. Hence we have that for some ¢ > 0,

(VR Vone)a — (WVvh -1, ne)ge | < Ce™'y ™A™ sq(un, vp) + Cellupll;,-

. . 1 |
However, when Pe(h)h > 1 one can obtain a better estimate due to u2h~'|p|2 <
] . .
|12, which gives that

|(1Vvn, V(re)a — (Vv -1, o) aq | < Ce™ 'y Lsaun, vn) + Celluall3.
4

Summing these contributions we obtain the following result corresponding to
Lemma 5.

Lemma 7 There exists o > O such that for all vy, € Vj, we have
allvnlly < an(vn, vag) + Ch™" (v, 0)7, when 1 S Pe(h) <h™",
and
allvnlly, < an(vn, vag) + Cll(vn, 0I5, when Pe(h) > h™".

Again, we can refine the control over the triple norm ||vy ||, by taking the projection
7, (vpe) € Vi as a test function and we obtain corresponding results.

Corollary 2 There exists « > 0 such that for all vy, € V), we have

allvally, < an(on, 7 (W) + Ch™" (o, )13, when 1 < Pe(h) < h™",
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and
allvally, < an(vn, 7 (W) + Cll (i, O)II3, when Pe(h) > h™".

Proof The argument in the proof of Corollary 1 remains valid with the remark that we
now use the inequality |¢| < || 3, O

Lemma8 For all v, € V}, there holds
100, 7 ua@) 17 < Ch™ lwall + 1l (wn. O)7). when 1 < Pe(h) <h™",
and
10, 7t (on@) [ < Cllonlly + 1 (vr, O)13), when Pe(h) > h~".

Proof We follow the proof of Lemma 6 and we focus on the bounds that are now
different. As before, by the triangle inequality we have that up to a constant

1 1 1
10, mp (urNlls < |2V (h — D(ne))lle + In2vpVelle + 102 Vel
1
+ (Bl + nh™H 2 Gmn — D) llag + llvngllag)
1
+ s (vne), mn(vpe)) 2.

The first two terms can be bounded by C||v,|l, as previously. For the third one, we
can use the inverse inequality (12) and (18) to obtain

I3 Vunglle < Cuth~gllallvnle < Cuih~ ugle < Cuih~ furlel? o
Hence we have that
|12 Vonglla < Ch™2llunlly. when 1< Pe(h) < b~
and
l12Vonglle < Clivnlly, when Pe(h) > h™".
Arguing as previously, we can bound the second line by C|Jvy ||, using (33) instead

of (24). We conclude the proof by recalling the estimate (30) for the jump term and
the subsequent bounds. O

We now prove the weighted error estimate in the upstream case showing that in the
stability region wg we have quasi-optimal convergence for high Péclet numbers and a

. 1. . . .
reduction of the convergence order by O(42) in an intermediate regime.
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Theorem2 Letu € HZ(Q) be the solution of (1) and (up, z5) € [Vi]? the solution
to (5), then there holds

llw — unlly < C(|,3|%h|u|112(9) + 181207 181l), when 1 S Pe(h) < h™",
and
llu — unlly < CUBITA ul gy + |BITh ™ 810), when Pe(h) > h™".
Proof We combine Lemma 7, Corollary 2 and Lemma 8 as in the proof of Theorem 1

and note that the argument holds verbatim when Pe(h) > h~L. Observe that when
1 < Pe(h) < h~! we similarly obtain for some o« > 0 and 0 < &1 < a/2,

o _ -
Slenlly, < anrue — . my(eng)) + Cey 1O, 20T+ Ch"llen, 0)IF. (35)
Since mpu —u € VhJ- we may apply Lemma 4 to bound

ap(mpu — u, wp(ene)) < Cllmpu — ull: 10, 7p(ene))lls.

From Lemma 8 and Young’s inequality we thus have that for some ¢, > 0,
an(mpu — u, wp(en@)) < C((1+ &3 h™Dllmpu — ull + l[(en. 017 + e2llenll?).

Taking €2 < «/4 and combining the above bound with (35) we see that
o 1, — 1, —
Jllenlls = CCQ + 3 Dl — ullf + &1 h e, 2 )

Since €17 are independent of /7 we can absorb them in the constant C and conclude
the proof by using the approximation inequality (21) and Proposition 2 to obtain that

1.1 1 _
lenlly < C(u2h2 + 1B12h)(lul 2y + h 2 1181l)
1 1
< C(BI2hluly2(qy + 1B12h I8 ]lw).

O

The error bounds in this section contain a global Sobolev norm. This may be large
in the presence of layers and it would be optimal to replace it with a local regularity
measure. However, it is not clear how to reconcile this goal with the ill-posed character
of the problem. Inserting everywhere the weight function as in the well-posed case [3],
would perturb the stability of the optimality system and, due to the lack of physical
coercivity, the residual terms would then be hard to control. One could also consider
a reduced transport equation (with zero diffusivity) and define the far field, where the
solution is unknown, by a smooth extension, but is not obvious how this could be
constructed in our context, and without requiring regularity for the right-hand side.
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Nonetheless, in numerical experiments we observe a good regularity behaviour, i.e.
layers do not pollute the solution in the stability zone, as shown in Figs. 15 and 16.

5 Numerical experiments

We let Q2 be the unit square and illustrate the performance of the numerical method
(5) for different locations of the data domain w and different regions of interest where
we measure the approximation error. The computational domains are given in Fig. 4
and the implementation is done using FEniCS [1]. In all the examples below we have
used uniform triangulations with alternating left/right diagonals. In the definition of
sq and s, we have taken the stabilization parameters y = 107> and y,, = 1,and ¢ = 2
for s,,. The effect of different combinations of y and y, on the L2-errors is shown in
Figs. 5 and 6 when data is given in a centered disk. Similar results are obtained when
the data set is near the inflow/outflow boundary. Notice that our choice is empirically
close to being optimal both locally and globally.

[} U3 1 0 LE] T 0 [ T

(@)w = B((05,05),0.1), (b)w = (0,0.2) x (0.4,0.6), (¢c)w = (0.8,1) x (0.4,0.6),
measuring the error down- measuring the error down- measuring the error upstream
stream and upstream. stream in (0.2, 1) % (0.45,0.55). in (0,0.8) x (0.45,0.55).

Fig.4 Data set w and error measurement regions (hatched)

10° 1.0e-03 10° 1.0e-02
9.1e-04 8.9e-03
1071 10-!
8.2e-04 7.9e-03
102 7.3e-04 102 6.8-03
6.4e-04 5.8e-03
£ 107 % 1073
5.6e-04 4.7e-03
1074 4.7e-04 1074 3.7e-03
3.8e-04 2.6e-03
1075 10-5
2.9e-04 1.6e-03
1076 2.0e-04 106 5.0e-04
1076 107° 1074 1073 1072 107! 10° 10-6 1075 1074 1073 1072 107} 10°
v ¥
s 2
(a) p=107% (b) pn=10"".

Fig. 5 Varying the stabilization parameters y and ys. Absolute L2-errors downstream, computational
domains in Fig. 4a. B = (1, 0), exact solution # = 2 sin(5wx) sin(57y). Similar results in the upstream
case
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2.0e+00 10° 2.0e+00

1.8e+00 1.8e+00
107!

1.6e+00 1.6e+00

1.4e+00 1072 1.4e+00

1.2e+00 1.2e+00

<1073
1.0e+00 1.0e+00

8.0e-01 1074 8.0e-01

6.0e-01 6.0e-01

10°%

4.0e-01 4.0e-01

2.0e-01 106 2.0e-01

1076 10-5 1074 1073 1072 107! 10° 1076 1075 1074 1073 1072 107! 10°
v

(@) p=10"" (b) =102

Fig.6 Varying the stabilization parameters y and y,. Absolute L2-errors globally, computational domains
in Fig. 4a. B = (1, 0), exact solution # = 2 sin(5wx) sin(Swy)

We first show convergence plots both downstream and upstream from the data set
when varying the diffusion coefficient i and keeping the convection field g fixed. Asin
the case of well-posed convection-dominated problems, the observed L?-convergence

order is typically O(h?), surpassing by O(h%) the weighted error estimates proven
for general meshes ((see Fig. 7, for example).

5.1 Data set near the inflow/outflow boundary

We consider the data set w near the inflow and outflow boundaries of €2, as assumed
in Sect. 2.1. We observe in Fig. 7 that as diffusion is reduced the convergence order
for the L2-errors increases, culminating with quadratic convergence when convection
dominates. Confirming the theoretical analysis in Sect. 4.4, we note the presence of
an intermediate regime for Péclet numbers in which the upstream convergence orders
are reduced and the upstream errors are typically larger. This can also be seen in Fig. 8
where we consider the diffusion coefficient & = 102 and an interior data set. The
errors in the H '-seminorm are given in Fig. 9 which shows almost linear convergence.

—— le-01 100 4 —— le-01
—e— 5e-02 —e— 5e-02
107t - 2e-02 - 2e-02
-~ le02 101 —o— le-02
—A— 1e-03 —A— 1e-03
102 —7— le-04 —— le-04
--- rate 32 102 --- rate 32
—-= rate 2 —-= rate 2
1073
1073
-4
10 10-4
107° 10-°
1073 10“’4 16“ 161 ld’s 16" 10° 1“01 10?
(a) Computational domains in Figure 4b. (b) Computational domains in Figure 4c.

Fig.7 Absolute L2-errors against mesh size 4 when varying the diffusion coefficient p for fixed g = (1, 0),
exact solution u = 2 sin(5zx) sin(Swy)
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downstream 10° 4 —6— downstream
upstream —8— upstream
10-1 rate 3/2 === rate 3/2
rate 2 —-- rate2
1071
1072
1072
1072 10-3
1074
107 4
1074 10° 10! 10 10 107 102 107! 10° 10!
(a) Domains in Figure 4a. (b) Domains in Figure 4b and Figure 4c.

Fig.8 Absolute L2-errors against mesh size /, downstream vs upstream for © = 1072, B = (1,0), exact
solution u = 2 sin(5zx) sin(Smy)

le-01
5e-02
2e-02
le-02
le-03
le-04
rate 1

le-01
5e-02
2e-02
le-02
le-03
le-04
rate 1

10! 4

100 4

1072 - - T T 1077 Ay T r r r
1074 102 102 107! 10° 107* 103 1072 107! 10°

(a) Computational domains in Figure 4b. (b) Computational domains in Figure 4c.

Fig.9 Absolute H 1_errors against mesh size 7 when varying the diffusion coefficient u for fixed g = (1, 0),
exact solution u = 2 sin(57x) sin(Swy)

This is probably due to the small contribution of the gradient term in the triple norm
(23).

5.2 Interior data set

Next we consider the setting of the example discussed in the Introduction (Fig. 2),
where data is given in the centre of the domain. We give the convergence of the L2-
errors in Fig. 10 with the caveat that this location of the data set w is not rigorously
covered by the theoretical analysis of the previous sections. Nonetheless, the exper-
iments are in agreement with the proven results. Notice that the L>-convergence is
faster as i decreases and for high Péclet numbers (above 10) one has optimal quadratic
convergence both downstream and upstream, with the distinction that in the upstream
case the convergence order is reduced in an intermediate regime, in agreement with
the theoretical results in Sect. 4. Also, as expected from the error estimates proven in
the first part [5], when diffusion is moderately small one can see the transition towards
the diffusion-dominated regime as the mesh gets refined — the convergence changes
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from almost quadratic to sublinear as the Péclet number decreases below 1. Figure 11
shows almost linear convergence in the H'-seminorm. We think this is observed due
to the small contribution of the gradient term in the triple norm (23). We also remark
almost no distinction between upstream and downstream for this example, probably
because the gradient term is controlled by the L2-norm for small enough .

100 4
—— 1le-01 —#— le-01
—e— 5e-02 - —e— 5e-02
1011 -5 2602 107y -5- 202
—— 1le-02 —6— le-02
—— 1e-03 —— 1e-03
. —— le-04 1072 4 —— le-04
1072 4 - rate32 --- rate3/2
—-= rate 2 —-= rate 2
10774 1077 4
10-4 4 107 4
107 1075 4
107° 10 107 102 1070 10° 10 102 105 107 107 102 107! 10° 10!
(a) Downstream. (b) Upstream.

Fig. 10 Absolute L2-errors against mesh size /2, computational domains in Fig. 4a. Varying the diffusion
coefficient p for fixed 8 = (1, 0), exact solution u = 2 sin(57x) sin(5wy)

101 4 —— 1e-01 101 4 1e-01
—— 5e-02 5e-02
-5 2602 2e-02
- 1le-02 1e-02
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10°4 --- rate 1 10° 4 rate 1
1071 4 10-1 4
1072 r r r r 1072 r r T T
1073 1072 107t 100 1073 102 107! 10°
(a) Downstream. (b) Upstream.

Fig.11 H Lerrors against mesh size /2, computational domains in Fig. 4a. Varying the diffusion coefficient
u for fixed B = (1, 0), exact solution u = 2 sin(57x) sin(5y)
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(a) Downstream, perturbation O(h?). (b) Upstream, perturbation O(h?).

Fig.12 L2-errors against mesh size & for perturbations in data, computational domains in Fig. 4a. Varying
the diffusion coefficient u for fixed g = (1, 0), exact solution u = 2 sin(5xx) sin(Swy)
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5.3 Data perturbations

We demonstrate the effect of data perturbations f]w = u|, + 8§ in a downstream
vs upstream setting by polluting the restriction of u to each node of the mesh in w
with uniformly distributed values in [—hZ, h?], [—h, h] and [—h%, h%], respectively.
Comparing first Figs. 10, 11 and 12 we see that perturbations of amplitude O (k%) have
no effect on the L%-errors, as expected.

An O(h) noise amplitude exhibits in Fig. 13 the difference—proven in Theorem 1
and Theorem 2 — between the downstream and upstream scenarios. In the upstream
case the noise has a strong effect for moderate Péclet numbers and the errors stagnate.
Only for high Péclet numbers one has convergence of order O(h 2 ). In the downstream
case one observes lower errors, faster convergence and almost no noise effect for high
Péclet numbers. The difference is also very clear for perturbations of amplitude O (h %)
shown in Fig. 14. In the upstream case the errors stagnate and there seems to be no
convergence, while in the downstream case the errors still convergence for high Péclet
numbers.

10 4
—+— le-01 —+— le-01
—— 5e-02 —— 5e-02
. - 2e-02 10-14 - 2e-02
10 —— 1e-02 - 1e02
—A— 1e-03 —A— 1e-03
—— le-04 —— le-04
1072 --- rate 3/2 ) —— 1le-05
—-- rate 2 1072 5 --- rate 1/2
—-= rate 2
107
1073
1074
105 10-4
1073 107* 1073 1072 107t 10° 10t 1074 100
(a) Downstream, perturbation O(h). (b) Upstream, perturbation O(h).

Fig. 13 L2-errors against mesh size A for perturbations in data, computational domains in Fig. 4a. Varying
the diffusion coefficient u for fixed 8 = (1, 0), exact solution u = 2 sin(57x) sin(Sxy)
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5e-02
2e-02
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ittt
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—— 1e-05
—--- rate 3/2

107* 1073 1072 107t 10° 10! 1073 1072 107t

(a) Downstream, perturbation O(h%). (b) Upstream, perturbation (’)(h%).

Fig. 14 L2-errors against mesh size & for perturbations in data, computational domains in Fig. 4a. Varying
the diffusion coefficient u for fixed g = (1, 0), exact solution u = 2 sin(5xx) sin(Swy)
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5.4 Internal layer example

‘We now consider an exact solution # = sin(37x) + tanh(100(y — 1/2)) having an
internal layer at y = 1/2 and study qualitatively the transition from dominant diffusion
to dominant convection. Data is given on both sides of the layer. The distribution of
the absolute error is presented in Fig. 15 for the diffusion-dominated regime and in
Fig. 16 for the intermediate and convection-dominated regimes. Note that the width

M IIIIIIII_‘IIIIII!IM
i =

Fig. 15 Absolute error in the diffusion-dominated regime, © = 1, § = (1, 0). Data given in the four
outlined boxes for the solution # = sin(37x) + tanh(100(y — 1/2))

5

R

RS Siin 1om 1e  T
E

g

(a) =10, (b) 1 105,

Fig. 16 Absolute error in transition to the convection-dominated regime, 8 = (1, 0). Data given in the four
outlined boxes for the solution u = sin(37x) + tanh(100(y — 1/2))
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of the internal layer does not depend on the physical parameters. Initially, the errors
oscillate away from the data sets and concentrate around the boundary of the domain.
When convection dominates, the approximation around the layer strongly deteriorates
due to the crosswind position relative to the data sets. In this example the mesh is
unstructured with 512 elements on a side and & ~ 0.0025.
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