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Abstract

Domain decomposition based time integrators allow the usage of parallel and dis-
tributed hardware, making them well-suited for the temporal discretization of parabolic
systems. In this study, a rigours convergence analysis is given for such integrators with-
out assuming any restrictive regularity on the solutions or the domains. The analysis
is conducted by first deriving a new variational framework for the domain decom-
position, which is applicable to the two standard degenerate examples. That is, the
p-Laplace and the porous medium type vector fields. Secondly, the decomposed vec-
tor fields are restricted to the underlying pivot space and the time integration of the
parabolic problem can then be interpreted as an operators splitting applied to a dissipa-
tive evolution equation. The convergence results then follow by employing elements
of the approximation theory for nonlinear semigroups.

Mathematics Subject Classification 65M55 - 65M12 - 35K65 - 65J08

1 Introduction

Nonlinear parabolic equations of the form

du/dt =V - (D(u, Vu)Vu) on 2 x (0,T), (1
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equipped with suitable boundary and initial conditions, are frequently encountered in
applications. If the diffusion constant D(u, Vu) vanishes for some values of u and
Vu, i.e., the equation is degenerate, one obtains a quite different dynamics compared
to the linear case. The two main nonlinear features are finite speed of propagation
and the absence of parabolic smoothening of the solution. Concrete applications can,
e.g., be found when modelling gas flow through porous media, phase transitions and
population dynamics. A survey of such applications is given in [25, Section 1.3 and
Chapter 2]. In order to keep the presentation as clear-cut as possible, we will mostly
ignore the presence of lower-order advection and reactions terms.

Approximating the solution of a partial differential equation typically results in
large-scale computations, which require the usage of parallel and distributed hard-
ware. One possibility to design numerical schemes that make use of such hardware
is to decompose the equation’s domain into a family of subdomains. The domain
decomposition method then consists of an iterative procedure where, in every step,
the equation is solved independently on each subdomain and the resulting solu-
tions are thereafter communicated to the adjacent subdomains. This independence
of the decomposed equations and the absence of global communication enables the
parallel and distributed implementation of domain decomposition methods. For lin-
ear parabolic equations the common procedure is to first discretize the equation in
time by a standard implicit integrator. Then an elliptic equation on £2 is obtained
in every time step, which is iteratively solved by a domain decomposition based
discretization. We refer to the monographs [19,21,24] for an in-depth treatment of
this approach. Another possibility is to apply the domain decomposition method
to the full space-time domain §2 x (0, T), which leads to an iterative procedure
over parabolic problems that can be parallelized both in space and time; see, e.g.,
[12,13,15].

When considering nonlinear parabolic problems one finds that there are hardly any
results concerning the analysis of domain decomposition based schemes. Two excep-
tions are the papers [17,18], where domain decomposition schemes are analyzed for
non-degenerate quasilinear parabolic equations and the degenerate two-phase Stefan
problem, respectively. The lack of results in the context of degenerate equations is
rather surprising from a practical point of view, as the equations’ finite speed of prop-
agation is ideal for applying domain decomposition strategies. For example, a solution
that is initially zero in parts of the domain §2 will in each time step only propagate
to a small number of neighboring subdomains, which limits the computational work
considerably. However, from a theoretical perspective the lack of convergence results
is less surprising. The issue is that the standard domain decomposition schemes all link
together the equations on the subdomains via boundary conditions. As the solutions
of degenerate parabolic equations typically lack higher-order regularity, making sense
of such boundary linking is, at the very least, challenging.

In order to remedy this, we propose to directly introduce the domain decomposition
in the time integrator via an operator splitting procedure. More precisely, let {$2¢};_,
be an overlapping decomposition of the spatial domain 2, as exemplified in Fig. 1.
On these subdomains we introduce the partition of unity {x,};_; and the operator
decomposition, or splitting,
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Fig. 1 Examples of overlapping domain decompositions {Q@}Ezl of a domain 2 C RZ, with s = 4
subdomains (left) and s = 2 subdomains that are further decomposed into families of pairwise disjoint sets
(right), respectively

fu=V- (D, Vu)Vu) = Zv “(xeD(u, Vu)Vu) = Zf@u. (2)
=1

=1

Two possible (formally) first-order integrators are then the sum splitting

ve = up +shfpve, €£=1,...,s,

N
1 3
un+1 = ; Z U[7
=1

which represents a “quick and dirty” scheme that is straightforward to parallelize, and
the Lie splitting

Vo = Up,
ve=ve—1+hfvg, €=1,...,5s, 4)
Up41 = Vs,

which is usually more accurate but requires a further partitioning of the subdomains £2,
in order to enable parallelization, as illustrated in Fig. 1. In contrast to the earlier domain
decomposition based schemes, where an iterative procedure is required with possibly
many instances of boundary communications, one time step of either splitting scheme
only needs the solution of s elliptic equations together with the communication of the
datarelated to the overlaps. Similar splitting schemes have, e.g., been considered in the
papers [2,16,20,26] when applied to linear, and to some extent semilinear, parabolic
problems. However, there does not seem to be any analysis applicable to degenerate,
or even quasilinear, parabolic equations in the literature.

Hence, the goal of this paper is twofold. First, we aim to derive a new ener-
getic, or variational, framework that allows a proper interpretation of the operator
decomposition (2) for two commonly occurring families of degenerate parabolic
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equations. These are the p-Laplace type evolutions, where the prototypical exam-
ple is given by D(u, Vu) = |Vu|P~2, and the porous medium type equations, where
D(u, Vu) = (p — 1)|u|P~? in the simplest case. For the porous medium application
we will use the strategic reformulation

fu=Aa@) =Y A(xea) =Y fou
=1 (=1

of the decomposition (2), in order to enable an energetic interpretation.

Secondly, we will strive to obtain a general convergence analysis for the domain
decomposition based time integrators, including the sum and Lie splitting schemes.
The main idea of the convergence analysis is to introduce the nonlinear Friedrich
extensions of the operators f and f;, via our new abstract energetic framework, and
then to employ a Lax-type result from the nonlinear semigroup theory [5].

2 Function spaces

Throughout the analysis 2 C R4, d > 1, will be an open, connected and bounded
set and the parameter p € (1, 0o) is fixed. Next, let {2,};_, be a family of overlap-
ping subsets of £2 such that | J;_, £2, = 2 holds. Here, each §2; is either an open
connected set, or a union of pairwise disjoint open, connected sets §2¢ x such that
U= 2.k = £2¢.On {$2¢};_, we introduce the partition of unity {x};_; C C*(£2)
such that

s
xe(x) >0 forall x € 2¢, xe(x) =0 forall x € 2\82; and le =1.
=1

For details on the construction of explicit domain decompositions {£2,};_, and parti-
tions of unity {Xg};=1 we refer to [2, Section 3.2] and [20, Section 4.1].

The related weighted Lebesgue space L (§2¢, x¢) can now be defined as the set of
all measurable functions u on §2; such that the norm

Nl Z (2, 00 =f xelul? dx
£2¢

is finite. The space L” (£2¢, x¢) is areflexive Banach space, which follows by observing
that the map G : LP(§2¢, x¢) — LP(§2¢) 1 u — Xel/pu is an isometric isomorphism
[9, Chapter 1]. We will also make frequent use of the product space L”(£2¢, x¢)*,
equipped with the norm
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Gy u)l? k=/ xel@uy, .. ug)|? dx,
LP($2¢,x¢) 2

which is again a reflexive Banach space [1, Theorem 1.23].

The idea is now to introduce a suitable pivot space H and the energetic spaces V C
H and V, C H, such that the action of the linear differential operator, denoted by §,
arising in the nonlinear vector field and its weighted counterpart, x,8, can be interpreted
aselementsin L? (£2)% and L? (2, xo)F, respectively. As a concrete example, consider
the p-Laplacian u +— V - (IVu|P~2Vu). Here, § = V is the distributional gradient,
H = L*(22) and V. = W!P(£2). The space V; becomes the intersection between
L%(£2) and a weighted version of W7 (§2,). The p-Laplace and porous medium
type equations require different pivot and energetic spaces, and we therefore start by
developing an abstract setting fitting both equation families.

Let (H, (-, -)y) be areal Hilbert space space and denote the space of distributions
on £2 by 2'(£2). For a given k > 1 we introduce the linear operator

§:H— 9/ (),
which is assumed to be continuous in the following fashion.

Assumption 1 If lim, . u;, = u in H then, for j =1, ..., k,

lim (§u,) (@) = (Bu)j(p) inR forallp C(C)’O(.Q).
n—oQ

As the regularity of the weights x, implies that y,¢ € C{°(£2,) for all ¢ € C§°(£2),
we can define the product x,5u by

(xedu) () = (Bu) j(xep) forall p € C5°(£2).
The energetic spaces V and V; are then given as
V= {u € H : there exists a v; € L”(§2) such that
(u) () = /9 vigdx forallgp e C(82), j =1, k}
and

Ve = {u € H : thereexistsav; € LP(82¢, x¢) such that

(X58u)j(<p)=/ vjxepdx forall g € C3°(£2), j:l,...,k},
2

respectively. On the energetic spaces we consider the operators

8,:VC H—LP(2)" and 8,¢: Ve CH — LP($2, o),
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where 6, mapsu € V to the corresponding L? (£2) functions that §u can be represented
by, and §,, y maps u € V; to the corresponding L”(§2¢, x¢) functions that x¢8u can be
represented by, respectively.

Lemmal V =), Ve

Proof For an arbitrary u € V it follows, for £ = 1, ..., s, that
(edu) (@) = (Bu) (o) = /Q (8 1) xe dx

forevery ¢ € Cg°(£2) and j = 1,..., k. As (§,u)jle, € LP(2¢) € LP($2¢, xe),
we have a representation of (3u); in LP(§2¢, x¢),i.e.,u € Vo forevery £ =1,...,s.
Hence, V € (M;_; Ve.

Next, assume that u € ();_; V. Then we can write

S N N
(1) j () = (Su), (Z xw) =Y Gu); (ep) =Y / (8p,eu)jxeg dx
=1 =1 (=175
forevery ¢ € C5°($2) and j = 1, ..., k. Let wy, ; be the zero extension of (8, ¢u);

to the whole of §2. We can then define the measurable function v; on £ as v; =
> 0—1 xewe, j, which satisfies

(Su) j(p) =/ vipdx forall ¢ € Cj°(£2).
2

Furthermore, the L”(£2) norm of v; can be bounded by

s 1/,,
ljllry < (/ Xt |8p.ew)j|” dX>

(=1 5%

N
(r-1y,
=< Z ”X@”Lw(gp[) || (ap,ﬁu)j “LP(QLX(Z) .
=1
This yields that (8,u); = v; € LP(2) for j =1,...,k,ie,u € V and we thereby

have the identification V = ()_, V;. O

Lemma 2 If Assumption 1 holds, then the operators §, and 8, ¢, £ = 1,...,s, are
linear and closed.

Proof The linearity of the operators is clear, since § is a linear operator. Let the sequence
{Mn}neN cV satisfy

lim u, =u in H and lim 8, u, = v in LP(£2¢, xo)*.
n—>0oo n—0o0o

@ Springer



Domain decomposition time integrators 919

Assumption 1 then yields that
(xedu) j(p) = lim (Suy)j(xep) = lim / (Bp,eun)jxepdx =/ vjxep dx
n— 00 =00 Jo, $2¢

for every ¢ € C3°(£2) and j = 1, ..., k. Hence, (x,6u); can be represented by the
LP(82¢, xe) function v;,i.e., 8, ¢u = v holds and the operator §, ¢ is therefore closed.

The closedness of §,, follows by the same line of reasoning. O
On the energetic spaces V and V;, £ =1, ..., s, we define the norms
Ny =1-Ila+18p - lzry and I llv, =11 1z + 18p.e - Lyt
respectively.

Lemma 3 If Assumption 1 holds, then the spaces (V, || - |lv) and (Vg, || - |lv,), £ =
1,...,s, are reflexive Banach spaces.

Proof Consider the reflexive Banach space X = H x L (§2y, X@)k, equipped with the
norm ||(u1, u2)||lx = llutllg + ||u2||L,,(_Qe’X[)k, and introduce the linear and isometric
operator

G:Vi—> X:uw> (u,d8pcu).

The graph of the closed operator §, ¢ coincides with the image G(V;), which makes
G (Vy) a closed linear subset of X. Here, (G(Vy), || - ||x) is a reflexive Banach space
[1, Theorem 1.22] and, as G is isometric, it is isometrically isomorphic to (V, || - |lv,).
Hence, the latter is also a reflexive Banach space. The same line of argumentation
yields that V is a reflexive Banach space. O

Hereafter, we will assume the following.
Assumption 2 The set V is dense in H.

Under this assumption it also holds that V; is a dense subsets of H. By the construction
of the energetic norms, one then obtains that the reflexive Banach spaces (V, |- ||v) and
(Ve, I - lv,) are densely and continuously embedded in H and we have the following
Gelfand triplets

d d d d
Ve HZH"— V" and V> H=ZH"— V.

Here, the density of H* in V* and VZ*, respectively, follows, e.g., by [14, Bemerkung
1.5.14]. For future reference, we denote the dual pairing between a Banach space X
and its dual X* by (-, -) x+x x, and the Riesz isomorphism from H to H* by

y:H—H :uw (u,)py.
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Here, the Riesz isomorphism satisfies the relations

<)/I/l, v)V*XV = (uv U)H and <yu7 Ue}V[*XVg = (I/t, UZ)H
forallu e H,v € V and vy € V.

Remark 1 Throughout the derivation of the energetic framework we have assumed
that the partition of unity {y,};_, consists of elements in C°°(§2). This is somewhat
restrictive from a numerical point of view, but this regularity is required if nothing else
is known about the operator § : H — 2'(£2)F. Fortunately, in concrete examples;
see Sects. 6 and 7, one commonly has that §(H) H~1(£2)*. If we then choose a
partition of unity {x,};_, in W12°(£2), we have the property that x¢¢ € HO1 (£2) for
every ¢ € HO1 (£2), and we can once more derive the above energetic setting by testing
with functions ¢ in HO1 (£2), instead of in C5°(£2).

3 Energetic extensions of the vector fields

With the function spaces in place, we are now able to define the general energetic
extensions of our vector fields.

Assumption 3 For a fixed p € (1, 00), let o : £2 x RK — R fulfill the properties
below.

(o¢;) Themapo : £2 x R* — R* fulfills the Carathéodory condition, i.e., z — a(x, 2)
is continuous for a.e. x € £2 and x +— «/(x, z) is measurable for every z € R¥.

(a2) The growth condition |a(x, z)| < c1lz|P~" + ¢2(x) holds for a.e. x € £2 and
every z € R¥, where ¢; > 0 and ¢ € L”?~V(£2) is nonnegative.

(3) The map « is monotone, i.e., for every z, Z € R* and a.e. x € £ the inequality
(a(x,z) —a(x,2)) - (z—2) > 0holds.

(a4) The map « is coercive, i.e., there exists ¢c3 > 0 and ¢4 € L'(£2) such that for
every z € RF and a.e. x € §2 the condition a(x, z) - z > ¢3|z|” — c4(x) holds.

Compare with [27, Section 26.3].
We introduce the full energetic operator F : V — V* as

(Fu,v)v*xvzf a(Spu)-dpvdx foru,veV.
2

The operator F is well defined, as §,v € L? (£2)¥ for v € V and by (a2) we obtain
that «(8,v) € LP/r=D(2)k = (Lp (.Q)k)*. Furthermore, we define the decomposed
energetic operators Fy : Vy — Vz*’ £=1,...,s,by

(Fou, U)V;Xv[ = / xeet(8p eu) - 8p pvdx forallu,v € Vy.
£2¢
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These operators are well defined, as

R AR R CIUNTIL R [

£2¢

(p=1/p
< (e (f le5p,eu|de)
£2¢
=1/p p
+<f mc;/“”‘”dx) )(f Xg|5,,,gv|!’dx>
£2¢ £2¢

is finite for every u, v € Vg, due to (a2). This family of operators is a decomposition
of F, as it fulfills

N

(Fu, v)yexy = Y (Fut, v)yryy, forallu,veV.
=1

We can now derive the basic properties of the (perturbed) energetic operators, namely,
strict monotonicity and coercivity of y + hF and y + hF;. These operators are also
hemicontinuous, i.e., the maps ¢ + ((y + hFy)(u + tv), w)VZxVe are continuous on
[0, 1] for u, v, w € V.

Lemma4 [fthe Assumptions 1-3 hold and h > 0, then the operators y + hF : V —
V¥*and y + hF; : Vo — V*, £ = 1,...,s, are strictly monotone, coercive and
hemicontinuous.

Proof We will only derive the properties for y + i Fy, as the same argumentation holds
for y + hF. The strict monotonicity of the operator follows using («3), as
((y +hFu — (y +hFo)v, u — v)yrxy,

=Wu—-v,u—v)yg+ h/ xg(a(épygu) — oz((Sp,gv)) “Spe(u—v)ydx >0

2

holds for all u, v € Vy with u # v.
Next, we prove the coercivity of y + h Fy. By assumption (o4), we have

((y + hFpu, ”)Ve*ng =, u)y+ h/ Xl(x((sp,ﬂ‘) : ‘Sp,éu dx

2

> [lull% +h/ xe (c318p,cul” — c4) dx

2

2
> ullyy + e3hlldp.eull} g, o = Blxel=ollesl e,
for every u € Vy. Hence, we have the limit
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(4 bR Wy el + U8l e
lullv, lullz + 18p.eull Loy 5o
el ca)
lullv, ’

as |lully, — oo, which implies the coercivity of y + hFy.
Last, we prove that Fy is hemicontinuous. Consider a sequence {#,},en in [0, 1]
with limit ¢ and introduce

gt,x) = Xg(x)a(x, (8p,eu + t8p,gv)(x)) “8pew(x).

As lim,_, » g(t,, x) = g(¢, x) holds for almost every x € £2;, due to («1), and

lg(t, )| < xe ) (e (18, cu(x)]| + |5p,ev(X)I)p7] + c2(x))[8p,cw ()],

where the right-hand side is an L!(£2;) element, we obtain that
lim (Fe(u + t,v), w>VZ><Vz = lim Xxet(8p ¢(u + t,v)) - §p ew dx
n— 00 n—o0 Ql
= (F[(M + tv)» w)VZXVga
by the dominated convergence theorem. This implies that F; is hemicontinuous, and
the same trivially holds for y + h Fj. O

Corollary 1 If the Assumptions 1-3 hold and h > O, then the operators y + hF :
V—V*andy +hFy: Ve — V/, L =1,...,s, are all bijective.

Proof Asy +hF :V — V*and y + hF; : Vo — V; are all, by Lemma 4, strictly
monotone, coercive and hemicontinuous, their bijectivity follows by the Browder—
Minty theorem; see, e.g., [27, Theorem 26.A]. O

4 Friedrich extensions of the vector fields
The energetic setting is too general for the convergence analysis that we have in mind.
We therefore introduce the nonlinear Friedrich extensions of our vector fields, i.e.,
we restrict the domains of the energetic operators such that they become (unbounded)
operators on the pivot space H. More precisely, we define the Friedrich extension
f:D(f) € H— H of the full vector field by

D(fy={ueV:FueH") and fu=—y 'Fu foru e D(f).

Analogously, we introduce the Friedrich extensions fy : D(fy) € H — H,{ =
1, ..., s, of the decomposed vector fields by

D(f))={ueVy: Foue H*} and fou=—y 'Fu foru e D(f).
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We can derive that these operators are in fact maximal dissipative, i.e.,
(feu — fev,u —v)g <0, forallu,v e D(fe), and R(I —hfy) = H.

Lemma 5 If the Assumptions 1-3 hold, then the operators f : D(f) € H — H and
fe:D(fe) CH— H,L=1,...,s, are all maximal dissipative.

Proof By («3) of Assumption 3, we have that
(feu = fevou —v)y = —(Fou — Fev, u — v)yrxy,

- /Q xe (@B p.ett) — a(p.¢v)) - 8p.e — v)dx <0
4

forallu, v € D(f;). Next, forgivenh > Oand v € H one has, in virtue of Corollary 1,
that there exists a unique u € V; such that (y 4+ hFy)u = yv, or equivalently

Fou = —%y(u —v) e H*.

Hence, u € D(f¢) and (I — hf)u = vin H, i.e., R(I — hfy) = H. The operators
fe, £ = 1,...,s, are therefore maximal dissipative. The same argumentation holds
for f. O

Before we continue with our analysis we recapitulate a few properties of a general
maximal dissipative operator g : D(g) € H — H. The resolvent

(I—hg) ':H—> D@ CH
is well defined, for every 4 > 0, and nonexpansive, i.e.,
(I —hg)'u—(I—hg) g <|lu—v||g foral u,veH.

The latter follows directly by the definition of dissipativity. Furthermore, the resolvent
and the related Yosida approximation g(I — hg)~! satisfies the following.

Lemma6 Ifg: D(g) € H — H is maximal dissipative, then

lim (I — hg) " 'u = d i I —hg) v =
hfb( g) u=u an hlfbg( g v=gv

in H for everyu € D(g) and v € D(g), respectively.

The proof of Lemma 6 can, e.g., be found in [3, Proposition II. 3.6] or [ 7, Proposition
11.3]. Next, we will relate the full vector field f with its decomposition > y_; f¢.

Lemma7 If the Assumptions 1-3 hold, then (\,_; D(f¢) € D(f) and fu =
Y i—y feu foreveryu € (", D(fo).
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Proof Choose a u € ();—; D(f¢), then u € (;_; Ve = V and the sum z =
>)_. feu € H satisfies the relation

N

(=2, 0 = Y _(Feu, vhyewy, = (Fu, v)yxy
=1

for all v € V. Hence, Fu € H*, which yields that u € D(f) and fu = —y~!
Fu=z. O

Unfortunately, the set D(f) is in general not equal to (;,_; D(f¢), as u € D(f)
does not necessarily imply that Fyu € H* forevery £ = 1, ..., s. This issue is well
known and we will encounter it when decomposing the p-Laplacian; compare with
Sect. 6. We will therefore assume that the mild regularity property below holds.

Assumption4 V C R(I — hfls_, p(sy) forallh > 0.

Under this assumption one has the following identification, which is sufficient for our
convergence analysis.

Lemma 8 Ifthe Assumptions 1-4 hold, then the closure Off|ﬂi=1 i I8 [ le,

graph(f|ﬂ;:1 D(f) = graph(f).

Proof By Lemma 7 and the fact that the maximal dissipative operator f is closed [3,
Proposition I1.3.4], we obtain that

graph(fls_ p(sy) S graph(f) = graph(f).
Next, choose an arbitrary (4, fu) € graph(f). Since
we DSV SR(I=nfln, b)) -

we can define v, € ();_; D(f¢) via

-1
vp =0 —hf) 'u= (1 —hfln;_, D(m) u
for every i > 0. By Lemma 6, we have the limits

li = d i = li [ —hf) = in H.
hl_r)r})vh u an hl_)rl%)fvh hl—IH)f( f)" u= fu in

Hence, the set graph(f|s_, p(y,)) is dense in graph(f), i.e., its closure in H x H is
equal to graph(f). O
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5 Abstract evolution equations and their approximations

With the Friedrich formulation of our full vector field f : D(f) € H — H, the
parabolic equations all take the form of an abstract evolution equations, i.e.,

w= fu, u(0)=n, )

on H. Furthermore, with the decomposition f = Y;_, fe, the splitting schemes (3)
and (4) are given by the operators

N N

Sy = ; ;(1 —hsfy)':H—>H and P, =£[1(1 —hf)"  H > H,

respectively. Here, S;'n and P}'n are both approximations of the exact solution u at
time t = nh.

As the resolvent of a maximal dissipative operator is well defined and nonexpansive
on H, it is a natural starting point for a solution concept. To this end, consider the
operator family {e'/};~¢ defined by

—n
e'fp = lim (I—if) n,
n— o0 n

where the limit is well defined in H for every n € Tf) and ¢t > 0; see [6, Theorem I].
The operator family {etf }s>0 1s in fact a (nonlinear) semigroup and each elf : D(f) —
D(f) is a nonexpansive operator on H. The unique mild solution of the evolution
Eq. (5) is then given by the function u : 7 > e’/ 5, which is continuous on bounded
time intervals. An extensive exposition of the nonlinear semigroup theory can, e.g.,
be found in [3].

There is a discrepancy between the domain of the solution operator, i.e., D(e//) =
Tf), and the fact that the operators S, and P, are not necessarily invariant over it.
In order to avoid several technicalities induced by this, we will assume the following.

Assumption 5 The domain D(f) is dense in H.

As f is the closure of f |ﬂi:1 D(f,)» One has the inclusions

D(fIry_, pis) € DU € DU, pis)s

which implies that D(f) = D(f|ﬂ‘2:1 p(fy))- Hence, D(f|m:l D(fy)) 1s also dense in
H when Assumption 5 holds.

We can now formulate the following simplified version of the Lax-type convergence
result given in [5, Corollary 4.3].

Lemma 9 Consider an operator family {Gp}n~0, where each operator Gy, : H — H
is nonexpansive on H and the operator family is consistent, i.e.,

lim * (G, — Du= fu inH forallu e ni_ D(f).
h—0h
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If the Assumptions 1-5 hold, then

tim /G2, — <], =0

n—oo
foreveryn € H andt > 0.

Theorem 1 If the Assumptions 1-5 hold, then the sum splitting (3) is convergent in H
to the mild solution of the abstract evolution Eq. (5), i.e.,

im [[87),n —en], =0

foreveryn € Handt > 0.

Proof As eachresolvent (I — hs fg)_l is nonexpansive on H for all values of s > 0,
one has the bound

N
1 — —
IShu = Spvllm < < DI —hsfo ™ u— 0 —hsf)vlln < llu —vla.
=1

and Sy is therefore nonexpansive on H. To validate the consistency of {S;}r~0, we
first observe that

(T =nsfo™ 1) = sfeld = hsf)™".

The consistency can then be formulated in terms of the Yosida approximation, i.e., for
every u € N;_, D(f¢) one has the limit

LSi-nu=Yy 1L ((1 —hsf) - 1)u

=1
=Y fill —hsf)"'u— Y fou= fu
(=1 =1

in H, as h — 0; compare with Lemma 6. The desired convergence is then proven as
the hypotheses of Lemma 9 hold. O

Theorem 2 If the Assumptions 1-5 hold, then the Lie splitting (4) is convergent in H
to the mild solution of the abstract evolution Eq. (5), i.e.,

tim |22, —<n], =0

n—00

foreveryn € H andt > 0.
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Proof We once more prove convergence by validating the hypotheses of Lemma 9.
The nonexpansivity of the operator P, on H follows trivially as every resolvent (I —
hfy)~! has the same property. In order to validate the consistency of {P;}50, let
u € My_,; D(fe) and consider the telescopic expansion

| s 1 s

S (Py—Du=7) ((1 —hfp)' - 1) wen =y fold —hf)  uen, ()

(=1 =1

where 1, = u and

wen=U—hfe_)) oI —hf)"u fore=2,...s.

As the arguments of the Yosida approximations in (6) are # dependent, we can not
directly use Lemma 6. Instead, we assume for the time being that the limit

.1 .
Iim —(u —u =z¢, InH, 7
Jim - ( eh) = ze (N
exists. By introducing the maximal dissipative operator
e :D(fe) CH— H:uwr— fiu—zg,

which satisfies (1 — hfg)_lug’h = (I —hey)~! (ue.n, +hzy), we have the reformulation

— 1 — 1 —
fed = hf)" uen = o (I —he))™ (wen +hze) = o (I —he)™'u

1 — 1
+ ((1 — hey) 1—1)u+z(u—ug,,,).
By Lemma 6 and the nonexpansivity of (I — heg) ™!, one then obtains the limit

Lo = hfe) " wen — feuln
1 — 1 —
< |kt = heo N wen +hzo) = (4 = heyu|
H

+ H% ((I —heg)_l — I)u —equ

1
o + HE (u —ugp) +equ — feuHH

< ”—l (u —uep) +z¢ H + [ee(I — hee) ™ 'u — equ
h H H

+ Hl(u—um)—zeH — 0, ash— 0.
h ’ H
Hence, if (7) exists then limy—.q fe(I — hfg)_lug’h = feu. Furthermore, if (7) exists
forevery £ =1, ..., s, thenlim,_o1/h (P, — )u = fuin H.

The limit (7) obviously exists for £ = 1. If it exists for £ = k then it also exists for
L=k+1,as
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% (W —ugy1,n) = 1 (u —upp) — % ((1 —hfi)”' - 1) Uk, h

h
1 _
=5 —uep) = fil = hfi) Yk n — 2k — fru
in H, as h — 0. By induction, the limit (7) exists forevery £ = 1, ..., s, and {Py}>0
is therefore consistent. O

Remark 2 The results can be extended to perturbed equations & = (f + g)u, e.g.,
arising if a lower-order advection or reaction term is added to the diffusion process.
Here, g and f + g are both assumed to satisfy a shifted dissipativity condition of the
form

(gu—gv.u—v)y < Mlglllu —v||3; forallu,ve D(g),

with M being a nonnegative constant, and the range condition R(/ — hg) = H for
h € (0,1/M). This is, e.g., satisfied when g : H — H is Lipschitz continuous. More
elaborate perturbation examples are given in [3, Section I1.3.2]. For these perturbed
evolution equations, one has convergence for the modified splitting schemes, with a
single step given by

Sp=U—hg)" 'S, and P, = —hg)" ' Py,

respectively. If g : H — H is in addition Lipschitz continuous, then convergence is
also obtained for the semi-implicit schemes

Sp=(+hg)Sy and P, = (I + hg)Py.

The convergence of the modified schemes follow just as for the proof of Theorem 2
together with the fact that [5, Corollary 4.3] is valid for operators G, that have Lipschitz
constants of the form 1 4 Ch.

6 Parabolic equations of p-Laplace type

As a first problem class we consider the parabolic equations of p-Laplace type with
homogeneous Neumann boundary conditions, i.e.,

ou/ot =V -a(Vu) in 2 x (0,7T),
a(Vu) -n=0 ond2 x (0,7), (8)
u0) =n in £2.

The domain £ C R? is assumed to have a locally Lipschitz boundary 82, and the
map o : 2 x R? — R? satisfies Assumption 3 for a given p > 2. The classical
p-Laplacian is then given by

alx,z) = |z|P 2z
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After multiplication with v and a subsequent integration by parts, the variational form
of (8) and its decomposition is formally given by

(Qu/0t,v) 120y = —/;Za(Vu) -Vvdx = — Z/Q xea(Vu) - Vodx. (9)
=174

Here, we have introduce a domain decomposition {.Qg}'z: 1» Where U‘E: 182 = £2,
together with a partition of unity { x,};_, chosenin W 1.%0(2); compare with Remark 1.
In order to fit the variational form into the abstract setting of Sect. 3, we choose the
pivot space H = L?(2) and the operator § as the distributional gradient
§:L*(2) —> 7' (2)! 1 ur> Vu.

This choice of § fulfills the continuity Assumption 1, since for a convergent sequence
{uptnen C L%(£2) and an arbitrary ¢ € Cgo(.Q) one can write

lim (Dju,)(¢) = — lim / upDjpdx = —/ uDjpdx = (Dju)(p)
n— o0 n—o0 Q Q

foreveryj =1, ...,d, where D; is the j-th partial derivative in a distributional sense.
The space V is then

V={ueL*): VueLP(2)"}.
A bootstrap argument using the Sobolev embedding theorem yields the identification
V = WhP(£2). Since WP (£2) is dense in L?(£2), Assumption 2 is also fulfilled.

With these choices, 8, u is simply the weak gradient of u € WP (£2) and we obtain
the standard energetic form F : V — V* of p-Laplace type vector fields, i.e.,

(Fu,v)y=xy = / a(Vu) - Vudx.
2
The domain of the corresponding Friedrich extension can be written as
D(f) = [u € WI'P(£2) : there exists a z € L?(£2) such that

—/ oz(Vu)~Vvdx=/ zvdx forallver’I’(.Q)],
2 2

and fu is given by the weak divergence of «(Vu). The same characterization can
be made for F, and fy, respectively. Applying Lemma 5 the operators f and f¢,
£=1,...,s,are maximal dissipative and Lemma 7 yields that

(1D S D) and fu=)_ fuu forue()D(fo).

=1 =1 (=1
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supp(u(t) )

0,

-
N

Q3

00

Fig.2 An example of a domain decomposition {£2; }2:1 that fulfills (10)

Validation of Assumption 5 requires further structure of the map «. For the classical
p-Laplacian the related « is continuously differentiable and «(0) = 0, which implies
that C§°(£2) is a subset of D(f). Hence, D(f) is dense in L2(£2) and Assumption 5
is valid in this context. Finally, if Assumption 4 holds then the convergence results
from Sect. 5 can directly be applied.

Apart from the special cases whend = 1 or p = 2, the domains D( f) of p-Laplace
type vector fields can not be expected to coincide with ();_; D(f¢). The issue is that
for an element u € D(f) one has

fou =V - (xe(Vu)) = Vxe - a(Vae) + 4V - a(Va),

where the function (V) only lies in L”?~D(£2)?, with p > 2. The term fou is
therefore, in general, not an L?(§2) function. In order to give a possible setting for
which Assumption 4 is valid, we assume that the domain decomposition {£2,};_, is
chosen such that

s—1
closure <U .Qg) \3R2 = 0. (10)
0=1

That is, the subdomain §2; separates the boundary 92 from the other subdomains; as
illustrated in Fig. 2.

Lemma 10 Consider a domain decomposition {‘Qf}z=1 that satisfies (10) and with
subdomains §2¢, £ = 1,...,s — 1, that all have the segment property. If p > 2
in addition satisfies p > (d + 1)/2 and the map « fulfills Assumption 3(a2) with
¢ € L*(82), then the Friedrich extension f of a p-Laplace type vector field and its
decomposition into the operators fy fulfill Assumption 4.

Proof For an arbitrary g € V = W17 (£2) there exists a unique u € D(f) such that
u — hfu = g and Assumption 4 is then valid if u € | J;_; D(f¢). To prove this, we
first observe that fu = V-a(Vu) = (u—g)/h € WHP(2) and WHP(2) — L7 (£2)
for some r > dp/(p — 1), as p > 2 and p > (d + 1)/2. Hence, [8, Theorem 2 and
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Remarks pp. 829-830] implies that Vu is locally Holder continuous on 2 and we
obtain that

a(Vu)lg,, € L*(2in)?

int
for every open domain £2;,; such that Qint C 2.
Asu € D(f), we have the integration by parts

—/ a(Vu)-dex:/ V-a(Vu)wdx (11
2 2

for every w € WP (£2). Due to the extra interior regularity of a(Vu) we can, e.g.,
extend (11) to all w = wy 4+ wy, where w; € W7 (£2) and wy € H'(£2) is a.e. zero
on £2 \ £2;,; for some open subdomain £2;,, that has the segment property and fulfills
Qi C 2. The latter implies that w; is the zero extension of wa|o, , € HO1 (£2in1);
see, e.g., [1, Theorem 5.29].

Next, letv € V; € L2(2),for¢ =1, ..., s, and consider Xev € L%(£2). Here,

int

D;(xev) (@) = D;j(v)(xe9) +/Q(Dj)(€)v§0dx = /;2 (xe(Bp,ev)j + (Djxe)v)p dx
4

for every ¢ € CSO(Q), i.e., X¢v € HY(£2) and xev =0a.e.on 2\ £2¢.If £ < s then
xevle, € Hy(52¢).

For¢ =1,...,s—1,wecan test with w = x,v and integrate by parts (11). Writing
out V(x,¢v) and rearranging the terms gives us

—/ xeae(Vu) - 8, gvdx :/ (ng-a(Vu)—f—VXg ~ot(Vu))vdx,
20 2

ie.,u € ﬂ};} D(fy), as the integrand on the right-hand side is in L?(£2).

Itremains to prove that i lies in D( f). As the closure of U“z;ll £2¢ does not intersect
the outer boundary 952, we can choose an open subset §2,,; C 2, such that x; = 1
on $2,,:, its boundary 02,,; is locally Lipschitz continuous and 0§2 C 02;. Let
v € Vi, then x48, 50 = Vv ae. on 2,4 and x,0|2,,, = V|2, € WP (20u). The
local Lipschitz continuity of d£2,,, implies, e.g., via [1, Theorem 5.24], that there
exists an extension w; € WP (£2) such that w; = x,v a.e. on §2,,,. Furthermore,
Wy = XU — w| € HY(£2) is zero a.e. on 2y, i.e., it is a zero extension of an
Hé (£2i;) function on some subdomain £2;,;, with 082;,; C $2,,:. For every v € Vj
we therefore have a partitioning of the form w = yyv = w; + w; and the integration
by parts (11) is well defined for £ = s. By the same argumentation as for £ < s, one
obtains that u lies in D( f5). O

Remark 3 From a numerical perspective the construction (10) with a separating sub-
domain £2; is suboptimal for general time dependent PDEs, as it may increase the
amount of communication in the implementation of scheme. However, as discussed
in Sect. 1, we are foremost interested in the approximation of solutions with compact
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support in §2. Hence, for sufficiently short time intervals (0, T') there is obviously no
communication related to £2;; as exemplified in Fig. 2.

7 Parabolic equations of porous medium type

A second problem class that fits into our abstract setting is the parabolic equations of
porous medium type with homogeneous Dirichlet boundary conditions, i.e.,

du/dt = Aa(u) in 2 x (0, T),
a(u) =0 ondf2 x (0,7), (12)
uQ)=n in £2.

Here, the domain £2 C R is assumed to have a locally Lipschitz boundary 82, and
the map v : £2 x R — R fulfills Assumption 3 for a given p that satisfies

pe(l,00) if d<2, and pe[2d/d+2),00) if d> 2.

This restriction on p is made in order to assure the embedding

HE(2) <5 Lo (@), (13)

which is central in our forthcoming analysis. The standard porous medium equation
is then given by

a(x,z) = |z|P7%z, with p > 2,

and the fast diffusion equation is obtained for the same «, but with 1 < p < 2;
see [25]. The two-phase Stefan problem [11, Section 5.10] follows by choosing

a(z+1) forz < —1
a(x,z2) =10 forz e (—1,1)
b(z—-1) forz > 1,

where a, b > 0, and Assumption 3 is then valid for p = 2.
After multiplying (12) by w, where —Aw = v in §£2 and w = 0 on 9£2, and inte-
grating by parts twice, the variational form of (12) and its decomposition is formally

—(—=A dx = — dx = — dx. 14
fgat( 7oy == [ atovax ;:lj [ ratovar. g

Above, we have once more introduced a domain decomposition {£2¢};_, of §2 together
with a partition of unity {),};_,.
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With the proper interpretation, the left-hand side of (14) is given by the inner
product on H -1 (£2); compare with [14, Bemerkung III.1.13]. The formal variational
formulation (14) therefore leads us to choosing the pivot space H = H~!(£2) and the
operator

§:H ' (2)—> 2'(2):u > u.
The operator § obviously fulfills the continuity Assumption 1. The space V is now
V= {u € H™'(£2) : there exists a v € L”(£2) such that
1 p/(p— *
(u, (p)H_l(Q)XHOl(Q) = /Q vodx forall p € Hy (.Q)} = (L’/(” V()"

and as before §,u = v, where v is the unique function stated in the definition of V.
By the embedding (13) and [14, Bemerkung 1.5.14], we obtain that

(L0 2))" < B (),

i.e., Assumption 2 is fulfilled. With these choices, we have the energetic form F :
V — V* given by

(Fu, v)y+xv =/ a(Spu)spvdx.
2

In order to characterize the Friedrich operator f, we introduce the Dirichlet Lapla-
cian —A : H& (2) > H1(£2), where

(=Au, v)g-12)xnl @) = /QVM -Vvdx forallu,v e Hy(£2).

As —A is the Riesz isomorphism from HO1 (£2) to H1(£2), the inner product on
H~1(£2) satisfies

1
(U, V)g-1(0) = Z(HM + ol -1y — U = vlig-112))
1 _ _
3 (1= @+ Do) = 127 0= D))

- ((—A)_lu, (—A)_lv)

Hi(£2)

-1
= (u, (=4) U>H*1((2)><HO] (£2)

for all u, v € H~'(£2); compare with [10]. Next, for u € D(f) there exists a z €
H~1(£2) such that

—/ a(8pu) Spvdx = (2, V) y-1() = (v, (—A)_lZ)H—l(Q)xH(}(Q)
Q
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forall v € (L”*~1(£2))", or equivalently
—/ a(8,u) wdx =/ w(—A)"'zdx forallw € LP(£2).
2 2

Hence, —a(8,u) = (—A)" 'z e HO1 (£2); see, e.g., [1, Lemma 3.31], and we obtain
the characterization

D(f) = {u e (L"""(2))" : a(8pu) € Hy ()},
and fu = Aa(Spu) foru € D(f).

Analogously to Sect. 6, we have R(8) = H~!(£2) C 2'(£2) and we can therefore
allow a partition of unity {x,} in WI'OO(.Q). The spaces Vy, £ =1, ..., s, are then

Vi={ue H™'(£2) : there exists a v € L?(£24, x¢) such that
(xeu, (p)H_l(_Q)XHOl(_Q) = /Q xevpdx forevery ¢ € HO1 (.Q)}.
14
Again, we write §,, ¢u for the unique L?(§2,, x,) function v from this definition.

After introducing Fy and fy, as described in Sect. 3, we have by Lemmas 5 and 7
that the operators f and fy, £ = 1, ..., s, are maximal dissipative and

N N
fu=7)_ fuu forue()D(fo) S D).
=1 =1
Instead of Assumption 4 we can prove the stronger condition
N

() D(fo) = D(S).

=1
To prove the equality take an arbitrary u € D(f). Since a(§pu) € Hol(.Q), we also
have that y,a(8,u) € HO1 (£2) for every weight function x, € w0 (£2) and

- f Xfa(Spu) 5[J,Zv dx = (v, _Xfa((spu))H—l(Q)XHOl(_Q)
£2¢

= (A(xea (Spu)), U)H*‘(Q) forall v e V,.

That is, u also liesin D(fy) for£ =1, ..., 5.

Assumption 5 requires some further regularity of the map « and the validation
that a(8,u) vanishes on the boundary 92. For the porous medium equation and the
two-phase Stefan problem one has that «(¢) € Hé (£2) for every ¢ € Cgo (£2). The
set of functionals of the form v — fQ uvdx, where u € Cg°(£2) and v € HO1 (£2), is
therefore a subset of D( f). It is also a dense subset of H™1(2), as CSO(Q) is dense
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in L2(£2) and L%(£2)* is dense in H~'(£2). Hence, Assumption 5 is valid for these
two prototypical examples, and the convergence results of Sect. 5 hold.

Remark 4 The variational setting of porous medium type equations, with H~!(£2) as
pivot space, is by no means standard. However, it enables a clear-cut way of introducing
the related Friedrich operator. The variational setting has, e.g., been proposed in [14,
Bemerkung 1.5.14]. It has also been employed in [10] when proving convergence
of finite element/implicit Euler approximations for the porous medium equation, on
its very weak form. Note that the standard approach to prove that A« is a maximal
dissipative operator on H~!(£2) is to directly observe that it is the gradient of a convex
function; see [4, Example 3].

8 Numerical experiments

We conclude by illustrating the convergence of the sum (3) and Lie (4) splitting
schemes. In order to obtain a numerical example where the spatial error is negligible,
we will consider a nonlinear parabolic equation with a known solution and a fine
spatial grid. To this end, we choose the classical one-dimensional parabolic p-Laplace
equation, i.e., Eq. (8) with

Q=(-L,L), L>0, and a(x,z)=|z|"%z, p=>2.

If the initial value is chosen as the Dirac delta then the solution of the parabolic
p-Laplace equation in R x (0, T') is given by the Barenblatt solution

1 Nl
Bpeen = g[1=e ()]

where A = 1/(2p — 2), k = A"V (p —2)/p and [x]; = max{0, x}. As we require
the initial value 5 in (8) to be an LZ(Q)—element, we choose 1(x) = Bp(x, ty) for a
to > 0. The solution is then given by u(x,t) = By(x,t +t9) fort € (0, T'), where
the end time 7 is assumed to satisfy the condition supp(u(7')) C §2.

Next, observe that one time step of either splitting scheme consists of solving
equations of the form vy = z + hfyvg, or equivalently

d d
(e, w2y = (@, W2y — h fm Xeo (aw) ¥ dx forallw e Vp. (15)

A possible finite element discretization is obtained by equidistantly partitioning £2
into M subintervals [—L, —L + Ax], (—L+ Ax, —L+2Ax], ..., (L — Ax, L], with
Ax = 2L/M, and replacing V, with the finite dimensional space Sy, consisting of
continuous functions on §2 that are linear in each subinterval. Let {¢j} C Sy denote
the standard basis of hat functions and assume that £2 is the union of the i subintervals
[xo0, x11, (x1, x2], .. ., (Xm—1, Xm]. For zpy € Sy being a known approximation of the
element z from (15), with 7y = Z;":O djp;on 2, the finite element approximation
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of v, then has the form vp pr = Z;flzo cjpj on £2; and ve.M = Zum otherwise. By
employing mass lumping [23, Chapter 15], the unknown coefficients {c j}’l’?:O satisfy
the algebraic equation system '

2h
o =do+A—pr1/2a(c1 —¢o),
h h .
cj=dj+ mijrl/zot(ch —cj) — m){jq/za(c‘j —cj—1), j=1,...,m—1,

2h
e =dp — mefl/Za(Cm — Cm—1),

where xj11, = Vax [ ;Cj i*! y¢ dx. By utilizing Newton’s method for the algebraic
equation systems, we obtain computable space time discretizations based on domain-
decomposition splittings.

For our numerical experiments we set L = 3, tp = 0.1, T = 5 and decompose
£2 into eight consecutive subdomains £24, ..., 2y, all of the same width and with
equally sized overlaps. We also introduce a fine equidistant partitioning of £2 with
M = 8700 subintervals, such that each of the seven overlaps contain 100 subintervals.
In the implementation of the Lie splitting we set s = 2,

21 =24 URLcURp UL and 2 = NRpUL2p U QLrULyY.

When the same domain decomposition is employed for the sum splitting, we refer to
it as the Sum2 scheme. In order to study the influence of the number of operators f; in
the splitting schemes, we also consider the sum splitting with a s = 4 decomposition,
where

21 = 24U RE, 2 =R2pUQRF, 23=82cU L2 and 24 = 2p U 2y.

This is referred to as the Sum4 scheme. In all cases, the weight functions { Xg};:] C
W1:2°(£2) are chosen to be continuous and piecewise linear. We finally estimate the
full (space time) error at time r = 5 in the norm of L2(2), by taking the difference
between the numerical approximation and the linear interpolation of the exact solution.

The L2-errors for various time steps 4 and p = 6 are presented in Fig. 3 for the Lie,
Sum?2 and Sum4 schemes. As a reference, we also give the errors for the implicit Euler
(IE) scheme. From the results it is clear that the approximation schemes converge and
the temporal errors are dominating the full error. If the latter was not the case, the error
curves would level out for small time steps /4. In this somewhat academic example,
we even obtain the classical first-order convergence for all the schemes. This is most
likely due to the regularity of the solution, which is smooth away from the interface
between u = 0 and u > 0. Note that such regularity is not to be expected in general
and neither is first-order convergence.

Comparing the results of Sum2 and Sum4 reveals that the error constant dubbles
when passing from s = 2 to s = 4 operators, which comes as no surprise as the time
step & is scaled by the number of operators in the sum splitting (3). Hence, the number
of operators should be kept at a minimum to assure a moderate error constant. Note
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Fig.3 The L2-errors at time ¢ = 5 with respect to the time step & for various time integrators and p = 6
(left) and for the Sum?2 splitting scheme and various p values (right), respectively

that for complex geometries in d > 1 spatial dimensions, one is typically forced to
use s > 2 operators in order to obtain a reasonable spatial accuracy.

We conclude by investigating the influence of the parameter p on the convergence of
the sum splitting schemes (similar results hold for the Lie splitting). In Fig. 3 the con-
vergence for the Sum?2 method is illustrated for various time steps 4 and p = 6, 9, 30.
As seen from the results, the convergence rate does not seem to be affected by the
parameter p. The only observed impact on the splitting integrators is a mild time step
restriction for extreme p values. This is in stark contrast to classical domain decompo-
sition schemes applied to the elliptic p-Laplace equation. Here, the the convergence
rate, with respect to the number of iterations, is predicted to deteriorate for large values
of p [22, Section 5].
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