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Abstract
The aim of this paper is to prove a normal form Theorem for Dirac–Jacobi bundles using a
recent techniques ofBursztyn, Lima andMeinrenken.As themost important consequence,we
can prove the splitting theorems of Jacobi pairswhichwas proposed byDazord, Lichnerowicz
and Marle. As another application we provide an alternative proof of the splitting theorem
of homogeneous Poisson structures.
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1 Introduction

Since the work of Weinstein [17], in which he proved his famous local splitting theorem for
Poisson manifolds, many works appeared concerning different viewpoints on the proof and
even giving more general statements, namely normal form theorems. Frejlich and Marcut
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proved a normal form theorem around Poisson (cosymplectic) transversals of Poisson man-
ifolds in [7]. In [6] they used the techniques of Dual Pairs to prove a similar statement for
Dirac structures. Finally, there is a unified approach by Bursztyn, Lima and Meinrenken in
[3] to prove normal forms for Poisson related structures.

Jacobi geometry was introduced by Kirillov in [10] as local Lie algebras and indepen-
dently by Lichnerowicz [11]. They have a deep connection to Poisson geometry, since every
Poisson structure defines a Jacobi bracket. Moreover, every Jacobi structure induces a Pois-
son structure on a manifold of one dimension higher, this is known as the symplectization or
homogenization, see [2] and its references for a detailed discussion. In Jacobi geometry there
is also a local splitting theorem available, which was proven by Dazord, Lichnerowicz and
Marle in [5]. Nevertheless, after this work, the parallels in the work of Poisson and Jacobi
geometry stopped, at least in the context of local structure. The aim of this paper is to fill
these gaps, prove normal form theorems for Jacobi bundles and give a more intrinsic proof of
the splitting theorems. To do so, we will choose the approach of [3] and start with so-called
Dirac–Jacobi bundles which generalize the notion of Jacobi structures.

Dirac–Jacobi bundles were introduced in [14] byVitagliano and are a slight generalization
of Wade’s E1(M)-Dirac structures (see [16]). Moreover, these bundles are a Dirac theoretic
generalizations of Jacobi bundles, as usual Dirac structures are for Poisson manifolds.

We want to stress that the methods used in this note are also suitable for proving splittings
for involutive fat anchored vector bundles (E, L → M, ρ), i.e. a vector bundle E → M , a
line bundle L → M and a bundle map ρ : E → DL where DL is the Atiyah algebroid of L ,
such that �∞(ρ(E)) is closed with respect to the bracket, as well as Jacobi-algebroids (see
[13]). We do not want to treat that in detail since every involutive fat anchored vector bundle
is in particular, by composing ρ with the anchor of DL , an involutive anchored vector bundle
and can be treated with the methods in [3]. The same holds true for Jacobi-algebroids.

This note is organized as follows: we recall the necessary structures in order to define
the setting for Dirac–Jacobi structures, the omni-Lie algebroid of a line bundle (see [4]) in
Sect. 2. Afterwards, we introduce the notion of Euler-like derivations, which are the crucial
ingredient for the proofs of the main theorems. After this we are able to provide a normal
form theorem for Dirac–Jacobi bundles, which is the main part of Sect. 4. In the following
section, we want to apply this normal form theorem to the special case of Jacobi bundles,
which allows us to state and prove two normal form theorems for Jacobi bundles, which
allow us to give a different proof of the splitting theorems of Jacobi pairs, first provided in
[5]. Moreover, we can apply these theorems to provide a splitting theorem for homogeneous
Poisson structures around points where the homogeneity does not vanish, which was also
done in [5]. Note that in [5] the proof works exactly the other way around: they prove a
local splitting of homogeneous Poisson structures and use it to prove the splitting of Jacobi
structures.

2 Preliminaries and notation

This introductory section is divided into two parts: first we recall the Atiyah algebroid of a
vector bundle and the corresponding Der -complex with applications to contact and Jacobi
geometry. Afterwards, we introduce the arena for the so-called Dirac–Jacobi bundles, the
omni-Lie algebroids, and give a quick reminder of Dirac–Jacobi bundles together with the
properties we will need afterwards.
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2.1 Notation and a brief reminder on Jacobi geometry

The notions of Atiyah algebroid of a vector bundle and the associated Der -complex are
known and are used in many other situations. This section is basically meant to fix notation.
A more complete introduction to this can be found in [14] and its references. Nevertheless,
the notion of omni-Lie algebroids was first defined in [4], in order to study Lie algebroids
and local Lie algebra structures on vector bundles.

For a vector bundle E → M , we denote its gauge or Atiyah algebroid by DE → M and
by σ : DE → T M its anchor. Note that D is a functor from the category of vector bundles
with regular, i.e. fiberwise invertible, vector bundle morphisms to Lie algebroids. Hence, for
a regular � : E → E ′, we denote by

D� : DE → DE ′

the corresponding Lie algebroid morphism.We are mostly dealing with line bundles L → M
for which we have the identity DL = (J 1L)∗ ⊗ L , where J 1L is the first jet bundle and sec-
tions of DL are canonically identifiedwith the first order differential operatorsDiffOp1(L, L)

and are called derivations of L . The philosophy is that DL is supposed to replace the tangent
bundle in the category of line bundles, and hence sections of it are playing the role of vector
fields. The (local) flow of a derivation � ∈ �∞(DL) is defined as a one-parameter group of
automorphisms �t ∈ Aut(L) covering φt ∈ Diffeo(M) given as the unique solution of the
ODE

(�∗
t �)(λ) = d

dt
�∗

t λ

for all λ ∈ �∞(L), where �∗
t � = D�−1

t (�) ◦ φt and �∗
t λ(p) = �−1

t λ(φt (p)).
The gauge algebroid DL → M has a (tautological) Lie algebroid representation on L .

The corresponding Lie algebroid complex with values in L is denoted by(
	•

L(M) = �∞(
•(DL)∗ ⊗ L), dL

)
.

Elements of 	•
L(M) are referred to as Atiyah forms. Since there is an insertion

ι : �∞(DL) × 	•
L(M) 	 (�, α) 
→ ι�α ∈ 	•−1

L (M),

we can also define a Lie derivative in the direction of � ∈ �∞(DL) by

L� : 	•
L(M) 	 α 
→ [ι�, dL ]α = ι� dLα + dL ι�α ∈ 	•

L(M).

Note thatL1 = id	•
L (M), which can be computed directly. This means nothing else but ι1 is

a contracting homotopy of the differential dL .
We briefly discuss Jacobi brackets in this setting. A Jacobi bracket is a local Lie algebra

structure on the smooth sections of a line bundle L → M , i.e. a Lie bracket {−,−}: �∞(L)×
�∞(L) → �∞(L), such that

{λ,−} ∈ �∞(DL)

for all λ ∈ �∞(L).

Remark 2.1 Let {−,−} be a Jacobi bracket on a line bundle L → M . Then there is a unique
tensor, called the Jacobi tensor, J ∈ �∞(
2(J 1 L)∗ ⊗ L), such that

{λ,μ} = J ( j1λ, j1μ)
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for λ,μ ∈ �∞(L). Conversely, every L-valued 2-form J on J 1L defines a skew-symmetric
bilinear bracket {−,−}, but the latter needs not to be a Jacobi bracket. Specifically, it does
not need to fulfill the Jacobi identity. However, there is the notion of a Gerstenhaber-Jacobi
bracket

[−,−]: �∞(
i (J 1L)∗ ⊗ L) × �∞(
 j (J 1L)∗ ⊗ L) → �∞(
i+ j−1(J 1L)∗ ⊗ L),

such that the Jacobi identity of {−,−} is equivalent to [J , J ] = 0 see [13, Chapter 1.3] for a
detailed discussion. Finally, a Jacobi tensor defines a map J 
 : J 1 L → (J 1 L)∗ ⊗ L = DL .

When L is the trivial line bundle, than the notion of Jacobi bracket boils down to that of
a Jacobi pair.

Remark 2.2 (Trivial Line bundle) Let RM → M be the trivial line bundle and let J be a
Jacobi tensor on it. Let us denote by 1M ∈ �∞(RM ) the canonical global section. Using the
canonical connection

∇ : T M 	 v 
→ ( f · 1M 
→ v( f )1M ) ∈ DRM ,

we can see that DL ∼= T M ⊕ RM and hence

J 1RM = (DRM )∗ ⊗ RM = T ∗M ⊕ RM .

With this splitting, we see that

J = 
 + 1 ∧ E

for some (
, E) ∈ �∞(
2T M ⊕ T M). The Jacobi identity is equivalent to �
,
�s +
2E ∧ 
 = 0 and LE
 = 0, where � · , · �s is the Schouten bracket. The pair (
, E) is
often referred to as Jacobi pair and in fact, Jacobi structures have been introduced in [11]
as Jacobi pairs and the splitting theorem in [5] is proven for Jacobi pairs. Moreover, if we
denote by 1∗ ∈ �∞(J 1RM ) the canonical section then we can write any ψ ∈ J 1RM as
ψ = α + r1∗ ∈ �∞(J 1RM ), for some α ∈ T ∗M and r ∈ R. We obtain

J 
(α + r1∗) = 

(α) + r E − α(E)1.

A more detailed discussion about Jacobi structures on trivial line bundles can be found in
[13, Chapter 2]. In a similar way, we can see that 	L(M)• = �∞(
•(T ∗M ⊕ RM )) =
�∞(
•T ∗M ⊕ 1∗ ∧ 
•−1T ∗M). Here 1∗ is the canonical section of RM , moreover the
differential dRM is defined by the relations

dRM (1∗) = 0 and dRM = ddR + 1∗ ∧ .

2.2 The Omni-Lie algebroid of a line bundle and its automorphisms

The omni-Lie algebroid plays the same role in Dirac–Jacobi geometry as the generalized
tangent bundle does in Dirac geometry. In fact, the parallels are evidently enormous. The
following definitions and Lemmas are obvious adaptations of the case of Dirac structures,
this is why we omit proofs. The following definitions and results in Dirac–Jacobi geometry
can be found in [14].

Definition 2.3 Let L → M be a line bundle. The vector bundle DL := DL ⊕ J 1 L together
with
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1. the (Dorfman-like) bracket

[[(�1, ψ1), (�2, ψ2)]] = ([�1,�2],L�1ψ2 − ι�2 dLψ1)

2. the non-degenerate L-valued pairing

〈〈(�1, ψ1), (�2, ψ2)〉〉 := ψ1(�2) + ψ2(�1)

3. the canonical projection prD : DL → DL

is called the omni-Lie algebroid of L → M .

Remark 2.4 In principle, one can consider the omni-Lie algebroid together with a bracket
twisted by an Atiyah 3-form, as it is done in Dirac geometry. But in the case of line bundles
the cohomology of the Der -complex is trivial and hence we prefer not to include it since
anyway, we can find an isomorphism of the two brackets.

We shall now introduce automorphisms of the omni-Lie algebroid, which mirrors the
definition of automorphisms of the generalized tangent bundle.

Definition 2.5 Let L → M be a line bundle. A pair (F,�) ∈ Aut(DL) × Aut(L) is called
Courant-Jacobi automorphism, if

1. D� ◦ prD = prD ◦F ,
2. �∗〈〈−,−〉〉 = 〈〈F−, F−〉〉 and
3. F∗[[−,−]] = [[F∗−, F∗−]].
The group of Courant-Jacobi automorphisms is denoted by AutC J (L).

For a line bundle L → M and � ∈ Aut(L), we define

D� : DL 	 (�, α) 
→ (D�(�), (D�−1)∗α) ∈ DL,

which gives canonically an automorphism D� ∈ Aut(DL), moreover (D�,�) is a Courant-
Jacobi automorphism. For a closed 2-form B ∈ 	2

L(M), we define

exp(B) : DL 	 (�, α) 
→ (�, α + ι�B) ∈ DL,

and see that (exp(B), id) ∈ AutC J (L).We can combine these two special kinds ofmorphisms
together with the action of Aut(L) on DL and find the following

Lemma 2.6 Let L → M be a line bundle. If we denote by Z2
L(M) the closed 2-forms, then

I : Z2
L(M) � Aut(L) 	 (B,�) 
→ (exp(B) ◦ D�,�) ∈ AutC J (L)

is an ismorphism of groups.

The group structure of the semi-direct product Z2
L(M) � Aut(L) is given by

(	1,�1) · (	2,�2) = (	1 + (�1)∗	2,�1 ◦ �2)

for (	i ,�i ) ∈ Z2
L(M) � Aut(L) for i = 1, 2. In a similar way, we can define infinitesimal

automorphisms of the omni-Lie algebroid.

Definition 2.7 Let L → M be line bundle. A pair (D,�) ∈ �∞(DDL)×�∞(DL) is called
infinitesimal Courant-Jacobi automorphism, if

1. [�, prD(ε)] = prD(D(ε)),
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2. �〈〈ε, χ〉〉 = 〈〈D(ε), ξ 〉〉 + 〈〈ε, D(χ)〉〉 and
3. D([[ε, χ]]H ) = [[D(ε), χ]] + [[ε, D(χ)]]
for all ε, χ ∈ �∞(DL). The Lie algebra of infinitesimal Courant-Jacobi automorphisms is
denoted by autC J (L).

Note that the flow of an infinitesimal Courant-Jacobi automorphism gives a (local) Courant-
Jacobi automorphism, in this sense, we can see autC J (L) as the Lie algebra of AutC J (L).
Similarly to the autmorphism case, we have

Lemma 2.8 Let L → M be a line bundle. Then

i : Z2
L(M) � �∞(DL) 	 (B,�) → ((�, β) 
→ ([�,�],L�β + ι�(B))) ∈ autC J (L)

is an isomorphism of Lie algebras.

The Lie algebra structure on the semi-direct product is given by

[(	1,�1), (	2,�2)] = (L�1	2 − L�2	1, [�1,�2])
for (	i ,�i ) ∈ Z2

L(M) � �∞(DL) and i = 1, 2.
For every section (�, α) ∈ �∞(DL) the map [[(�, α),−]] is an infinitesimal Courant-

Jacobi automorphism, in fact it is realized in Z2
L(M) � �∞(DL) by

i(− dLα,�) = [[(�, α),−]].
For later use, we want to talk about the flow of infinitesimal Courant-Jacobi automorphisms
and want to compute them as explicit as possible.

Lemma 2.9 Let L → M be line bundle. Let additionally (B,�) ∈ Z2
L(M) � �∞(DL). The

flow of i(B,�) is given by

I(γt ,�
�
t ) = I

(
−

∫ t

0
(��−τ )

∗B dτ,��
t

)

= exp
( −

∫ t

0
(��−τ )

∗(B) dτ)
) ◦ D��

t .

Corollary 2.10 Let L → M be a line bundle. For every (�, α) ∈ �∞(DL) the flow of
[[(�, α),−]] is given by

exp
( ∫ t

0
(��−τ )

∗ dLα dτ
) ◦ D��

t .

2.3 Dirac–Jacobi bundles

After having discussed the arena, we want to introduce the subbundles of interest: so-called
Dirac–Jacobi Bundles. As the name suggests, they are the analogue of Dirac structures in
the generalized tangent bundle. In fact, the definition is (up to some obvious replacements)
the same.

Definition 2.11 Let L → M be a line bundle. A subbundleL ⊆ DL is called a Dirac–Jacobi
structure if

1. L is involutive with respect to [[−,−]],
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2. L is maximally isotropic with respect to 〈〈−,−〉〉.
Remark 2.12 Let L ⊆ DL be a Dirac–Jacobi structure on a line bundle L → M and let
(F,�) be a Courant-Jacobi automorphism, then

F(L) ⊆ DL

is a Dirac–Jacobi structure on L → M . Moreover, we denote a transformation with a closed
2-form B ∈ 	2

L(M) by

LB := exp(B)(L).

Proposition 2.13 Let L → M be a line bundle and let J ∈ �∞(
2(J 1 L)∗ ⊗ L) be a Jacobi
structure, then

LJ := {(J 
(ψ), ψ) ∈ DL | ψ ∈ J 1L}
is a Dirac–Jacobi structure. If a Dirac–Jacobi structure L ⊆ DL fulfills

DL ∩ L = {0},
then there is a unique Jacobi structure J ∈ �∞(
2(J 1 L)∗ ⊗ L), such that LJ = L

Proof The result follows the same lines as the well-known fact in Poisson geometry. ��
Another interesting example ofDirac–Jacobi bundles,which also plops up in Jacobi geometry,
is

Definition 2.14 Let L → M be a line bundle. A Dirac–Jacobi structure L ⊆ DL is called of
homogeneous Poisson type, if

rank(L ∩ DL) = 1.

The name of these objects is justified by the following

Lemma 2.15 Let L → M be a line bundle and let L ⊆ DL a Dirac–Jacobi structure of
homogeneous Poisson type, then for every point p ∈ M there exists a local trivialization
LU = U × R, a flat connection ∇ : TU → DLU ∼= TU ⊕ RU and a homogeneous Poisson
structure π ∈ �∞(
2TU ) with homogeneity Z ∈ �∞(T M), i.e. LZπ = −π , such that

L
∣∣∣
U

= {(r(1 − ∇Z ) + ∇π
(α), α + α(Z)1∗) ∈ DL
∣∣∣
U

| r ∈ R, α ∈ T ∗M},

where we use the inclusion T ∗M → J 1L by α(∇X ) = α(X) and α(1) = 0.

Proof Let p ∈ M and U ⊆ M be an open subset containing p, such that LU ∼= U × R with
corresponding trivialization of the gauge algebroid DLU = TU ⊕ RU together with the
trivialization J 1LU = T ∗U ⊕ RU . Let us denote by ∇can : TU 	 X 
→ (X , 0) ∈ TU ⊕ RU

the canonical flat connection. In a possibly smaller neighborhood, denoted also by U , we
find a non-vanishing section � = (−X , f ) ∈ �∞(L ∩ DL). We can distinguish two cases:
the first is that f (p) �= 0, then we find a (possibly smaller) neighbourhood of p, such that
f is non-vanishing, hence (− X

f , 1) =: (−Z , 1) spans L ∩ DL in that neighbourhood and
hence DLU = 〈(−Z , 1)〉 ⊕ 〈(X , 0)〉X∈TU . Moreover, we have the short exact sequence

0 → DL ∩ L → L → pr J 1L L → 0
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and hence rank(pr J 1L L) = dim(M), with the canonical inclusion T ∗U 	 α → (α, α(Z)) ∈
pr J 1 L L. Summarizing, for all α ∈ T ∗U there exists a unique X ∈ TU , such that

(
(X , 0), (α, α(Z))

) ∈ L
∣∣
U

Because of the maximal isotropy of L, this assignment comes from a bivector field π ∈
�∞(
2TU ), i.e. X = π
(α). Finally, we can write

{(h(−Z , 1) + (π
(α), 0), (α, α(Z))
) ∈ DLU | h ∈ R, α ∈ T ∗U },

which is nothing else but

{(h(1 − ∇can
Z ) + ∇can

π
(α)
, α + α(Z)1∗)

) ∈ DLU | h ∈ R, α ∈ T ∗U }
The claim follows by using the flatness of ∇can and the involutivity of L.

Now we have to treat the case f (p) = 0. Since � = (−X , f ) is non-vanishing, we
conclude that X(p) �= 0, hence there is a closed one form β ∈ �∞(T ∗U ) such that β(X) =
−1 around p. We define the flat connection

∇ : TU 	 Y 
→ (Y , β(Y )) ∈ DLU .

With this connection we see that � = ( f − 1)1 − ∇X and since f (p) = 0, we have that
f − 1 �= 0 in a whole neighbourhood of p and hence we choose �′ = 1

f −1� as a generating
section ofL∩DL around p. We can now repeat the same argument as for the case f (p) �= 0
by using the connection ∇ instead of ∇can, since �′ = 1 − ∇Z for Z = 1

f −1 X . ��
In the category of Dirac–Jacobi bundles there are not just automorphisms of the omni-Lie

algebroid as morphisms, one of the possibilities is to include so-called backwards transfor-
mations as in the Dirac geometry case.

Definition 2.16 Let Li → Mi for i = 1, 2 be two line bundles and let � : L1 → L2 be
a regular line bundle morphism covering φ : M1 → M2. Let L ⊆ DL2 be a Dirac–Jacobi
bundle. The (not necessarily smooth) family of vector spaces

B�(L) := {(�p, (D�)∗αφ(p)) ∈ DL1 | (D�(�p), αφ(p)) ∈ L}
is called backwards transformation of L.

Remark 2.17 Let L ⊆ DL be a Dirac–Jacobi bundle on a line bundle L → M and let
� ∈ Aut(L) an automorphism, then

B�(L) = D�−1(L).

The backwards transformation of a Dirac–Jacobi bundle need not to be Dirac–Jacobi any
more, but there are sufficient conditions on the subbundle L and the line bundle morphism
� which can be seen, e.g. in [14]:

Theorem 2.18 Let � : L1 → L2 be a regular line bundle morphism over φ : M1 → M2 and
let L ∈ DL2 be a Dirac–Jacobi bundle. If ker D�∗ ∩ φ∗L has constant rank, then B�(L)

is a Dirac–Jacobi bundle, where φ∗L defines the pull-back bundle of L → M2 seen as a
vector bundle.

Proof The proof can be found in [14, Proposition 8.4]. ��
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A Dirac–Jacobi bundle L ⊆ DL has, as Dirac structures, a canonical involutive and
integrable (singular) distribution obtained by

σ(prD(L)) ⊆ T M .

This distribution generally has two different kind of leaves, whereas in Dirac geometry all of
the leaves are pre-symplectic. This mirrors the fact that Jacobi bundles may have two types
of leaves: contact and locally conformal symplectic.

The details about this facts can be found in [14], we just want to briefly recall some
properties.

Lemma 2.19 Let L → M be a line bundle, let L ⊆ DL be a Dirac–Jacobi bundle and let
S ↪→ M be a leaf of the characteristic distribution σ(prD(L)) ⊆ T M. Then the two cases

1. 1p ∈ prD L for some point p ∈ S and
2. 1p /∈ prD L for some point p ∈ S

are mutually exclusive.

This motivates the following definition.

Definition 2.20 Let L → M be a line bundle, let L ⊆ DL be a Dirac–Jacobi bundle and let
ι : S ↪→ M be a leaf. Then

1. S is called pre-contact, if 1 ∈ �∞(prD L
∣∣
S) and

2. S is called locally conformal pre-symplectic, if it is not pre-contact.

To justify this we have the following

Corollary 2.21 Let L → M be a line bundle, let L ⊆ DL be a Dirac–Jacobi bundle and let
ι : S ↪→ M be a leaf of its characteristic foliation and denote by I : LS → L the embedding
of L restricted to S. If S is a

1. pre-contact leaf, then there exists a ω ∈ 	2
LS

(S), such that

BI (L) = {(�, ι�ω) ∈ DLS | � ∈ DLS}
and dLSω = 0.

2. locally conformal pre-symplectic leaf, then there exists a flat connection∇ : T S → DLS

and an LS-valued 2-form ω ∈ �∞(
2T ∗S ⊗ LS), such that

BI (L) = {(∇X , σ ∗(ιXω) + α) ∈ DLS | X ∈ T S and α ∈ Ann(im(∇))}
and d∇ω = 0.

3 Submanifolds and Euler-like vector fields

In this subsectionwewant to discuss Euler-like vector fields. These vector fields, in particular,
induce a homogeneity structure on the manifold, which is equivalent, under some additional
conditions which are in our case always fulfilled, to the manifold being the total space of a
vector bundle, see e.g. [8]. This total space turns out to be the normal bundle for some sub-
manifold, which is an input datum for an Euler-like vector field. Nevertheless, we will not go
more in details with these features, since we work directly with tubular neighbourhoods. We
will begin collecting facts about tubular neighbourhoods, submanifolds and corresponding
maps, which can be found in [3] and describe afterwards the notion of Euler-like vector fields
and extend this notion to derivations of a line bundle. As a final remark, we want to stress
that all of the used submanifolds are actually embedded submanifolds.
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74 Page 10 of 31 J. Schnitzer

3.1 Normal bundles and tubular neighborhoods

For a pair of manifolds (M, N ), i.e. a submanifold N ↪→ M , we denote

ν(M, N ) = T M
∣∣
N

T N

the normal bundle. If the ambient space is clear, we will just write νN instead. Given a map
of pairs

� : (M, N ) → (M ′, N ′),

i.e. a map � : M → M , such that �(N ) ⊆ N ′, we denote by

ν(�) : ν(M, N ) → ν(M ′, N ′)

the induced map on the normal bundle. For a vector field X on M tangent to N , we have that
the flow �X

t is a map of pairs from (M, N ) to itself. Hence we define

T ν(X) = d

dt

∣∣
t=0ν(�X

t ) ∈ �∞(T νN ).

Moreover, for a vector bundle E → M and σ ∈ �∞(E), such that σ
∣∣
N = 0 for a submanifold

N ↪→ M , we denote by

dNσ : νN → E
∣∣
N

the mapwhich is ν(σ ), for σ seen as a map σ : (M, N ) → (E, M), followed by the canonical
identification ν(E, M) = E , given by

CE : E 	 vp → [ d
dt

∣∣
t=0tvp]T M ∈ ν(E, M).

Before we prove the next results, we want to find a useful description ofC−1
E . Let us therefore

consider a curve γ : I → E for an open interval I containing 0, such that γ (0) = 0p for
p ∈ M , then one can prove in local coordinates

C−1
E ([ d

dt

∣∣
t=0γ (t)]) = lim

t→0

γ (t)

t
. (3.1)

Proposition 3.1 Let Ei → Mi be vector bundles for i = 1, 2 and let � : E1 → E2 be a
vector bundle morphism. Then, for � : (E1, M1) → (E2, M2),

C−1
E2

◦ ν(�) ◦ CE1 = �

Proof Let vp ∈ E1, then

(C−1
E2

◦ ν(�) ◦ CE1)(vp) = (C−1
E2

◦ ν(�))([ d
dt

∣∣
t=0tvp]T M1)

= C−1
E2

([T�
d

dt

∣∣
t=0tvp]T M2)

= C−1
E2

([ d
dt

∣∣
t=0t�(vp)]T M2)

= �(vp)

��
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Proposition 3.2 Let Ei → M be vector bundles for i = 1, 2 and let � : E1 → E2 be a
vector bundle morphism covering the identity. Then, for every section σ ∈ �∞(E1), such
that σ

∣∣
N = 0 for some submanifold N ↪→ M,

dN�(σ) = �(dNσ)

holds.

Proof We consider the map �(σ) : (M, N ) → (E2, M), then we have

C−1
E2

◦ ν(�(σ)) = C−1
E2

◦ ν(�) ◦ ν(σ )

= C−1
E2

◦ ν(�) ◦ CE1 ◦ C−1
E1

◦ ν(σ )

= � ◦ C−1
E1

◦ ν(σ )

and the claim follows if we restrict these maps. ��

Proposition 3.3 Let (M, N ) be a pair of manifolds and let X ∈ �∞(T M) be such that
X

∣∣
N = 0. Then

T�X
t

∣∣
N = et DX

for a unique DX ∈ �∞(End(T M
∣∣
N )), moreover T N ⊆ ker(DX ) and

T M
∣∣
N T M

∣∣
N

νN

DX

dN X

commutes.

Proof Since X
∣∣
N = 0 its flow fixes all elements of N . This means that

T�X
t : TpM → TpM

for all t ∈ R and p ∈ N . Moreover, it fulfills the property,

T�X
t ◦ T�X

s = T�X
t+s

and T�X
0 = id and hence the claim follows. ��

Definition 3.4 Let (M, N ) be a pair of manifolds. A tubular neighbourhood of N is an open
subset U ⊆ M containing N together with a diffeomorphism

ψ : νN → U ,

such that ψ
∣∣
N : N → N is the identity and for ψ : (νN , N ) → (M, N ) the map

ν(ψ) : ν(νN , N ) → νN

is inverse of CνN : νN → ν(νN , N ).
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3.2 Euler-like vector fields and derivations

In this part, we basically recall just the notion of Euler-like vector fields from [3] and extend
this notion to derivations of a line bundle.

Definition 3.5 Let (M, N ) be a pair of manifolds. A vector field X ∈ �∞(T M) is called
Euler-like, if

1. X
∣∣
N = 0,

2. X has complete flow,
3. T ν(X) = E,

where E is the Euler vector field on νN → N .

Proposition 3.6 Let (M, N ) be a pair of manifolds, then there exists an Euler-like vector
field.

Proof The proof can be found in [3]. ��
Lemma 3.7 Let M be amanifold, N ↪→ M a submanifold and X ∈ �∞(T M) be a Euler-like
vector field. Then there exists a unique tubular neighbourhood embedding

ψ : νN → U ,

such that ψ∗X = E.

Proof The proof can be found in [3]. ��
Proposition 3.8 Let (M, N ) be a pair of manifolds and let X ∈ �∞(T M) be a complete
vector field, such that X

∣∣
N = 0. Then X is Euler-like if and only if dN X followed by the

projection T M
∣∣
N → νN is identity.

Proof The proof can be found in [3]. ��
Note that for a pair of manifolds (M, N ) and an Euler like vector field X ∈ �∞(T M),

the set

{p ∈ M | lim
t→−∞ �X

t (p) exists and lies in N }

is an open subset in M containing N , such that that the action of �X
t restricts to this set.

Moreover, for a tubular neighbourhood ψ : νN → U , such that ψ∗X = E, we have that

U = {p ∈ M | lim
t→−∞ �X

t (p) exists and lies in N }.

The proof of this statement and a more detailed discussion can be found in [3]. Let us denote
by λs = �X

log(s)

∣∣
U . We obtain, that λs is smooth for all s ∈ R

+
0 . Moreover, we have that

ψ ◦ κs = λs ◦ ψ, (3.2)

wherewe denote by κs : νN → νN themap [X p] 
→ [sX p]. Note that κ0 : νN → N coincides
with the bundle projection, to bemore precise κ0 = j ◦prν , where prν is the bundle projection
and j : N → νN the canonical inclusion.

Let us add now the line bundle case
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Definition 3.9 Let L → M be a line bundle and N ↪→ M be a submanifold. A derivation
� ∈ �∞(DL) is called Euler-like, if

1. �
∣∣
N = 0,

2. σ(�) is an Euler-like vector field.

This definition turns out to be the correct one for our purposes, since we can prove basically
all results, which are available for Euler-like vector fields. Let us start collecting them.

Proposition 3.10 Let L → M be a line bundle and let � ∈ �∞(DL) be an Euler-like
derivation with respect to N ↪→ M, then the (complete) flow ��

t ∈ Aut(L) of � induces the
map


s = ��
log(s),

which, restricted to U = {p ∈ M | limt→−∞ �
σ(X)
t (p) exists and lies in N }, can be

extended smoothly to s = 0. Moreover, the map


0 : LU → LN

is a regular line bundle morphism.

Proof The proof is an easy verification using a tubular neighbourhood ψ : νN → U , such
that ψ∗σ(X) = E. ��
Definition 3.11 Let L → M be a line bundle and N ↪→ M be a submanifold. A fat tubular
neighbourhood is a regular line bundle morphism

� : Lν → LU ,

where the line bundle Lν is given by the pull-back

Lν LN

νN N

,

covering a tubular neighborhood ψ : νN → U , such that �
∣∣
N : LN → LN is the identity.

Lemma 3.12 Let L → M bea line bundle, let N ↪→ M bea submanifold and letψ : νN → U
be a tubular neighborhood. Then there exists a fat tubular neighbourhood covering ψ .

Proof The proof can be found in [13, Chapter 3]. ��
For a line bundle L → N and a vector bundle E → N there is always a canonical

Derivation �E ∈ �∞(DLE ), such that σ(�E) = E constructed as follows: Consider the
pull-back LE of L along p : E → M as in the diagram

LE L

E N

P

p

and the corresponding map DP : LE → LN . We have that canonically ker(DP) ∼=
Ver(E) := ker(T p) ⊆ T E , which induces a flat (partial) connection ∇ : Ver(E) → DLE .
Since the Euler vector field is canonically vertical, we can define �E = ∇E.
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Proposition 3.13 Let L → N be a line bundle and let E → N be a vector bundle. Then the
flow �t of �E ∈ �∞(DLE ) is given by

�t (vp, l p) = (et · vp, l p)

for all (vp, l p) ∈ LE .

Proof Note that since ∇E is in the kernel of DP , it is related to the 0 derivation on L → M
and hence we have for its flow

P ◦ �t = P.

Since LE = E ×M L , we have that

�t (vp, l p) = (φt (vp), l p)

where φt is the flow of the symbol of ∇E, which is by construction the Euler vector field and
hence the claim follows. ��

Note that for the flow �t of the canonical Euler-like derivation �E ∈ �∞(DLE ), we
have that

Ps = �log(s) : LE → LE

is defined for all s > 0 and can be extended smoothly to s = 0, moreover P0 coincides with
the canonical projection P : LE → L followed by the canonical inclusion J : L → LE .

Lemma 3.14 Let L → M be a line bundle, let N ↪→ M be a submanifold and let � ∈
�∞(DL) be an Euler-like derivation. Then there is a unique fat tubular neighbourhood
� : Lν → LU such that �∗� = �E.

Proof First, we want to prove existence. It is clear that any such � has to cover the unique
tubular neighbourhood ψ : νN → U , such that ψ∗σ(�) = E. So let us choose a fat tubular
neighbourhood �̃ : Lν → LU covering ψ . We consider now �̃∗� ∈ �∞(DLν). We have
σ(�̃∗�) = ψ∗σ(�) = E. Thus σ(�E) = σ(�̃∗�). Consider now the derivation � =
�E − �̃∗� and

�t = −1

t
�∗

log(t)�,

where �t is the flow of �E and extend it smoothly to t = 0. Let us denote the flow of �t by
φt . Note that it is complete, since σ(�t ) = 0, indeed there is even a explicit formula for it,
which we do not need. Note however, that φt ∈ Aut(Lν) and it fixes every base point for all
t ∈ R, since σ(�t ) = 0. Let us compute

d

dt
φ∗
t (�E + t�t ) = φ∗

t ([�t ,�E] + d

dt
t�t )

= φ∗
t ([�t ,�E] − d

dt
�∗

log(t)�)

= φ∗
t ([�t ,�E] − 1

t
[�E,�∗

log(t)�])
= φ∗

t ([�t ,�E] + [�E,�t ])
= 0.
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Hence we see that �E = φ∗
0 (�E) = φ∗

1 (�E + �1) = φ∗
1 (�̃

∗�). Therefore, we have that
the map � = �̃ ◦ φ1 will do the job, since φ1

∣∣
N = id, because �

∣∣
N is trivial and hence also

�t .
Let us now assume that we have�1, �2 : Lν → LU , such that�∗

1� = �∗
2� = �E. Note

that since both have to cover the unique ψ : νN → U , the target LU is the same for both. Let
us consider � := �−1

1 ◦ �2 : Lν → Lν , which covers the identity, which implies that there
is a nowhere vanishing function f ∈ C∞(νN ), such that �(l p) = f (p)l p for all l p ∈ Lν .
Moreover, we have that �

∣∣
N = idLν

∣∣
N , hence f (0n) = 1 for all n ∈ N , and �∗�E = �E.

We consider now an arbitrary section λ ∈ �∞(Lν) and compute

�E(λ) = (�∗�E)(λ)

= �∗(�E(�∗λ))

= 1

f
(�E( f λ))

= E( f )

f
λ + �E(λ).

Hence E( f ) = 0, which means that f = pr∗ν g for some function g ∈ C∞(N ), but since
1 = f (0n) = g(n) for all n ∈ N , we have that � = idLν . ��

For a line bundle L → M , a submanifold N and an Euler-like derivation � ∈ �∞(DL)

with respect to N , we have that


s := ��
log(s) : LU → LU

is well defined for s > 0 and can be extended smoothly to s = 0, where LU is the target of
the unique fat tubular neighbourhood � : Lν → LU , such that �∗� = �E. Moreover, we
have that


s ◦ � = � ◦ Ps (3.3)

for all s ≥ 0. Note that if we project this equation to the manifold level, this simply gives
Eq.3.2.

4 Normal forms of Dirac–Jacobi bundles

Using Euler-like derivations, we want to prove a normal form theorem for Dirac–Jacobi
bundles. In fact, if the submanifold N is a transversal, then we can find special Euler like
derivations which are, in some sense, controlling the behaviour of the Dirac–Jacobi bundles
near N . The aim is now to prove the existence of this special kind of Euler-like derivations
and afterwards, we are able to prove a normal form theorem and deduce some corolloraries
from it.

Definition 4.1 Let L → M be a line bundle and let L ⊆ DL be a Dirac–Jacobi bundle. A
submanifold N ↪→ M is called transversal, if

DLN + prD L
∣∣
N = (DL)

∣∣
N .

Proposition 4.2 Let L → M be a line bundle, let L ⊆ DL be a Dirac–Jacobi bundle and let
N ↪→ M be a transversal. Then

BI (L) := {(�p, (DI )∗αι(p)) ∈ DL1 | (DI (�p), αφ(p)) ∈ L}
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is a Dirac–Jacobi bundle, where I : LN → L is the canonical inclusion.

Proof This is an easy consequence of Theorem 2.18. ��
Lemma 4.3 Let L → M be a line bundle, let L ⊆ DL be a Dirac–Jacobi bundle and let
ι : N ↪→ M be a transversal. The backwards transformation BI (L) is canonically isomor-
phic (as vector bundles) to the fibred product I !L, which is defined by the diagram

I !L L

DLN DL

prD
DI

.

Proof We consider the linear map

� : I !Lp 	 (�p, (�ι(p), αι(p))) 
→ (�p, DI ∗αι(p)) ∈ BI (L),

which is well-defined since DI (�p) = �ι(p). We claim now that this map is injective, let us
therefore consider (�p, (�ι(p), αι(p))) ∈ ker(�). It follows immediately, that �p = 0 and
hence �ι(p) = 0. If (0, αι(p)) ∈ L then αιp ∈ Ann(prD L). Since DI ∗αι(p) = 0, we have
that αι(p) ∈ Ann(DLN ), hence αι(p) = 0 and the claim follows. For dimensional reasons we
have that � is an isomorphism. ��
Proposition 4.4 Let L → M be a line bundle, let L ⊆ DL be a Dirac–Jacobi bundle and
let N ↪→ M be a transversal. Then there exists ε ∈ �∞(L), such that ε

∣∣
N = 0 and prD(ε)

is Euler-like.

Proof We consider the exact sequence

0 → BI (L) → L
∣∣
N → νN → 0,

where the first arrow is defined by the identificationBI (L) ∼= I !L from Lemma 4.3 followed
by the canonical map I !L → L. The second arrow is the projection prD : L∣∣

N → DL
∣∣
N

followed by the symbol map σ : DL
∣∣
N → T M

∣∣
N and finally followed by the the projection

to the normal bundle prνN : T M
∣∣
N → νN . This map is surjective, because N is a transversal.

Let us choose a section ε ∈ �∞(L) with ε
∣∣
N = 0, such that dN ε : νN → L

∣∣
N defines a

splitting of the sequence. We consider now

0 I !L L
∣∣
N νN 0

0 T N T M
∣∣
N νN 0

and see that if dN ε splits the above sequence then (σ ◦ prD) dN ε splits the lower sequence.
Using Proposition 3.2, we see that (σ ◦prD) dN ε = dN ((σ ◦prD)(ε)) and by Proposition 3.8,
we see that T ν(σ ◦ prD)(ε) = E. Multiplying ε by a suitable bump function we may arrange
that (σ ◦ prD)(ε) is complete and hence an Euler-like vector field. By definition prD(ε) is
hence an Euler-like derivation. ��

Let us fix now a Dirac–Jacobi structure L ⊆ DL for a line bundle L → M . Let us also
consider a transversal ι : N ↪→ M and a section ε = (�, α) ∈ �∞(L), such that ε

∣∣
N = 0

and � is an Euler-like derivation. Due to the Lemma 3.14, we find a unique fat tubular
neighbourhood
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Lν LU

νN U

�

ψ

such that�∗� = �E.With this we have now twoways to construct a Dirac–Jacobi bundle on
Lν → νN , namely we can take the backwards transformationB�(LU ) and, if we consider

Lν LN L

νN N M

P I

,

we can take the backwards transformation BI◦P (L) = BP (BI (L)). The aim is now to
compare these two structures. Let us therefore consider the flow of [[(�, α),−]], which is
given by

(γt ,�
�
t ) ∈ Z2

L(M) � Aut(L),

where ��
t is the flow of � and γt = ∫ t

0 (��−τ )
∗ dLα dτ by Corollary 2.10. For sure we have

that the action of (γt ,�
�
t ) preserves L, which is explicitly

exp(γt ) ◦ D��
t (L) = L.

This leads us directly to the following theorem.

Theorem 4.5 (Normal form for Dirac–Jacobi bundles) Let L → M be a line bundle, let
L ⊆ DL be a Dirac–Jacobi bundle and let N ↪→ M be a transversal. Then there exists an
open neighbourhood U ⊆ M of N and a fat tubular neighbourhood � : Lν → LU , such
that

B�(L
∣∣
U ) = (BI◦P (L))ω

for an ω ∈ 	2
Lν

(νN ).

Proof According to Proposition 4.4, we can find (�, α) ∈ �∞(L), such that � is Euler-like.
Then there is a unique fat tubular neighbourhood � : Lν → LU , such that �∗� = �E, due
to Lemma 3.14. Let us denote by (γt ,�

�
t ) ∈ Z2

L(M) �Aut(L) the flow of [[(�, α),−]]. We
know that (γt ,�

�
t ) preserves L for all t ∈ R and so will (γ− log(s), �

�
− log(s)) for all s > 0.

Let us take a closer look at

γ− log(s) =
∫ − log(s)

0
(��−τ )

∗ dLα dτ

=
∫ − log(s)

− log(1)
(��−τ )

∗ dLα dτ

=
∫ 1

s

1

t
(��

log(t))
∗ dLα dt
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and we obtain that it is smoothly extendable to s = 0. Let us denote its limit s → 0 by ω′
and ω = �∗ω′. We have

B�(L
∣∣
U ) = B�(exp(γ− log(s)) ◦ D��

− log(s)(L))

= B�(exp(γ− log(s))B��
log(s)

(L))

= (B�(B
s (L))�
∗γ− log(s)

= (B
s◦�(L))�
∗γ− log(s)

= (B�◦Ps (L))�
∗γ− log(s) .

which holds for all s ≥ 0. Here we used Remark 2.17 to identify Courant-Jacobi automor-
phismswith backwards transformations as well as Eq.3.3. Hence, using that for the canonical
inclusion J : LN → Lν we have that P0 = J ◦ P and � ◦ J = I , we get

B�(L
∣∣
U ) = (BI◦P (L))ω

for s = 0. ��

Note that this theorem says that, up to a B-field, theDirac–Jacobi structure is fully encoded
in a given transversal, and hence the term "normal form" is justified by this fact. Moreover, it
is possible to distinguish two different kinds of leaves in Dirac–Jacobi geometry, see [14], so
it is also possible to distinguish two kinds of transversals, which are more interesting in the
Jacobi setting, since in the general Dirac–Jacobi setting the normal forms will be the same.
Nevertheless, we will introduce them here and use themmore extensively in the next section.

Definition 4.6 (Cosymplectic Transversal) Let L → M be a line bundle and let L ∈ DL be
a Dirac–Jacobi structure. A transversal ι : N ↪→ M is called cosymplectic, if

DLN ∩ BI (L) = {0}.

Remark 4.7 The term cosymplectic is already occupied in the literature: it is corank one
Poisson manifold with some properties. Since there is no possible risk of confusion in this
note, we use this term as short for transversal to a locally conformal pre-symplectic leaf.
Note that a cosymplectic transversal always inherts a Dirac–Jacobi bundle coming from a
Jacobi tensor by Proposition 2.13. So let us denote LJN = BI (LJ ) ⊆ DLN .

These transversals naturally appear as minimal transversals to locally conformal pre-
symplectic leaves, i.e. submanifolds of minimal dimension intersecting the leaf transversally,
see [14] for a more detailed discussion.

Using the normal form theorem, we get in the case of cosymplectic transversals:

Corollary 4.8 Let L → M be a line bundle, let L ⊆ DL be a Dirac–Jacobi structure and let
ι : N ↪→ M be a minimal transversal toL at a point p0 in a locally conformal pre-symplectic
leaf, i.e. σ(prD(L))

∣∣
p0

⊕Tp0N = Tp0M and let νN = V ×N be trivializable and trivialized.
Then locally around p0:

B�(L
∣∣
U ) = {(v + J 


N (ψ), α + ψ) ∈ DLν | v ∈ T V , α ∈ (Ann(T ∗V )) ⊗ Lν and ψ ∈ J 1LN }ω

where JN is the Jacobi structure on the transversal and the canonical identification DLνN =
T V ⊕ DLN .

123



Normal forms for Dirac–Jacobi bundles and splitting theorems... Page 19 of 31 74

Proof First, we note that aminimal transversal to a leaf is always a transversal as in Definition
4.1 and that for a minimal transversal N at a locally conformal pre-symplectic point p0, i.e.
a point in a locally conformal pre-symplectic leaf, we have the equation

DLN ∩ BI (L) = {0}
at p0 and hence in a whole neighborhood. The rest is an application of Theorem 4.5 and the
usage of the splitting DLνN = T V ⊕ DLN , since T V = ker(T p) using the discussion in
front of Proposition 3.13. ��

The other kind of leaves of a Dirac–Jacobi structure are the so-called pre-contact leaves.
Their minimal transversals possess the following structure:

Definition 4.9 (Cocontact Transversal) Let L → M be a line bundle and let L ∈ DL be a
Dirac–Jacobi structure. A transversal ι : N ↪→ M is called cocontact, if

rank(DLN ∩ BI (L)) = 1.

Lemma 4.10 Let L → M be a line bundle, let L ⊆ DL be a Dirac–Jacobi structure and let
ι : N ↪→ M be a minimal transversal to L at a pre-contact point p0. Then

rank(DLN ∩ BI (L)) = 1

holds in a neighbourhood of p0.

Proof Recall that a minimal transversal at p0 is a transversal of minimal dimension, which
in particular implies that

σ(prD(L))
∣∣
p0

⊕ Tp0N = Tp0M .

It is easy to see that

(DLN ∩ BI (L))
∣∣
p0

= 〈1p0〉,
which follows because N is minimal and p0 is a pre-contact point, i.e. 1p0 ∈ prD L. To
be more precise, by using the pre-contact property of p0 and the minimality of N , we see
(prD L ∩ DLN )

∣∣
p0

= 〈1p0〉 and hence there is α ∈ J 1p0L , such that (1p0 , α) ∈ L. Let us

define β ∈ J 1p0L by

β(�) = 0 for � ∈ prD L

and

β(�) = α(�) for � ∈ DLN .

Thenβ iswell-defined, since prD L∩DLN = 1 andα(1) = 0 andmoreover (0, β) ∈ L, since
〈〈(0, β),L〉〉 = 0 andL is maximal isotropic. We consider now the element (1p0 , α−β) ∈ L,
thus (1p0 , DI ∗(α − β)) = (1p0 , 0) ∈ BI (L). Moreover, since prD L ∩ DLN = 1, we
conclude DLN ∩ BI (L) = 〈1p0〉 and hence rank(DLN ∩ BI (L))

∣∣
p0

= 1.
Nowwewant to argue why this holds in a whole neighbourhood. Let us therefore consider

the sum DLN +BI (L) ⊆ DL and a (local) section α ∈ 	1
L(M) such that α(1)

∣∣
p0

�= 0. Let

(0, β) ∈ (
DLN+BI (L)

)∣∣
p0

∩〈α〉∣∣p0 , then there exists� ∈ Dp0L such that (�, β) ∈ BI (L),
but since (1, 0) ∈ BI (L), using the isotropy ofBI (L), we have

0 = 〈〈(�, β), (1, 0)〉〉 = β(1),
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butβ = kα for k ∈ R, we conclude k = 0 and thusβ = 0 and therefore
(
DLN +BI (L)

)∣∣
p0

∩
〈α〉∣∣p0 = {0}. For dimensional reasons we conclude DL

∣∣
p0

= (DLN +BI (L))
∣∣
p0

⊕〈α〉∣∣p0 .
Therefore this equality holds in a whole neighbourhood of p0, so rank(DLN + BI (L)) =
2n + 1 in this neighbourhood, which implies rank(DLN ∩ BI (L)) = 1 around p0. ��
Remark 4.11 Note that a cocontact transversal does not inherit a Jacobi structure, but the
pulled-back Dirac–Jacobi is of homogeneous Poisson type (see Definition 2.14).

Definition 4.12 Let L → M be a line bundle and let L ∈ DL be a Dirac–Jacobi structure.
A homogeneous cocontact transversal ι : N ↪→ M is a cocontact transversal together with a
flat connection ∇ : T N → DLN , such that

im(∇) ⊕ (DLN ∩ BI (L)) = DLN .

Remark 4.13 Thedefinition of a homogeneous cocontact transversal seems a bit strange, since
it includes a flat connection. This fact can be explained quite easily using the homogenization
described in [14], which turns a Dirac–Jacobi structure on a line bundle L → M into a Dirac
structure on L× := L∗\{0M }which is homogeneous (in the sense of [14]) with respect to the
restricted Euler vector field E on L∗. The pre-symplectic leaves of this Dirac structure have
the additional property that E is either tangential to it at very point or nowhere tangential to
it. If E is tangential, then the leaf corresponds to a pre-contact leaf on the base M . Hence
a minimal transversal N to it is nowhere tangential to the Euler vector field and defines
therefore a horizontal bundle on L∗

pr(N ) and hence a flat connection. On the other hand, given
a minimal transversal to the projected leaf on M , we need a flat connection to lift it to a
minimal transversal to the leaf on L×. So a homogeneous cocontact transversal to a leaf of a
Dirac–Jacobi structure is equivalent to a transversal of a leaf of its homogenization.Moreover,
if we (locally) choose the horizontal bundle to be integrable, we have a flat connection. But
we stress that in both cases, the homogenization and the line bundle point of view, this is an
additional property one has to impose on the transversal.

Proposition 4.14 Let L → M be a line bundle, let L ⊆ DL be a Dirac–Jacobi structure
and let ι : N ↪→ M be a minimal transversal to L at a pre-contact point p0. Then every flat
connection ∇ locally gives to N the structure of a homogeneous cocontact transversal.

Proof In the proof of Lemma 4.10, we have seen that

(DLN ∩ BI (L))
∣∣
p0

= 〈1〉
and hence for every flat connection∇, we have that im(∇)

∣∣
p0

⊕(DLN ∩BI (L))
∣∣
p0

= DLN

and hence this decomposition holds in a whole neighborhood of p0. ��
An immediate consequence is:

Corollary 4.15 Let L → M be a line bundle, letL ⊆ DL be a Dirac–Jacobi structure and let
ι : N ↪→ M be a homogeneous cocontact transversal with connection ∇. Then there exists a
local trivialization of ν such that

B�(L
∣∣
U ) = {(v + r(1 − ZN ) + π
(ψ), α + ψ + ψ(ZN )1∗) | v ∈ T V , α ∈ Ann(T ∗V ) and

ψ ∈ T ∗N }ω,

where we used the trivializations DLν = T ν⊕RM and J 1L = T ∗M⊕RM corresponding to
∇ as well as L

∣∣
U

∼= Lν and the homogeneous Poisson (πN , ZN ) structure on the transversal
from Lemma 2.15.
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This last two corollaries can be seen as the Jacobi-geometric analogue of the results
obtained by Blohmann in [1, Theorem 3.2, Corollary 3.6].

5 Normal forms and splitting Theorems of Jacobi bundles

As explained in Proposition 2.13, Jacobi bundles are a special kind ofDirac–Jacobi structures.
In addition, we have that Jacobi isomorphism induces an isomorphism of the corresponding
Dirac structures (this holds even for morphisms if one considers forward maps of Dirac–
Jacobi structures which we will not explain here, see [14]). The converse is unfortunately
not true: if the Dirac–Jacobi structures of two Jacobi structures are isomorphic, it does not
follow in general that the Jacobi structures are isomorphic. The parts which are not "allowed"
in Jacobi geometry are the B-fields. Nevertheless, we can keep track of them, if we make
further assumptions on the transversals, namely cosymplectic and cocontact transversals.

5.1 Cosymplectic transversals of Jacobi structures

In this part, we are using the notion of cosymplectic transversals as explained in the previous
section. The difference is now that in Jacobi geometry this transversal gives us more than on
arbitrary Dirac–Jacobi manifolds. In fact, the Jacobi structure induces a line bundle valued
symplectic structure on the normal bundle, to be seen in the following

Lemma 5.1 Let L → M be a line bundle, J ∈ �∞(
2(J 1 L)∗ ⊗ L) be a Jacobi tensor
with corresponding Dirac–Jacobi structure LJ ∈ DL and let ι : N ↪→ M be a cosymplectic
transversal. Then

J 
(Ann(DLN )) ⊕ DLN = DL
∣∣
N .

Proof First we prove that J 

∣∣
Ann(DLN )

is injective. Let therefore α ∈ Ann(DLN ) be such

that J 
(α) = 0. Hence, for an arbitrary β ∈ J 1L we have that

α(J 
(β)) = −β(J 
(α)) = 0.

Hence, α = Ann(DLN ) ∩ Ann(im(J 
)) = Ann(DLN ) ∩ Ann(prD LJ ) = Ann(DLN +
prD LJ ) = {0}, and J 


∣∣
Ann(DLN )

is injective. Let � ∈ DLN ∩ J 
(Ann(DLN )), then there

exists an α ∈ Ann(DLN ), such that J 
(α) = �. Thus, we have that (�, α) ∈ LJ and
moreover (�, DI ∗α) ∈ BI (LJ ), but since α ∈ Ann(DLN ), we have that DI ∗α = 0 and
hence � = 0, since N is cosymplectic. The claim follows counting dimensions. ��

Suppose that ι : N ↪→ M is a cosymplectic transversal, then we have that

prν ◦σ ◦ J 
 : Ann(DLN ) → νN

is an isomorphism. Let us choseα ∈ �∞(J 1L), such thatα
∣∣
N = 0 and such that dNα : νN →

Ann(DLN ) ⊆ J 1 L
∣∣
N is a right-inverse to prν ◦σ ◦ J 
. We then have

prν(d
Nσ(J 
(α))) = prν(σ (J 
(dNα))) = idνN

and hence we have that T ν(σ (J 
(α))) = E. Multiplying α by a bump-function, which
is 1 near N , we may arrange that σ(J 
(α)) is complete and hence J 
(α) is an Euler-like
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derivation. By Theorem 4.5 and the definition of the Jacobi structure JN on the transversal
(see Remark 4.7), we have that

B�(LJ ) = BP◦I (L)ω = BP (LJN )ω,

where ω = �∗ ∫ 1
0

1
t (�

�
log(t))

∗(dLα) dt and � : Lν → LU is the unique tubular neighbor-

hood, such that �∗(J 
(α)) = �E.

Proposition 5.2 The 2-form ω ∈ 	2
Lν

(νN ) evaluated along N has kernel DLN .

Proof One can show, in local coordinates, that dNα([σ(�)
∣∣
N ]) = L�α

∣∣
N for all � ∈

�∞(DL). Hence we have trivially L�α
∣∣
N = 0 for � ∈ �∞(DL), such that �

∣∣
N ∈

�∞(DLN ). Let now �,� ∈ �∞(DL) be such that �
∣∣
N ∈ �∞(DLN ), then

dLα(�,�)
∣∣
N = −(dL ι�α)(�)

∣∣
N = −�(α(�))

∣∣
N

= −(L�α)(�)
∣∣
N − α([�,�])∣∣N = −(L�α)

∣∣
N (�)

= dNα([σ(�)
∣∣
N ])(�)

= 0,

where the last equality follows since dNα : νN → Ann(DLN ). Hence we have that
ker((dLα)�) ⊇ DLN , in particular this is true for 1

t (�
�
log(t))

∗(dLα), since �log(s)
∣∣
N is a

gauge transformation fixing DLN . Thus it is true also for ω, since D�
∣∣
DLN

= id. The

equality follows from the fact that dNα is chosen to be injective, since it has a left-inverse. ��

We want to describe the structure of ω at N . Note that, for a cosymplectic transversal N ,
the normal bundle always comes together with a canonical symplectic (i.e. non-degenerate)
LN -valued 2-form � ∈ �∞(
2ν∗

N ⊗ LN ) defined by

�(X , Y ) = (prν ◦σ ◦ J 

∣∣
Ann(DLN )

)−1(X)(Y )

Lemma 5.3 The 2-form ω ∈ 	2
Lν

(νN ) coincides, restricted to νN ⊆ DLνN , with �.

Proof Note that for a cosymplectic transversal, we have

DL
∣∣
N = DLN ⊕ J 
(Ann(DLN )) = DLN ⊕ νN

with the canonical identification

J 
(Ann(DLN )) = DL
∣∣
N

DLN
= νN

where the last equality is the identification via the symbol σ : DL → T M . Moreover, we
have

DLν

∣∣
N = DLN ⊕ νN ,

where we include νN by the following map:

χ : νN 	 vn 
→ (
λ 
→ d

dt

∣∣
t=0P0λ(κt (vp))

) ∈ DnLν .
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It is clear that D� fixes DLN , since �
∣∣
N : LN → LN is the identity. We want to show that

D�(νN ) ⊆ J 
(Ann(DLN )). Let vn ∈ νN and s ∈ �∞(LU ), then

D�(χ(vn))(s) = �(χ(vn)�
∗s) = �

d

dt

∣∣
t=0P0(�

∗s(κt (vn)))

= d

dt

∣∣
t=0�P0(�

−1s(ψ(κt (vn)))

= d

dt

∣∣
t=0
0(s(ψ(κt (vn)))

= d

dt

∣∣
t=0
0(
 1

t
s(λt (ψ(vn)))

= (
d

dt

0((�

�
log(t))

∗s(ψ(vn)))
∣∣
t=0

= (
1

t

0((�

�
log(t))

∗�(s)(ψ(vn))))
∣∣
t=0

= lim
t→0

1

t

0(
 1

t
�λt (ψ(vn)(s))

= lim
t→0

1

t

0(�λt (ψ(vn))(s))

where we used Eqs. 3.2 and 3.3 as well as the definition of 
t and its relation to the flow of
�, see Proposition 3.10. The equality

D�(χ(vn)) = lim
t→0

�λt (ψ(vn))

t

follows from the fact that 
0
∣∣
N = id.

But, by definition, we have that

dN�(vn) = lim
t→0

�λt (ψ(vn))

t

hence D� ◦ χ = dN� = J 
 ◦ dNα, but α was chosen in such a way that dNα takes values
in Ann(DLN ). Thus D�

∣∣
N respects the splitting. Using this,

B�(LJ ) = BP (LJN )ω,

ker(ω�)
∣∣
N = DLN and the definition of �, we see that they have to coincide at N . ��

This leads us to the normal form theorem for Jacobi manifolds.

Theorem 5.4 (Normal Form for Jacobi bundles I) Let L → M be a line bundle, let J be
a Jacobi structure and let N → M be a cosymplectic transversal. For a closed 2-form
ω ∈ 	2

Lν
(νN ), such that ker(ω�)

∣∣
N = DLN and ω coincides with � at νN ⊆ DLν , the

Dirac–Jacobi structure

BP (LJN )ω

is the graph of a Jacobi structure near the zero section and there exists a fat tubular neigh-
bourhood � : Lν → LU which is a Jacobi map near the zero section.

Proof The theorem is true for

ω =
∫ 1

0

1

t
(��

log(t))
∗ dLα dt
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due to Theorem 4.5 with α ∈ �∞(J 1 L) chosen as in the discussion before, which ensures
that ker(ω�)

∣∣
N = DLN and ω coincides with � at νN ⊆ DLν . Let ω′ be a second 2-form

fulfilling these requirements, then

σt := t(ω′ − ω)

is a (time-dependent) 2-form such that σ0 = 0 and moreover σt
∣∣
N = 0. Thus,

(BP (LJN )ω)σt = BP (LJN )ω+σt

is a Jacobi structure near N , since σt
∣∣
N = 0 and hence the condition DLν ∩BP (LJN )ω+σt =

{0} is fulfilled along N and thus in a open neighbourhood of N . This is equivalent to
BP (LJN )ω+σt being a Jacobi structure by Proposition 2.13. Now we can apply Appendix A
to get the result. ��

An immediate consequence of this theorem is the Splitting Theorem for Jacobi manifolds
around a locally conformal symplectic leaf, proven by Dazord, Lichnerowicz and Marle in
[5].

Theorem 5.5 Let L → M be a line bundle, let J ∈ �∞(
2(J 1 L)∗ ⊗ L) be a Jacobi
tensor and let p0 ∈ M be a locally conformal symplectic point. Then there are a line bundle
trivialization LU ∼= U × R around p0 and a minimal cosymplectic transversal N ↪→ U,
such that U ∼= U2q × N for an open subset 0 ∈ U2q ⊆ R

2q and the corresponding Jacobi
pair (
, E) is transformed (via this isomorphism) to

(
, E) = (πcan + 
N + EN ∧ Zcan, EN ),

where (
N , EN ) is the induced Jacobi structure on the transversal N and the canonical
stuctures on the fiber are given by (πcan, Zcan) = ( ∂

∂ pi
∧ ∂

∂qi
, pi

∂
∂ pi

).

Proof We can assume from the beginning that the line bundle is trivial, since otherwise we
can trivialize around p0 and and restrict the line bundle to this open neighbourhood. Let us
choose an minimal transversal N to the leaf S at p0 (in the sense, that S × N = M holds
locally around p0). It is easy to see that

(DLN ∩ BI (LJ ))
∣∣
p = {0},

and hence we can restrict to an open neighburhood of p0, where this equality holds. This
means that every minimal transversal to a leaf is a cosymplectic transversal near the inter-
section point. Let us from now on denote p0 = (s0, n0), hence νN ∼= Ts0 S × N ∼= R

2k × N .
Since the line bundle is trivial, we can identify νN together with � as a symplectic vector
bundle, hence we find a possible smaller N and a vector bundle automorphism of νN , such
that � is the constant symplectic form. We can now choose

ω = dqi ∧ dpi − 1∗ ∧ pi dq
i ∈ 	Lν (νN )

where (q, p) are the symplectic coordinates on νN → N . This 2-from is dL -closed and
coincides with � on N , moreover ker(ω�)

∣∣
N = DLN . Hence the requirements of Theorem

5.4 are fulfilled and the claim follows by an easy computation. ��
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5.2 Cocontact transversals of Jacobi structures

The second kind of transversals we want to discuss in the context of Jacobi geometry are
cocontact transversals, whichwere also introduced before in Definition 4.9. In fact this notion
is not enough for our purposes and we need to assume more information on the structure
of the transversal, which is precisely the notion of homogeneous cocontact transversal from
Definition 4.9.

Lemma 5.6 Let L → M be a line bundle, J ∈ �∞(
2(J 1 L)∗ ⊗ L) be a Jacobi tensor
with corresponding Dirac–Jacobi structureLJ ∈ DL and let ι : N ↪→ M be a homogeneous
cocontact transversal with connection ∇ : T N → DLN . Then

J 
(Ann(im(∇))) ⊕ im(∇) = DL
∣∣
N .

Proof The proof follows the same lines as Lemma 5.1. ��
Now, as in the cosymplectic case, we pick an α ∈ �∞(J 1 L), such that α

∣∣
N = 0 and

dNα : νN → Ann(im(∇)) ⊆ J 1L
∣∣
N

defines a splitting of I !L → L
∣∣
N → νN , i.e. prν ◦σ ◦ J 
 ◦ dNα = idνN . Hence we have

that J 
(α), multiplied by a suitable bump function which is 1 close to N , is an Euler-like
derivation. By Theorem 4.5, we have that

B�(LJ ) = BP (BI (L))ω,

where ω = �∗ ∫ 1
0

1
t (�

�
log(t))

∗(dLα) dt and � : Lν → LU is the unique tubular neighbour-

hood, such that �∗(J 
(α)) = �E. We can prove, as before, the following

Proposition 5.7 The 2-form ω ∈ 	2
Lν

(νN ) restricted to N has kernel im(∇).

Proof This proof follows the same lines as the proof of Proposition 5.2. ��
As in the cosymplectic transversal case, we can define a skew symmetric 2-form

� ∈ �∞(
2 J 
(Ann(im(∇)) ⊗ LN )

by

�(X , Y ) = (J 

∣∣
Ann(im(∇))

)−1(X)(Y ).

It is easy to see that � is non-degenerate. Moreover, we have

Lemma 5.8 The 2-form ω ∈ 	2
Lν

(νN ) coincides, restricted to νN ⊕ K ⊆ DLνN , with �,
where we denote K := (DLN ∩ BI (LJ )).

Proof Using the ideas of the proof of Lemma 5.3, we can show that the fat tubular neigh-
bourhood transports J 
(Ann(im(∇)) to νN ⊕ K , hence the proof is copy and paste of this
Lemma. ��
Theorem 5.9 (Normal Form for Jacobi bundles II) Let L → M be a line bundle, let J be a
Jacobi structure and let N → M be a homogenous cocontact transversal with connection
∇ : T N → DLN . For a closed 2-form ω ∈ 	2

Lν
(νN ), such that ker(ω�)

∣∣
N = im(∇) and ω

coincides with � at νN ⊕ (BI (LJ ) ∩ DLN ) ⊆ DLν , the Dirac–Jacobi structure

BP (LN )ω
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is the graph of a Jacobi structure near the zero section and there exists a fat tubular neigh-
bourhood � : Lν → LU which is a Jacobi map near the zero section.

Proof The proof follows the lines of Theorem 5.4 with the obvious adaptions. ��
The next step is to prove the second splitting Theorem of Dazord and Lichnerowicz and

Marle in [5], namely the splitting of Jacobi manifolds around contact leaves.

Theorem 5.10 Let L → M be a line bundle, let J ∈ �∞(
2(J 1 L)∗ ⊗ L) be a Jacobi
tensor and let p0 ∈ M be a contact point. Then there are a line bundle trivialization LU ∼=
U × R around p0 and a minimal homogeneous cocontact transversal N ↪→ U, such that
U ∼= U2q+1 × N for an open subset 0 ∈ U2q+1 ⊆ R

2q+1 and the corresponding Jacobi pair
(
, E) is transformed (via this isomorphism) to

(
, E) = (
can + πN + Ecan ∧ ZN , Ecan),

where (πN , ZN ) is the induced homogeneous Poisson structure on the transversal N and the
contact structure on the fiber is given by (
can, Ecan) = ((pi

∂
∂u + ∂

∂qi
) ∧ ∂

∂qi
, ∂

∂u ).

Proof Let p0 ∈ M be a contact point and let N ⊆ M be a minimal transversal, such that

σ(im J 
)
∣∣
p0

⊕ Tp0N = Tp0M .

Note using Proposition 4.14,this means in particular, that N is a homogeneous cocontact
transversal for a any flat connection, so we assume that the line bundle L → M is trivial and
choose the flat connection ∇ induced by this trivialization. In a possibly smaller neighbour-
hood, we can assume that also the normal bundle νN = V × N → N is trivial. We want
to show that there is a trivialization of νN , such that � looks trivial, where we specialize on
the way through the proof what we mean by trivial. Let us therefore denote by λ the local
trivializing section of LN , thus we can write

�(�,�) = 	(�,�) · λ

for �,� ∈ νN ⊕ K with K = DLN ∩ BI (LJ ) ⊆ DLN . Hence, we can find a (local)
nowhere vanishing section of K of the form 1 − Z for a unique Z . Let us now restrict

�
∣∣
νN

: νN × νN → LN ,

since νN is odd dimensional and � is a skew-symmetric pairing, we can find a local non-
vanishing X ∈ �∞(νN ), such that �(X , ·) = 0, moreover, since � is non-degenerate, we
can modify X by multiplying by a non-vanishing section in such a way that

	(1 − Z , X) = 1.

It is now easy to see that the symplectic complement S := 〈1 − Z , X〉⊥ ⊆ νN . Finally,
we find a trivialization of S such that 	

∣∣
S is the trivial symplectic form with Darboux

frame {e2, ek+2, . . . }. Hence, by extending this trivialization to νN = V × N by using the
coordinate X as e0, we find that {e0,1− Z , e1, ek+1, e2, ek+2, . . . } is a Darboux frame of 	

in this trivialization. with the decomposition DLν = T V ⊕ T N ⊕ RνN we can choose

ω =
k∑

i=1

dxi ∧ dxi+k + 1∗ ∧ (dx0 −
k∑

i=1

xi+kdxi )
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which coincides with � on νN ⊕ K and is dL -closed. By applying Theorem 5.9, since N
together with ∇ is a homogeneous cocontact transversal, we find a Jacobi morphism

BP (LN )ω ∼= LJ .

An easy computation shows that BP (LN )ω is the graph of the Jacobi structure of the form
in the theorem. ��

6 Application: splitting theorem for homogeneous Poisson structures

Using the homogenization scheme from [2], one can see that Jacobi bundles are nothing else
but special kinds of homogeneous Poisson manifolds. Moreover, the two most important
examples of Poisson manifolds are of this kind: the cotangent bundle and the dual of a Lie
algebra. Using this insight, it is easy to see that proving something for Jacobi structures gives
a proof for something in homogeneous Poisson Geometry. We want to apply this philosophy
to give a splitting theorem for homogeneous Poisson manifolds. The first appearance of such
a theorem was [5, Theorem 5.5] in order to prove the local splitting of Jacobi pairs. Here we
want to attack the problem from the other side: we use the splitting of Jacobi manifolds to
prove the splitting of homogeneous Poisson structures.

Theorem 6.1 Let (π, Z) be a homogeneous Poisson structure on a manifold M and let p0 ∈
M be a point such that Z p0 �= 0 such that rank(π
) = 2k. Then there exist an open
neighbourhood U of p0, an open neighbourhood U2k of 0 ∈ R

2k , a manifold N with a
homogeneous Poisson structure (πN , ZN ) and a diffeomorphism ψ : U → U2k × N, such
that

ψ∗π = ∂

∂ pi
∧ ∂

∂qi
+ πN .

Additionally,

1. if Z ∈ im(π
), then ψ∗Z = pi
∂

∂ pi
+ ∂

∂ pk
+ ZN .

2. if Z /∈ im(π
), then ψ∗Z = pi
∂

∂ pi
+ ZN .

Proof Note that since Z p0 �= 0, we find coordinates {u, x1, . . . , xq}with p0 = (1, 0, . . . , 0),
such that Z = u ∂

∂u . In this chart, using LZπ = −π , we have

π = 1

u
(
 + u

∂

∂u
∧ E)

for unique 
 ∈ �∞(
2T M) and E ∈ �∞(T M) which do not depend on u. It is easy to see,
that we have

�
,
�s = −2E ∧ 
 and LE
 = 0,

which means that (
, E) is a Jacobi pair. This allows us to use Theorem 5.5 and Theorem
5.10 to prove the result. We will do it just for the case where p0 is a contact point, which
means, translated to Jacobi pairs, that Ep0 is transversal to im(

)

∣∣
p0

and thus Z ∈ im(π
),
since the other case is exactly the same. Note that, we can apply Theorem 5.10: there exist
coordinates {x, qi , pi , y j } and a local non-vanishing function a (which is basically the line
bundle trivialization), such that


 = 1

a
(
can + πN + Ecan ∧ ZN ) and E = 1

a
(Ecan + 

(da)),
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where 
can and Ecan are just depending on {x, qi , pi } and (φN , ZN ) is a homogeneous
Poisson structure just depending on y j -coordinates.

If we apply the diffeomorphism (u, x1, . . . , xq) 
→ (a · u, x1, . . . , xq), we have

π = 1

u
(
can + πN + Ecan ∧ ZN + u

∂

∂u
∧ Ecan).

A (quite) long and not very insightful computation shows that the diffeomorphism

�(u, x1, . . . , xq) = (u,�
ZN
log(u)(�

Ecan
−log(u)(x

1, . . . , xq))),

where �
ZN
t (resp. �Ecan

t ) is the flow uf ZN (resp. Ecan), gives us

π = 1

u
(

∂

∂ pi
∧ ∂

∂qi
) + ∂

∂u
∧ ∂

∂x
+ πN and Z = u

∂

∂u
+ pi

∂

∂ pi
+ ZN

and with some obvious variations and renaming the coordinates we get the result. ��
This Application shows us that, even though we can see Poisson structures as Jacobi

manifolds, which suggests that they are more general objects than Poisson structures, the
splitting theorems (of Jacobi pairs) are a refinement of the known splitting theorems for
Poisson structures.

7 Generalized contact bundles

In this last section, we want to drop a word about generalized contact bundles. They were
introduced recently in [15] and they are modelled to be the odd dimensional analogue to
generalized complex structures. In the samewayDirac–Jacobi bundles are a generalization of
Wade’sE1(M)-Dirac structures, generalized contact bundles are a generalizationof integrable
generalized almost contact structure, which were defined in [9].

Definition 7.1 Let L → M be a line bundle. A subbundle L ⊆ DCL := DL ⊗ C is called
generalized contact structure on L , if

1. L is a (complex) Dirac–Jacobi structure
2. L ∩ L = {0}
A generalized contact structure can be also seen as an endomorphism of DL of the form

K =
(

φ J 


α� −φ∗
)

,

where φ ∈ End(DL), J ∈ �∞((J 1 L)∗ ⊗ L) and α ∈ 	2
L(M) (see [12] and [15]). This

endomorphism has to fulfill certain properties: it has to be almost complex, compatible with
the pairing and integrable, which we do not explain what it means here and refer the reader to
[15]. The +i-Eigenbundle produces a generalized contact structure in the sense of Definition
7.1. Moreover, we have that among many more conditions that J is a Jacobi structure. Let us
now pick a (cosymplectic or cocontact) transversal to J together with an Euler-like derivation
� = J 
(α), then (�, iα − φ∗(α)) = i(0, α) + K(0, α) ∈ �∞(L). With the techniques from
Sect. 4 and Sect. 5, one can show that

B�(L) = BI◦P (L)iω+β,
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whereω = ∫ 1
0

1
t (�

�
log(t))

∗ dLα dt and β = − ∫ 1
0

1
t (�

�
log(t))

∗ dLφ∗(α) dt . This is nothing else
but a normal form for generalized contact bundles. This can be pushed more forward to prove
a local splitting of generalized bundles, but this has already been done in [12] with similar
techniques.

8 Final remarks

In [14] the Dirac-ization trick is explained, which introduces a one-to-one correspondence
between Dirac–Jacobi bundles and so-called homogeneous Dirac structures, i.e. Dirac struc-
tures D ⊆ TP on the total space of a R

× principal bundle P → M , such that

(X , α) ∈ �∞(D) �⇒ ([E, X ] + X ,LEα) ∈ �∞(D)

for the fundamental vector field E ∈ �∞(T P) of 1 ∈ R = Lie(R×). Knowing this one
may wonder, if one can apply the normal form theorem from [3] to the homogeneous Dirac-
structure in order to obtain the normal form theorems for Dirac–Jacobi structures. This is not
directly possible, at least not to the author’s knowledge. Themain problems are the following:

1. Homogeneous Dirac structures are not invariant with respect to the lifted R
×-action on

TM , so the invariant versions of the normal forms from [3] are not applicable.
2. The homogenization of a submanifold gives always a homogeneous submanifold, i.e.

invariant under the principal action, butminimal transversals to contact points (points such
that the leaf through the point is tangential to the homogeneity E) are not homogeneous.

3. Even though there is a notion of product in the category of R
×-principal bundles (the

cartesian product of the total spaces modulo the diagonal action), the product is not a
principal bundle over the cartesian product of the bases of the factors, which makes a
splitting in this category very difficult.
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A theMoser trick for Jacobi manifolds

Let J ∈ �∞(
2(J 1L)∗ ⊗ L) be a Jacobi structure on a line bundle L → M . Moreover, we
assume having smooth family of closed 2-forms σt , such that σ0 = 0 and L

σt
J is a Jacobi
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structure for all t , denoted by Jt . For

αt := − ∂

∂t
ι1σt

the equation

∂

∂t
σt = − dLαt

holds. We define the Moser-derivation by

�t := −J 

t (αt )

and its flow by �t ∈ Aut(L), where we assume it exists for on open subset containing [0, 1].
Let us compute

d
dt �

∗
t Jt = �∗

t ([�t , Jt ] + d
dt Jt )

= �∗
t (−[J 


t (αt ), Jt ] + d
dt Jt )

= �∗
t (J



t (− dLαt ) + d

dt Jt ).

(A.1)

It is easy to see that

J 

t = J 
 ◦ (id+σ

�
t ◦ J 
)−1

by the equality LJt = L
σt
J . We can compute

d
dt J



t = d

dt J

 ◦ (id+σ

�
t ◦ J 
)−1

= −J 
 ◦ (id+σ
�
t ◦ J 
)−1 ◦ (

d

dt
(id+σ

�
t ◦ J 
)) ◦ (id+σ

�
t ◦ J 
)−1

= −J 
 ◦ (id+σ
�
t ◦ J 
)−1 ◦ ((

∂

∂t
σt )

� ◦ J 
) ◦ (id+σ
�
t ◦ J 
)−1

= −J 

t ◦ (

∂

∂t
σt )

� ◦ J 

t

= (−J 

t (

∂

∂t
σt ))




= (
J 

t (dLαt )

)

,

and hence d
dt Jt = J 


t (dLαt ). If we use this equality in Eq.A.1, we find

d
dt �

∗
t Jt = 0,

so we finally have J = �∗
0 J0 = �∗

1 J1 and hence the two Jacobi structures are isomorphic.
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