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Abstract
Wegive a quantitative estimate for the quantummean absolute deviation on hyperbolic
surfaces of finite area in terms of geometric parameters such as the genus, number of
cusps and injectivity radius. It implies a delocalisation result of quantum ergodicity
type for eigenfunctions of the Laplacian on hyperbolic surfaces of finite area that
Benjamini-Schramm converge to the hyperbolic plane. We show that this is generic
forMirzakhani’s model of random surfaces chosen uniformly with respect to theWeil-
Petersson volume. Depending on the particular sequence of surfaces considered this
gives a result of delocalisation of most cusp forms or of Eisenstein series.
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1 Introduction

1.1 Delocalisation of eigenfunctions

The question of the delocalisation of eigenfunctions is a widely studied topic in hyper-
bolic geometry. One of the main results on this topic is the Quantum Ergodicity
theorem. Let X be a compact hyperbolic surface (or more generally a compact man-
ifold with ergodic geodesic flow). Denote by � the Laplacian acting on L2(X) and
by λ j the non-decreasing sequence of eigenvalues of �. The Quantum Ergodicity
theorem of Snirelman, Zelditch and Colin de Verdière [7, 37, 42] asserts that for
any orthonormal basis of eigenfunctions ψ j in L2(X), we can find a subsequence of
density 1 of the probability measures |ψ j (z)|2 d Vol(z) that weakly converge to the
normalised Riemannian volume measure 1

Vol(X)
d Vol(z) when λ j → +∞. Quantum

Ergodicity can be alternatively formulated by studying the quantum variance for any
continuous a : X → R

1

#{ j : λ j ≤ λ}
∑

j :λ j≤λ

∣∣∣∣
∫

X
a(z)

(
|ψ j (z)|2 − 1

Vol(X)

)
d Vol(z)

∣∣∣∣
2

and showing that it tends to 0 when λ → +∞. The idea is that by this convergence
we obtain an equidistribution of eigenfunctions on average over the spectrum. On
hyperbolic manifolds, this quantum ergodicity property has also been shown to hold
by the authors when averaging on a bounded spectral interval, and making the volume
of X tend to infinity instead [16] (see also [2] for dimension > 2). We will call this
type of setting the level aspect, as opposed to the eigenvalue aspect, i.e. the limit
λ j → +∞.

In the eigenvalue aspect, Zelditch proved that the Quantum Ergodicity property
extends to non-compact hyperbolic surfaces of finite area [43], which will be the focus
of this article. Since the surface X is non-compact there is both discrete and continuous
spectra for the Laplacian. Let λ0 = 0 < λ1 ≤ λ2 ≤ . . . be the discrete spectrum and
fix a corresponding orthonormal system {ψ j } j∈N ⊂ L2(X) of eigenfunctions of the
Laplacian. The continuous spectrum is the interval [ 14 ,+∞). We denote by C(X)

the set of cusps on X . Given r ∈ R and b ∈ C(X), there is (non-L2) eigenfunction
of the Laplacian Eb(·, 1

2 + ir) : X → C called Eisenstein series, with eigenvalue
τ(r) = 1

4 + r2, see for example [14] for background. We similarly parametrise the
discrete eigenvalues τ(r j ) = λ j , with r j possibly complex.

Let now I ⊂ ( 14 ,+∞) be an arbitrary interval. We let N (X , I ) be the number of
(discrete) eigenvalues λ j of the Laplacian on X which are in I includingmultiplicities,
and

M(X , I ) := 1

4π

∫

τ−1(I )

−ϕ′
X

ϕX

( 1
2 + ir

)
dr

where ϕX (s) is the determinant of the scattering matrix, see Sect. 2 or [14] for details.
Then the sum N (X , I ) + M(X , I ) measures the total contribution of the discrete
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Quantum ergodicity for Eisenstein series... 847

and continuous spectra in the interval I . This definition was also used for intervals
IT = [ 14 , 1

4 + T 2], T > 0, by Zelditch in [43] in the study of Quantum Ergodicity of
Eisenstein series in the semiclassical limit T → +∞.

We define the quantum mean absolute deviation over I of the eigenfunctions by

DevX ,I (a) = 1

N (X , I ) + M(X , I )

⎛

⎜⎝
∑

λ j∈I

∣∣〈ψ j , a ψ j 〉 − ā
∣∣ + 1

4π

∫

τ−1(I )

×
∣∣∣∣∣∣

∑

b∈C(X)

〈Eb(·, 1
2 + ir), a Eb(·, 1

2 + ir)〉 + ϕ′
X

ϕX

(
1

2
+ ir

)
ā

∣∣∣∣∣∣
dr

⎞

⎠ ,

(1.1)

where a ∈ L∞(X) is compactly supported,

〈ψ, a ψ〉 =
∫

X
a(z)|ψ(z)|2 dμ(z) and ā = 1

Vol(X)

∫

X
a(z) dμ(z).

The quantity DevX ,I (a) measures how far the L2-mass (localised by a) of typical
eigenfunctions and Eisenstein series is from being uniformly distributed.

Zelditch proved in [43] that when IT = [ 14 , 1
4 +T 2], then for any smooth compactly

supported test function a : X → C, DevX ,IT (a) → 0 when T → +∞. In this paper,
we are interested in estimating DevX ,I for a fixed bounded interval I , in terms of
geometric parameters of X . We prove in particular that under natural assumptions,
DevX ,I (a) → 0 when Vol(X) → +∞, providing the level aspect counterpart of
Zelditch’s result. Note that because of the presence of the Einsenstein series we only
know how to deal with the quantum mean absolute deviation instead of the quantum
variance (where the absolute value in the sum and the integral would be squared).
This is similar to the situation in the eigenvalue aspect [43], where also quantummean
absolute deviation is used.

Before we state our estimate let us introduce some definitions. We see a hyperbolic
surface X = 	\H as a quotient of the hyperbolic plane by a discrete group 	 of
isometries. We denote by injX the radius of injectivity of X , that is, and injX =
inf z∈X injX (z), where

injX (z) = 1

2
inf{d(z, γ z) | γ ∈ 	 − {id}},

and by (X)≤R the R-thin part, i.e. the set

(X)≤R = {z ∈ X : injX (z) ≤ R}.

Given Y > 0 we can divide the surface X into a compact part where the cusps are
cut at a height Y , and a non-compact cuspidal part: the compact part X(Y ) is the
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848 E. Le Masson, T. Sahlsten

complement of the cuspidal part and is defined by

X(Y ) := X \
⋃

b

Xb(Y ),

where Xb(Y ) is the cuspidal zone associated with the cusp b (See the background in
Sect. 2.2 for details or [14, Section 2.2]). All cuspidal zones are isometric. We also use
the notation L∞

Y (X) for test functions a ∈ L∞(X) such that the support of a satisfy
spt a ⊂ X(Y ). Throughout the paper, we will write A �D B to denote that A ≤ CDB
with a constant CD depending on D.

Using all these parameters, we can now state our main quantitative geometric esti-
mate for the quantum mean absolute deviation:

Theorem 1.1 Fix I ⊂ ( 14 ,+∞) a compact interval. Then there exists RI > 0 such
that for all R > RI , k ∈ N and Y > 0 the following holds. Assume X is a finite area
hyperbolic surface with k cusps. For any a ∈ L∞

Y (X), we have

D̃evX ,I (a) �I

[
max{N (X , I ), k}1/2

( Vol(X)

ρ(λ1(X))R
+ e2R

min{1, injX(YeR/2)
2} Vol((X)≤R)

)1/2

+
(
2k log Y + k2e−4πY + k

Vol(X)

(
M(X , I ) + k logVol(X)

))]
‖a‖∞,

where D̃evX ,I (a) = (N (X , I ) + M(X , I ))DevX ,I (a) and ρ(λ1(X)) is a function of
the spectral gap of X

Now, this quantitative estimate can be used to give a Quantum Ergodicity type the-
orem for a sequence of surfaces (Xn). We say that a sequence of finite area hyperbolic
surfaces Xn Benjamini-Schramm converges to H if for any R > 0,

Vol((Xn)≤R)

Vol(Xn)
→ 0

when n → +∞. Under Benjamini-Schramm converging Xn → H, we obtain the
following Quantum Ergodicity theorem for eigenfunctions:

Theorem 1.2 Let I ⊂ ( 14 ,+∞) be a compact interval. Let Xn = 	n\H be a sequence
of finite area hyperbolic surface that Benjamini-Schramm converge to H. Assume in
addition that

(1) Xn has a uniform spectral gap (the first non-zero eigenvalue of the Laplacian is
bounded away from 0 uniformly in n);

(2) The systole (length of the shortest closed geodesic) of Xn is bounded uniformly
from below;

(3) The number of cusps kn = k(Xn) of Xn satisfies for some 0 ≤ κ < 1/2, kn =
O(gκ

n ) when n → +∞, where gn = g(Xn) is the genus of Xn.
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Quantum ergodicity for Eisenstein series... 849

Fix Y > 0 and let (an)n∈N be a uniformly bounded sequence of measurable functions
such that spt an ⊂ Xn(Y ). We have

DevXn ,I (an) → 0 (1.2)

when n → +∞.

Note that the proof gives a stronger statement than Theorem 1.2, where we are able
to let the systole and the spectral gap shrink to 0 and the support of the test functions
expand, provided that all of this happens slowly enough when n → +∞.

Remark 1.3 In the above results, we assume I ⊂ (1/4,∞) because Lemma 3.2 used
in the proof of Theorem 1.1 needs a > 1

4 , but we believe the result should hold also
for intervals intersecting [0, 1/4) with more careful analysis of the spectral action of
the propagator.

The proof of Theorem 1.2 follows from Theorem 1.1 provided that we can control
the asymptotic behaviour of N (Xn, I ) + M(Xn, I ) as Xn Benjamini-Schramm con-
verges to H, which is given by the following spectral convergence theorem that we
prove in Sect. 5.

Theorem 1.4 Let I ⊂ [0,+∞) be a compact interval and Xn a sequence of hyperbolic
surfaces of finite area that Benjamini-Schramm converges to the hyperbolic plane H

and such that the systole is uniformly bounded from below. Then

N (Xn, I ) + M(Xn, I ) ∼ Vol(Xn) (1.3)

when n → +∞.

Remark 1.5 Asshown in [2], themethods of [16] canbe extended tohigher dimensional
compact hyperbolic manifolds. This is because Selberg’s theory (spectral side of the
proof) and the quantitative ergodic theorem of Nevo (geometric side of the proof)
extend naturally to more general symmetric spaces. We expect that the new elements
we introduce in this paper can also be generalised tofinite volumehyperbolicmanifolds
of any dimension. Concerning variable curvature cusp manifolds — for a level aspect
analogue of [5] — the main difficulties lie already in proving a version of the theorem
for compact variable curvature manifolds. In this case indeed, we cannot use Selberg’s
theory and Nevo’s ergodic theorem. We would need to use lower level tools such as
estimates on wave propagation and exponential mixing of the geodesic flow.

Let us now discuss about some consequences of Theorems 1.1, 1.2 and 1.4.

1.2 Equidistribution of Maass forms in the level aspect

Onnon-compact finite area surfaces the existence of a discrete sequence of eigenvalues
in L2 is not guaranteed and is in fact believed to rarely happen (See [31, 32]). Our
general result therefore can mostly be seen as an equidistribution result for Eisenstein
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850 E. Le Masson, T. Sahlsten

series. However, in the case of the modular surface,	 = SL(2, Z), a discrete spectrum
is known to exist since the work of Selberg. More generally, this is the case for any
congruence subgroup defined by

	0(N ) =
{(

a b
c d

)
∈ SL(2, Z) : c ≡ 0 mod N

}
. (1.4)

In this setting, relevant in number theory, eigenfunctions are usually called Maass
forms. The arithmetic structure carries a family of operators calledHecke operators that
commute with the Laplacian and it was proved by Lindenstrauss [17] and Soundarara-
jan [38] that joint eigenfunctions of these operators and the Laplacian satisfy quantum
unique ergodicity. This property implies the equidistribution of all eigenfunctions in
the large eigenvalue limit (see for example [4] for an introduction to these questions).

The level aspect limit in the arithmetic setting was considered recently in a series of
paper concerning the equidistribution of holomorphic forms by Nelson [25] and Nel-
son, Pitale and Saha [27]. The results are analogous to the quantum unique ergodicity
theory but they rely on the proof of the Ramanujan conjectures which is not available
for Maass forms.

It turns out that the surfaces Y0(N ) = 	0(N )\H Benjamini-Schramm converge
to H when the level N → ∞ ([1, 33]). Moreover, in the case of increasing congru-
ence covers, Finis, Lapid and Müller showed that the discrete spectrum dominates
the asymptotics as the level N → ∞ (see [8]). This means that M(Y0(N ),I )

N (Y0(N ),I ) → 0
when N → +∞. Hence Theorem 1.1 together with Theorem 1.4 implies a Quantum
Ergodicity theorem for Maass cusp forms, which incidentally does not need to assume
the cusp forms are Hecke eigenfunctions. For Hecke-Maass cusp forms, however, a
quantum ergodicity theorem with a stronger rate of convergence has recently been
obtained by Nelson [26].

1.3 Quantum ergodicity on random surfaces of large genus

The quantitative estimate in Theorem 1.1 allows us to study the delocalisation of
eigenfunctions on random surfaces of large genus, where the random model we will
use is the probability density with respect to theWeil-Petersson volume on the moduli
space of hyperbolic surfaces of finite volume. This probability model for hyperbolic
surfaces was popularised by the work of Mirzakhani [21] (see also the survey by
Wright [40]) and provides very effective tools to estimate the geometric parameters
appearing in Theorem 1.1.

The approach for delocalisation of eigenfunctions was introduced in [9] in the study
of L p norms of eigenfunctions on random surfaces in the Weil-Petersson model (see
also the recent work ofMonk [24]). Furthermore, in our case, wewill also rely on some
of the recent work on the spectral gaps λ1(X) of random surfaces X of large genus, in
particular the work of Hide [12] on spectral gaps of random finite area surfaces. Hide’s
work continues and builds the highly active area on bounding the spectral gap λ1(X)

for various models of random surfaces X with probability going to 1 as the genus of
X grows [18, 20, 41]. We also highlight further related works such as Magee-Naud
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[19] in the non-compact case and a recent related breakthrough of Hide and Magee
[13] on optimal spectral gap on a sequence of finite area surfaces.

To fix some notation, denote by 
g,k a topological surface of genus g ∈ N with
k ≥ 0 punctures, which we associate with cusps. In the case k = 0, the surface has no
punctures and thus is compact. Let then T (
g,k) be the corresponding Teichmüller
space of Riemann surface structures on 
g,k identified up to an isotopy. Then the
moduli spaceMg,k is the quotientMg,k = T (
g,k)/MCG(
g,k), whereMCG(
g,k)

is themapping class group of isotopy classes of homeomorphisms of
g,k . ThenMg,k

is independent of the base surface 
g,k chosen. There is a canonical symplectic form
ωg,k invariant under the mapping class group on T (
g,k). This form ωg,k gives rise
to the Weil-Petersson volume Volg,k on Mg,k , see [39]. The Weil-Petersson volume
Volg,k(Mg,k)ofMg,k is a constantmultiple ofπ6g−6+2k , see e.g.Wolpert’swork [39],
so we can normalise Volg,k to define a probability measure Pg,k onMg,k . This is our
probability model. We refer to Mirzakhani [21] and Wright [40] for more background
and notation.

Theorem 1.6 Let k(g) ∈ N be such that k(g) = O(gκ) for some 0 ≤ κ < 1/2 as
g → ∞, then for g large enough and a Pg,k(g)-random surface X ∈ Mg,k(g), we
have that for any a ∈ L∞

log g(X) and any compact interval I ⊂ ( 14 ,+∞) that

DevX ,I (a) �I ,κ
1√
log g

‖a‖∞

with probability at least 1 − O(g−β) for some power β > 0 depending on κ .

In other words, provided we control the number of cusps and the support of the
test function, the quantum mean absolute deviation tends to 0 with high probability
when g → +∞ at a rate of O((log g)−1/2). The logarithmic rate that we obtain
is analogous to the rates obtained by Zelditch [44] in the large eigenvalue limit on
compact hyperbolic surfaces, and Schubert [35] in the semiclassical setting.

The proof of Theorem 1.6 follows from Theorem 1.1 together with the following
properties of random surfaces. Fix ε > 0, g ≥ 2 and k(g) ∈ N such that k(g) = O(gκ)

for some 0 ≤ κ < 1/2. Let Bε,κ,g,k(g) ⊂ Mg,k(g) be the set of surfaces such that

(i) the thin part satisfies

Vol
(
(X)≤ 1

6 log g

)

Vol(X)
≤ g− 1

3 ,

(ii) the systole satisfies

sys(X) ≥ g− 1
24 (log g)

1
2 ,

(iii) the spectral gap satisfies

λ1(X) ≥ 1

4
−
(
2κ + 1

4

)2

− ε.
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852 E. Le Masson, T. Sahlsten

Wewill denote byAg,k(g) the subset ofMg,k(g) satisfying only the two first conditions
(on the thin part and the systole). Then Bε,κ,g,k(g) is the intersection of Ag,k(g) with
the hypothesis (iii) from the spectral gap and we have:

Theorem 1.7 Let 0 < ε < 1 and g ≥ 2. Assume there exists a constant 0 ≤ κ < 1/2
such that k(g) = O(gκ). Then there exists β > 0 depending only on ε and κ such
that

Pg,k(g)(Bε,κ,g,k(g)) = 1 − Oε,κ (g−β).

Remark 1.8 (1) Theorem 1.7 is a combination of results of Mirzakhani [21, Theorem
4.2] (systole), Monk [23, Corollary 4.4] (thin part), and a recent spectral gap result
by Hide [12, Theorem 1.3 and its proof for the rate] for finite area surfaces in the
Weil-Petersson model of random surfaces with number of cusps k(g) growing at
most with rate o(

√
g). We also highlight the work of Shen and Wu [36] where

it was shown Hide’s result is sharp in the sense that if k(g) grows much faster
than

√
g, random surfaces in Mg,k(g) can have arbitrarily small spectral gap as

g grows showing that our estimate from Theorem 1.1 cannot be directly used for
such surfaces with too many cusps.

(2) However, we note that Mirzakhani’s result [21, Theorem 4.2] on the systole did
not specify the quantitative dependence on the number of cusps k(g) as g → ∞
and the proof of the upper bound for the probability we need here was only proved
for compact surfaces. We prove these missing parts in the appendix (Lemma A.1).

Theorem 1.7 gives us quantitative estimates on the spectral gap, the systole and
the rate of Benjamini-Schramm convergence valid with high probability on ran-
dom surfaces of large genus. However, we still need to estimate the spectral density
N (X , I ) + M(X , I ) uniformly over the subset Bε,κ,g,k(g), which Theorem 1.4 does
not give us. For this purpose, we extend the spectral convergence result of Monk [24]
to the non-compact case, obtaining the following result.

Theorem 1.9 Let I = [a, b] ⊂ [ 14 ,+∞). If X ∈ Ag,k(g) with k(g) = o(
√
g), then we

have

N (X , I ) + M(X , I )

Vol(X)
= 1

4π

∫ ∞

1/4
1I (λ) tanh(π

√
λ − 1/4) dλ + R(X , I ),

where

−C

√
b + 1

log g
≤ R(X , I ) ≤ C

√
b + 1

log g
log

(
2 + (b − a)

√
log g

b + 1

)1/2

.

Note that for Theorem 1.6 we only need to know that R(X , I ) is bounded from below
by o(1) when g → +∞ uniformly over X ∈ Bε,κ,g,k(g). However, as we explain
in Sect. 6, the methods of [24] generalise entirely to the finite area case and the full
theorem is of interest in itself. The detail of how Theorems 1.7 and 1.9 are combined
to obtain Theorem 1.6 is provided in Sect. 7.
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An interesting open problem here is to find which of the continuous or discrete
spectra dominate in the large genus limit for random surfaces. Typically the continuous
part of the spectrum is expected to generically be dominant. On random surfaces, we
therefore view our theorem mostly as an equidistribution result for Eisenstein series.
An interesting result would be to prove the following:

Conjecture 1.10 For aPg,k(g)-random hyperbolic surface X ∈ Mg,k(g) of large genus
g, assuming that k(g) = o(

√
g) as g → ∞, we have that for any compact interval

I ⊂ ( 14 ,+∞):

N (X , I )

M(X , I )
= o(1)

when g → +∞, with high probability.

As far as we know this problem is open.

1.4 Organisation of the article

The paper is organised as follows. In Sect. 2 we give the necessary background on
harmonic analysis on finite volume hyperbolic surfaces and Selberg’s theory we use
in the spectral side of the proof. In Sect. 3 we prove a version of Theorem 1.1 for
mean zero observables, which is similar to the compact case but requires additional
steps to handle the presence of cusps and the fact we are using the quantum mean
absolute deviation instead of the variance. This is the first step of the proof of the
general quantitative estimate that we prove in Sect. 4 where we deal more specifically
with the continuous spectrum using Maass-Selberg estimates. In Sect. 5 we prove the
spectral convergence (Theorem 1.4). For random surfaces in Theorem 1.6 we need the
quantitative version of the spectral convergence (Theorem 1.9) that we prove in Sect. 6.
Finally in Sect. 7 we give the argument for the proof of Theorem 1.6. In the Appendix
we extend Mirzakhani’s result [21, Theorem 4.2] on systole for non-compact surfaces
needed for Theorem 1.7.

2 Background

In this section, we give some definitions and introduce elements of harmonic analysis
on hyperbolic surfaces that we will use in the proof. For more background on the
geometry and spectral theory of hyperbolic surfaces we refer to the books [4, 6, 14].

2.1 Hyperbolic surfaces

The hyperbolic plane is identified with the upper-half plane

H = {z = x + iy ∈ C | y > 0},

123



854 E. Le Masson, T. Sahlsten

equipped with the hyperbolic Riemannian metric

ds2 = dx2 + dy2

y2
.

We will denote by d(z, z′) the distance between two points z, z′ ∈ H. The hyperbolic
volume is given by

dμ(z) = dx dy

y2
.

For a measurable subset A ⊂ H we will use the following notation interchangeably:

μ(A) = Vol(A) = |A|.

The group of isometries of H is identified with PSL(2, R), the group of real 2 × 2
matrices of determinant 1 modulo ± id, acting by Möbius transformations

((
a b
c d

)
∈ PSL(2, R), z ∈ H

)
�→

(
a b
c d

)
· z = az + b

cz + d
.

A hyperbolic surface can be seen as a quotient X = 	\H of H by a discrete
subgroup 	 ⊂ PSL2(R). We denote by F a fundamental domain associated to 	. If
we fix z0 ∈ H, an example of a fundamental domain is given by the set

F = {z ∈ H | d(z0, z) < d(z0, γ z) for any γ ∈ 	 − {± id}}.

The injectivity radius on the surface X = 	\H at a point z is given by

injX (z) = 1

2
min{d(z, γ z) | γ ∈ 	 − {id}}.

Thus injX (z) gives the largest R > 0 such that BX (z, R) is isometric to a ball of radius
R in the hyperbolic plane. It is also equal to half of the length of the largest geodesic
loop at z.

Let g ∈ PSL(2, R), we define the translation operator Tg , such that for any function
f on H

Tg f (z) = f (g−1 · z).

We will generally see a function f on a hyperbolic surface X = 	\H as a 	-invariant
function f : H → C,

Tγ f (z) = f (γ −1z) = f (z) for all γ ∈ 	.
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The integral of the function on the surface is then equal to the integral of the invariant
function over any fundamental domain

∫

F
f (z) dμ(z).

2.2 Cusps

We will now recall some technical definitions of cusps of hyperbolic surfaces of finite
area, see [14] for more details. Let X = 	\H be a finite area hyperbolic surface.
Write C(X) as the set of all the cusps indexed by gothic characters b ∈ C(X). In the
Poincaré disc model, these are identified with elements in the boundary of H so in
particular we can define γ b for γ ∈ PSL(2, R) by the action of PSL(2, R) on H ∪ ∂H

by Möbius transformations. Now the stability group of cusp b is the infinite cyclic
group generated by parabolic motion:

	b = {γ ∈ 	 : γ b = b} = 〈γb〉

Then there exists an element σb ∈ PSL(2, R) with

γbb = b, σ−1
b γbσb =

(
1 1
∗ 1

)
,

which is called the scaling matrix of the cusp b. These notations are same as in [14,
(2.1)].

Suppose Y > 0 is a constant. For Y sufficiently large we can find k = k(X) closed
loops (horocycles) γ1, . . . , γk in X (not to be confused with γb, this is a slight abuse of
notation as we will need these later when discussing Mirzakhani’s notation of random
surfaces) of equal length 1/Y such that we can decompose X as

X = X(Y ) ∪ X1(Y ) = X(Y ) ∪
k⋃

j=1

Z j (Y ),

where X(Y ) is a compact manifold with the k closed horocycles γ1, . . . , γk ⊂ X
as boundaries and X1(Y ) is the union of disjoint topological cylinders (cusps)
Z1(Y ), . . . , Zk(Y ) cut along the horocycles. All the cusps cut at height Y are iso-
metric to

CY = 	∞\ {z = x + iy ∈ H | 0 ≤ x ≤ 1, y ≥ Y } ,

where 	∞ is the subgroup generated by the transformation z �→ z + 1. In particular
we see that

Vol(CY ) = 1

Y
.
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For each cusp Z j (Y ), using the isometry σ j : CY → Z j (Y ), we can see any function
f of X = 	\H as a function f ( j)(x, y) = f (σ j (x, y)) such that f ( j)(x, y) =
f ( j)(x + 1, y), which allows to write a Fourier series decomposition

f ( j)(x, y) =
∑

n

f ( j)
n (y)einx ,

in any cusp.

2.3 Geodesic flow

The tangent bundle ofH can be identified withH×C. The hyperbolic metric gives the
following inner product for two tangent vectors (z, reiθ ) and (z, r ′eiθ ′

) on the tangent
plane TzH

〈reiθ , r ′eiθ ′ 〉z = r r ′

Im (z)2
cos(θ ′ − θ).

As a consequence, the map

(z, θ) ∈ H × S
1 �→ (z, Im (z) eiθ ) ∈ H × C,

where S
1 = R/2πZ, identifies H × S

1 with the unit tangent bundle.
The group PSL(2, R) acts on the tangent bundle via the differential of its action on

H. It is well known (see for example [15]) that this action induces a homeomorphism
between PSL(2, R) and the unit tangent bundle ofH, such that the action of PSL(2, R)

on itself by left multiplication corresponds to the action of PSL(2, R) on the unit
tangent bundle.

We denote by ϕt : H × S
1 → H × S

1 the geodesic flow associated with H. The
Liouville measure dμ dθ , where dθ is the Lebesgue measure on S

1, is invariant under
the action of ϕt . Via the identification H×S

1 ∼ PSL(2, R), the geodesic flow is equal
to the multiplication on the right by the diagonal subgroup

ϕt (g) = g

(
et/2 0
0 e−t/2

)
, g ∈ G, t ∈ R.

For a hyperbolic surface 	\H, the unit tangent bundle is identified with
	\PSL(2, R), and via this identification the geodesic flow will be given simply by

ϕt (	g) = 	g

(
et/2 0
0 e−t/2

)
.

2.4 Polar coordinates

Let z0 ∈ H be an arbitrary point. For any point z ∈ H different from z0, there is a
unique geodesic of length r going from z0 to z. Using the geodesic flow, it means that
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there is a unique θ ∈ S
1 and r ∈ (0,∞) such that z is the projection of ϕr (z0, θ) on

the first coordinate. The change of variable z �→ (r , θ) is called polar coordinates.
The induced metric is

ds2 = dr2 + sinh2 r dθ2,

and the hyperbolic volume in these coordinates is given by

dμ(r , θ) = sinh r dr dθ.

2.5 Spectrum of the Laplacian and Eisenstein series

In the coordinates z = x + iy, the Laplacian � on H is the differential operator

� = −y2
(

∂2

∂x2
+ ∂2

∂ y2

)
.

A fundamental property of the Laplacian is that it commutes with isometries. We have
for any g ∈ PSL(2, R),

Tg� = �Tg.

TheLaplacian can therefore be seen as a differential operator on any hyperbolic surface
X = 	\H. The spectrum of the Laplacian � on X can then be decomposed into the
discrete part λ0 = 0 < λ1 ≤ . . . and the absolutely continuous part [1/4,+∞), where
the latter come from Eisenstein series, which we will recall their definition from [14,
(3.11)] now.

Suppose X = 	 \ H is a hyperbolic surface of has finite area with cusps C(X). For
each cusp b ∈ C(X), we can associate with the Eisenstein series, which is first defined
for all s ∈ C with Re s > 1 and z ∈ X as:

Eb(s, z) =
∑

γ∈	b\	
(Im γ −1

b γ z)s .

Here the subgroup 	b and γb are defined in Sect. 2.2. For each z ∈ X , the Eisenstein
series have a meromorphic extension s �→ Eb(s, z) to the whole complex plane
C. Then, for each λ ∈ [1/4,+∞) in the absolutely continuous part, and each cusp
b ∈ C(X), the Eisenstein series z �→ Eb(sλ, z), z ∈ X , where sλ ∈ C is determined
by sλ(1 − sλ) = λ, is a non-L2 eigenfunctions of the Laplacian with eigenvalue λ.

Note that as λ ≥ 1/4, we have sλ = 1
2 + irλ, where rλ = ±

√
λ − 1

4 . Furthermore,

τ(rλ) = λ, where, recall, τ(r) = 1
4 + r2.
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2.6 Scatteringmatrix and truncated Eisenstein series

Assume the cusps b ∈ C(X) are numbered with j = 1, . . . , k, and we slightly shorten
the notation by identifying each cusp b with exactly one j . For 1 ≤ �, j ≤ k we can
expand the Eisenstein series E� associated with cusp �, in the j-th cusp Z j (Y ). Given
s ∈ C, this expansion is of the form

E ( j)
� (s, σ j (x, y)) = δ� j y

s + �� j (s)y
1−s +

∑

n �=0

f ( j)
n (s, y) einx

for some functions f ( j)
n (s, y) representing the coefficients of the non-zero Fourier

modes. The scattering matrix is defined as the k × k matrix �(s) = (�� j (s))1≤�, j≤k .
The determinant of�(s), denoted by ϕ(s), is called the scattering determinant. When
Re s = 1/2, we have that �(s) is a unitary matrix.

Given a height Y , we can form a truncated version EY
j (s, z) of the Eisenstein series

E j (s, z) defined for any 1 ≤ � ≤ k by

EY
j (s, z) = E j (s, z) − δ j� (Im σ−1

� z)s − � j�(s) (Im σ−1
� z)1−s

if z ∈ Z�(Y ), and by

EY
j (s, z) = E j (s, z)

if z is in the compact part X(Y ).
For any y > 0 we denote by �∗

y the projector on functions whose zeroth Fourier

mode vanish in each cusp at height higher than y such that EY
j (s, z) = �∗

Y E j (s, z).

2.7 Invariant integral operators and Selberg transform

We say that a bounded measurable kernel K : H × H → C is invariant under the
diagonal action of 	 if for any γ ∈ 	 we have

K (γ · z, γ · w) = K (z, w), (z, w) ∈ H × H.

Assume for simplicity that K (z, w) = 0 whenever d(z, w) > C for some constant
C > 0. Such a kernel defines an integral operator A on the surface X defined for any
f ∈ C∞

c (	\H) by the formula,

A f (z) =
∫

H

K (z, w) f (w) dμ(w) =
∫

D

∑

γ∈	

K (z, γw) f (w) dμ(w), z ∈ D.

The function K̃ : H × H → C given by

K̃ (z, w) =
∑

γ∈	

K (z, γw)
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is such that K̃ (γ z, γ ′w) = K̃ (z, w) for any γ, γ ′ ∈ 	, is the Schwartz kernel of A.
A special case of invariant kernels is given by radial kernels. Let k : [0,+∞) → C

be a bounded measurable compactly supported function, then

K (z, w) = k(d(z, w)), (z, w) ∈ H × H

is an invariant kernel.
For k : [0,+∞) → C, the Selberg transform S(k) of k is obtained as the Fourier

transform

S(k)(r) =
∫ +∞

−∞
e−irug(u) du

of

g(u) = √
2
∫ +∞

|u|
k(ρ) sinh ρ√

cosh ρ − cosh u
dρ.

For a function h : R → C, the Selberg transform is inverted using the inverse Fourier
transform

g(u) = 1

2π

∫ +∞

−∞
eisuh(s) ds

and the formula

k(ρ) = − 1√
2π

∫ +∞

ρ

g′(u)√
cosh u − cosh ρ

du.

Eigenfunctions of the Laplacian are eigenfunctions of all operators of convolution
by a radial kernel and the eigenvalues are given precisely by the Selberg transform.

Proposition 2.1 ([14], Theorems 1.14 and 1.16)Let X = 	\Hbe a hyperbolic surface.
Let k : [0,+∞) → C be a smooth function with compact support. If ψλ is an
eigenfunction of the Laplacian on X of eigenvalue λ, then it is an eigenfunction of the
radial integral operator A associated with k. That is,

Aψλ(z) =
∫

k(d(z, w))ψλ(w)dμ(w) = h(rλ)ψλ(z),

where the eigenvalue h(rλ) is given by the Selberg transform of the kernel k:

h(rλ) = S(k)(rλ),

and rλ ∈ R is defined by λ = τ(rλ) = 1
4 + r2λ .

Note that this statement can be generalised to the case of k : [0,+∞) → Cmeasur-
able bounded and compactly supported by approximation and dominated convergence.
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3 Mean zero case

We first consider the case where the test function is of mean 0. We will consider the
general case in Sect. 4. The proof of the mean zero case follows closely the proof for
compact surfaces in [16]. The main difference is the Hilbert-Schmidt norm estimate in
Lemma 3.5 that now takes into account the presence of cusps and an additional argu-
ment used to deal with the quantum mean absolute deviation instead of the quantum
variance.

Proposition 3.1 Fix I ⊂ (1/4,+∞)a compact interval. Then there exists RI > 0 such
that for all R > RI and for all hyperbolic surface X with Vol(X) < ∞ and for any
compactly supported measurable function a ∈ L∞(X) such that

∫
a(x) dμ(x) = 0,

we have

DevX ,I (a) �I C(X , I )

(
Vol(X)

ρ(λ1)R
+ e2R

min{1, injX(YaeR/2)
2} Vol((X)≤R)

)1/2

‖a‖∞.

where

C(X , I ) = max{N (X , I ), k(X)}1/2
N (X , I ) + M(X , I )

,

k(X) is the number of cusps and ρ(λ1) is a function of the spectral gap.

The key idea proposed in [16] is to introduce a ball averaging operator that we see
as a form of wave propagation. For any bounded measurable function u : X → C we
define

Pt u(z) = 1

et/2

∫

B(z,t)
u(w) dμ(w), (3.1)

where B(z, t) is the hyperbolic ball of radius t around z. The operator Pt is at the
centre of our dynamical approach. Our goal is to show that the mean deviation for a
mean-zero test function a

DevX ,I (a) = 1

N (X , I ) + M(X , I )

⎛

⎝
∑

λ j∈I

∣∣〈ψ j , a ψ j 〉
∣∣

+ 1

4π

∫

τ−1(I )

∣∣∣∣∣∣

∑

b∈C(X)

〈
Eb

(
·, 1

2 + ir

)
, a Eb

(
·, 1

2 + ir

)〉∣∣∣∣∣∣
dr

⎞

⎠ ,

satisfies some invariance under the action of Pt in the sense that we can formally
replace a in the previous expression with the time-evolved operator 1

T

∫ T
0 Pt a Pt dt

and consider

DevX ,I

(
1

T

∫ T

0
Pt a Pt dt

)
,
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which in turn is controlled by the dynamics of the geodesic flow when T → +∞. In
fact we just need

DevX ,I (a) � DevX ,I

(
1

T

∫ T

0
Pt a Pt dt

)

where the implied constant is uniform in T and X . For us we relate T and R by
T = 2R.

3.1 Invariance of the quantummean absolute deviation (spectral side)

The first step is to understand the action of Pt on eigenfunctionsψλ of the Laplacian of
eigenvalueλ. The operator Pt has the formof a radial integral operator: foru ∈ L∞(X),
we have

Ptu(z) =
∫

Kt (z, w) u(w) dμ(w)

with radial kernel Kt (z, w) = kt (d(z, w)), where

kt (ρ) := e−t/21{ρ≤t}.

By Proposition 2.1 we have for any function ψλ such that �ψλ = λψλ

Ptψλ(z) =
∫

kt (d(z, w))ψλ(w)dμ(w) = S(kt )(sλ)ψλ(z),

where S(kt ) is the Selberg transform of the kernel kt and sλ ∈ C is defined by the
equation λ = 1

4 + s2λ .

The action of 1
T

∫ T
0 Pt a Pt dt on ψλ will be understood through the following

lemma, proved in [16, Proposition 4.2].

Lemma 3.2 Let I ⊂ ( 14 ,+∞) be a compact interval. Then there exists a constants
CI > 0 and TI > 0 such that for all T > TI we have

inf
r∈τ−1(I )

1

T

∫ T

0
|S(kt )(r)|2 dt ≥ CI

where τ(r) = 1
4 + r2.

Given any λ ∈ I , an application of Lemma 3.2 to ϕλ gives us a bound for any
T > TI :

|〈ψλ, a ψλ〉| ≤ 1

CI

∣∣∣
〈
ψλ,

( 1

T

∫ T

0
PtaPt dt

)
ψλ

〉∣∣∣. (3.2)
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This applies to both cusp forms and Eisenstein series. Thus summing and integrating
the above estimate (3.2) over both the discrete and continuous spectrum, we get a
formal bound for the quantum mean absolute deviation (1.1). It is not obvious that
this bound is in fact finite. We will show it by establishing in Proposition 3.4 that
1
T

∫ T
0 PtaPt dt is a Hilbert-Schmidt operator. We first have the following bound of the

quantum deviation. We note that this also gives a bound for the trace of the spectral
projection of the Laplacian to the interval I .

Proposition 3.3 Under the assumptions of Theorem 1.1, there exists TI > 0 such that
for all T > TI and any a ∈ L∞(X) with

∫
X a dμ = 0, we have

DevX ,I (a) �I C(X , I )
∥∥∥
1

T

∫ T

0
PtaPt dt

∥∥∥
HS

,

where

C(X , I ) = max{N (X , I ), k(X)}1/2
N (X , I ) + M(X , I )

and k(X) is the number of cusps of X.

Here the quantity

∥∥∥
1

T

∫ T

0
PtaPt dt

∥∥∥
HS

is the Hilbert-Schmidt norm of the operator 1
T

∫ T
0 PtaPt dt , that we bound in the next

section.

Proof of Proposition 3.3 Let ā = 1
Vol(X)

∫
X a(x) dμ(x) and assume ā = 0. Write

A := 1

T

∫ T

0
PtaPt dt .

Our aim is to relate DevX ,I (a) to ‖A‖2HS using the spectral theorem. By the Cauchy-
Schwarz inequality, the concavity of the square root (which gives

√
a + √

b ≤
2√
2

√
a + b), and the bound (3.2), we have the estimate:

∑

λ j∈I
|〈ψ j , a ψ j 〉| +

∫

τ−1(I )

∣∣∣∣∣∣

∑

b∈C(X)

〈
Eb

(
·, 1

2 + ir

)
, a Eb

(
·, 1

2 + ir

)〉∣∣∣∣∣∣
dr

≤ N (X , I )1/2
( ∑

λ j∈I
|〈ψ j , a ψ j 〉|2

)1/2

+ (|τ−1(I )||C(X)|)1/2
(∫

τ−1(I )

∑

b∈C(X)

∣∣∣∣

〈
Eb

(
·, 1

2 + ir

)
, a Eb

(
·, 1

2 + ir

)〉∣∣∣∣
2
dr

)1/2
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� max{N (X , I ), |τ−1(I )||C(X)|}1/2
( ∑

λ j∈I
|〈ψ j , a ψ j 〉|2

+
∫

τ−1(I )

∑

b∈C(X)

∣∣∣∣

〈
Eb

(
·, 1

2 + ir

)
, a Eb

(
·, 1

2 + ir

)〉∣∣∣∣
2
dr

)1/2

�I (max{N (X , I ), |τ−1(I )||C(X)|})1/2
( ∑

λ j∈I

∣∣∣∣

〈
ψ j , Aψ j

〉∣∣∣∣
2

+ 1

4π

∫

τ−1(I )

∑

b∈C(X)

∣∣∣∣

〈
Eb(·, 1

2 + ir), A Eb(·, 1
2 + ir)

〉∣∣∣∣
2

dr

)1/2

�I max{N (X , I ), |τ−1(I )||C(X)|}1/2‖A‖HS.

For the last inequality we use the spectral theorem (See [14, Theorem 7.3 and Theorem
7.4]) for the kernel of the operator A, which gives

∑

λ j∈I
|〈ψ j , Aψ j 〉|2 + 1

4π

∫

τ−1(I )

∑

b∈C(X)

∣∣∣∣

〈
Eb

(
·, 1

2 + ir

)
, AEb

(
·, 1

2 + ir

)〉∣∣∣∣
2
dr ≤ ‖A‖2HS.

��

3.2 Bounding the Hilbert–Schmidt norm

Write RI = 2TI , where TI > 0 is from Proposition 3.3. Let R > RI and write
T = R/2 so T > TI . Then by Proposition 3.3, to prove Theorem 1.1 we will need to
bound

∥∥∥
1

T

∫ T

0
PtaPt dt

∥∥∥
HS

.

Since the test function a ∈ L∞(X) has compact support in X , we can choose Y =
Ya > 0 large enough such that

spt a ⊂ X(Y )

where

X(Y ) = X \
⋃

b

Xb(Y ),

and Xb(Y ) is the cuspidal zone associated with b. This means that the support of a
does not go beyond height Y into the cusps.

We can prove that 1
T

∫ T
0 PtaPt dt is Hilbert-Schmidt and has the following quan-

titative bound that we apply with T = 2R:
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Proposition 3.4 (Geometric bound) For every a ∈ L∞(X) compactly supported and
every T > 0 the operator 1

T

∫ T
0 PtaPt dt is Hilbert-Schmidt with norm

∥∥∥
1

T

∫ T

0
PtaPt dt

∥∥∥
2

HS
� ‖a‖22

Tρ(λ1)
+ e4T

min{1, injX(YaeT )
2} Vol((X)≤2T )‖a‖2∞,

for Ya > 0 large enough such that spt a ⊂ X(Ya).

We will work with a fundamental domain F of X that we decompose such that:

F(Y ) = F \
⋃

b

Fb(Y ),

and Fb(Y ) represent the cuspidal zone associated with the cusp b. Having fixed T > 0
and a ∈ L∞(X), we write for (z, w) ∈ F × F

KT (z, w) =
[ 1
T

∫ T

0
PtaPt dt

]
(z, w) = 1

T

∫ T

0
[PtaPt ](z, w) dt

where we use the bracket notation [A] for the kernel of an integral operator A. Then
we have

∥∥∥∥
1

T

∫ T

0
PtaPt dt

∥∥∥∥
2

HS
=
∫

F

∫

F
|KT (z, w)|2dμ(z)dμ(w).

Now the kernel KT : X × X → R on X can be represented as an invariant kernel
KT : H × H → R under the diagonal action of 	 on H × H as follows:

KT (z, w) =
∑

γ∈	

KT (z, γ · w)

for any (z, w) ∈ F × F . In our case, seeing a as a 	-invariant function on H, we can
write in the above

KT (z, w) = 1

T

∫ T

0
e−t

∫

B(z,t)∩B(w,t)

a(x) dμ(x) dt .

Thus in particular, we have that the Hilbert-Schmidt norm can be written as

∥∥∥∥
1

T

∫ T

0
PtaPt dt

∥∥∥∥
2

HS
=
∫

F

∫

F

∣∣∣
∑

γ∈	

KT (z, γ · w)

∣∣∣
2
dμ(z)dμ(w).

Hence to prove Proposition 3.4, we need to estimate Hilbert-Schmidt norms of integral
operators with invariant kernels, which we do in the following lemma.
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Recall (F)≤2T denotes the points in the fundamental domain F with radius of
injectivity less than 2T :

(F)≤R = {z ∈ F : injX (z) ≤ 2T },

and we denote by (F)>2T the complement of this set in F . We writeH(Y ) = 	 · F(Y )

for all the images of the compact part of F by the action of 	.

Lemma 3.5 Let A be an integral operator on X such that

‖A‖2HS =
∫

F

∫

F

∣∣∣
∑

γ∈	

K (z, γ · w)

∣∣∣
2
dμ(z)dμ(w). (3.3)

for a kernel K : H × H → R invariant under the diagonal action of 	 on H × H. Fix
T ,Y > 0. We assume that the kernel K satisfies K (z, w) �= 0 when

(1) d(z, w) ≤ 2T and z, w ∈ H(Y ), or
(2) there exists x ∈ H(Y ) such that d(z, x) ≤ T and d(w, x) ≤ T .

Then we have:

‖A‖2HS ≤
∫

F

∫

H

|K (z, w)|2dμ(z)dμ(w)

+ e4T

min{1, injX(YeT )
2} Vol

(
(F)≤2T

)
sup

(z,w)∈F×H

|K (z, w)|2.

Proof This is a more general version of Lemma 5.1 of [16] on Hilbert-Schmidt norm
estimates in terms of the injectivity radius, that allows us to treat the case when X is
not compact. Write R = 2T . Assume first that the case (1) holds for the support of
K , that is, K (z, w) �= 0 when d(z, w) ≤ 2T and z, w ∈ H(Y ). We split the integral
(3.3) into two parts over points with small and large radius of injectivity, and use that
in the first part, the sum over 	 is reduced to one term.

‖A‖2HS =
∫

(F)>R

∫

F

∑

γ∈	

|K (z, γ · w)|2dμ(z)dμ(w)

+
∫

(F)≤R

∫

F
|
∑

γ∈	

K (z, γ · w)|2dμ(z)dμ(w).

We get using the Cauchy-Schwarz inequality that

∣∣∣∣∣∣

∑

γ∈	

K (z, γ · w)

∣∣∣∣∣∣

2

≤ N	(R; z, w)
∑

γ∈	

|K (z, γ · w)|2,

with the lattice counting parameter

N	(R; z, w) = �{γ ∈ 	 : d(z, γw) ≤ R}.
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Now since z, w ∈ H(Y ), for any γ ∈ 	 such that d(z, γw) ≤ R, we have

B(γw, injX(Y )) ⊂ B(z, R + injX(Y ))

and if γ ′ ∈ 	 −{γ } then γ ′w /∈ B(γw, injX(Y )). We deduce that the number of lattice
points N	(R; z, w) is bounded by the number of balls of radius injX(Y ) that one can
fit in a ball of radius R + injX(Y ), that is

|N	(R; z, w)| ≤ cosh(R + injX(Y )) − 1

cosh(injX(Y )) − 1
� eR

min{1, injX(Y )
2}

where the implied constant is universal. The rest is similar to the proof of Lemma 5.1
in [16]: we have

‖A‖2HS �
∫

F

∫

H

|K (z, w)|2dμ(z)dμ(w)

+ eR

min{1, injX(Y )
2}

∫

(F)≤R

∫

H

|K (z, w)|2dμ(z)dμ(w).

The second term on the right-hand side is bounded by

eR

min{1, injX(Y )
2} Vol(B(R))Vol

(
(F)≤R

)
sup

(z,w)∈F×H

|K (z, w)|2,

and Vol(B(R)) � eR , which concludes the proof in the case (1). For the case (2), that
is, K (z, w) �= 0 when there exists x ∈ H(Y ) such that d(z, x) ≤ T and d(w, x) ≤ T .
We now note that if such x exist, then the height of z and w is bounded from above by
T eT . Therefore, we need to adjust the estimate with the division by inj(YeT ) ≥ inj(Y )

as eT ≥ 1. ��
We are interested in the invariant kernel

KT (z, w) = 1

T

∫ T

0
e−t

∫

B(z,t)∩B(w,t)

a(x) dμ(x) dt

associated with 1
T

∫ T
0 PtaPt dt . We see that K (z, w) = 0 whenever d(z, w) ≥ 2T so

Lemma 3.5 can be applied with R = 2T . Hence in order to prove Proposition 3.4 we
are left with proving L2 and L∞ estimates for our invariant kernel.

The L∞ bound is straightforward, we have

sup
(z,w)∈F×H

|KT (z, w)|2 � ‖a‖2∞, (3.4)

since Vol(B(z, t) ∩ B(w, t)) � Vol(B(t)) � et for all (z, w) ∈ F × H.
The L2 bound is at the core of our analysis.
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Lemma 3.6 If T > 0, then we have

∫

F

∫

H

|KT (z, w)|2dμ(z)dμ(w) � ‖a‖22
Tρ(β)2

.

The proof of this follows from a quantitative ergodic theorem by Nevo published
in [28] (see also [16] for more explanations on the application to our setting).

Let (X , ν)be aprobability space, andG agroup equippedwith its left-invariantHaar
measure dg, and a measure-preserving action on X . For a collection of measurable
sets At ⊂ G we define the averaging operators

πX (At ) f (x) = 1

|At |
∫

At

f (g−1x) dg, f ∈ L2(X ), x ∈ X .

This result was proved by Nevo in [28] and stated in this form by Gorodnik and Nevo
in [10, Theorem 4.1]:

Theorem 3.7 If G is a connected simple Lie group equippedwith ameasure-preserving
action on the probability space (X , ν) that has a spectral gap, then there exist C, θ > 0
such that for any family At ⊂ G, t ≥ 0, of measurable sets of positive measure, we
have

∥∥∥∥πX (At ) f −
∫

X
f dμ

∥∥∥∥
L2(X ,ν)

≤ C |At |−θ ‖ f ‖L2(X ,ν)

for any f ∈ L2(X , ν), where we denote by |At | the measure of the set At . The constant
C depends only on G and θ depends only on the spectral gap.

Theorem 3.7 applies in particular when G = PSL(2, R) and X = 	\PSL(2, R)

for 	 co-finite as in our setting. The important point is then that the spectral gap of the
Laplacian implies that the action of G on X has a spectral gap, and that θ depends on
the spectral gap of the Laplacian. Note that we could also write this theorem for any
measurable set but we want to emphasise that we see this as an ergodic theorem (or
equidistribution theorem), with the idea that |At | is increasing with t .

In order to use Theorem 3.7, we need to use a change of variable and lift the kernels
KT to SL(2, R).

Proof of Lemma 3.6 The proof is identical to the one in Section 7 of [16]. We briefly
reproduce its main steps for the convenience of the reader. We identify PSL(2, R)

with the unit tangent bundle {(z, θ) ∈ H × S
1} of H (see Sect. 2). We define At (r) ⊂

PSL(2, R) to be a set such that At (r)−1 · (z, θ) is the lift in the unit tangent bundle
of two balls of radius t with centres given by the projections z1 and z2 onto X of the
points ϕ−r/2(z, θ) and ϕr/2(z, θ) of the unit tangent bundle. Here ϕt is the geodesic
flow on the unit tangent bundle of X .

Here we recall some notation from [16, Lemma 7.1]. Let F be the fundamental
domain associated with X . Writing B2T = {(z1, z2) ∈ F × H : d(z1, z2) < 2T },
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define a mapping � : B2T → F × S
1 × (0, 2T ) by

�(z1, z2) = (m(z1, z2), θ(z1, z2), d(z1, z2)).

Here m(z1, z2) is the middle point of the geodesic between z1 and z2, the vector
θ(z1, z2) is the direction of the unit vector atm(z1, z2) tangent to the geodesic between
z1 and z2, and d(z1, z2) is the geodesic distance between z1 and z2. Then [16, Lemma
7.1] states that for any f : H × S

1 × [0,∞) → C that satisfies

f (γ · (z, θ), r) = f (z, θ, r) ∀γ ∈ 	,

there is a change of variable:

∫∫

B2T
f (�(z1, z2)) dμ(z1) dμ(z2) =

∫ 2T

0
sinh(r)

∫

F

∫

S1
f (z, θ, r) dθ dμ(z) dr .

We will use the following function:

f (z, θ, r) :=
∣∣∣∣
1

T

∫ T

r/2
e−t |At (r)|π(At (r))a(z, θ) dt

∣∣∣∣
2

, (z, θ, r) ∈ H × S
1 × [0, ∞),

where

π(At (r))a(z, θ) = 1

|At (r)|
∫

At (r)
f (g−1 · (z, θ)) dg.

This function satisfies for all (z1, z2) ∈ B2T that

f (�(z1, z2)) =

∣∣∣∣∣∣∣

1

T

∫ T

d(z1,z2)/2
e−t

∫

At (d(z1,z2))

a(g−1 · (m(z1, z2), θ(z1, z2))) dg dt

∣∣∣∣∣∣∣

2

.

The set {g−1 · (m(z1, z2), θ(z1, z2)) | g ∈ At (d(z1, z2))} is the lift to the unit tangent
bundle of B(z1, t) ∩ B(z2, t) by definition of At (d(z1, z2)), and the Haar measure dg
descends onto the hyperbolic area dμ on B(z1, t)∩B(z2, t). As B(z1, t)∩B(z2, t) = ∅
if t < d(z1, z2)/2, we thus have

f (�(z1, z2)) =
∣∣∣∣
1

T

∫ T

0
e−t

∫

B(z1,t)∩B(z2,t)

a(x) dμ(x) dt

∣∣∣∣
2

= |KT (z1, z2)|2.

Therefore, as KT (z1, z2) = 0 if d(z1, z2) ≥ 2T , we have by the change of variable
that
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∫

F

∫

H

|KT (z1, z2)|2dμ(z2)dμ(z2)

=
∫ 2T

0
sinh r

∫

F

∫

S1

∣∣∣∣
1

T

∫ T

r/2
e−t |At (r)| π(At (r))a(z, θ) dt

∣∣∣∣
2

dθ dμ(z) dr .

Then Minkowski’s integral inequality yields

∫ 2T

0
sinh r

∫

F

∫

S1

∣∣∣∣
1

T

∫ T

r/2
e−t |At (s)| π(At (r))a(z, θ) dt

∣∣∣∣
2

dθ dμ(z) dr ,

≤
∫ 2T

0
sinh r

(
1

T

∫ T

r/2
e−t |At (r)| ‖π(At (r))a‖L2(F×S1) dt

)2

dr .

By Theorem 3.7 with G = PSL(2, R) and X = 	\PSL(2, R), there is a constant
ρ(β) > 0 depending only on the spectral gap β of the Laplacian and a constant C > 0
that only depends on G = PSL(2, R) by Theorem 3.7 such that

‖π(At (r))a‖L2(F×S1) ≤ C |At (r)|−ρ(β) ‖a‖2.

Hence the previous integral is bounded by

∫ 2T

0
sinh r

(
1

T

∫ T

r/2
e−t |At (s)|1−ρ(β) ‖a‖2 dt

)2

dr . (3.5)

Note that as At (s) is given by the lift of intersection B1 ∩ B2 of two balls B1, B2 ⊂ H

of radius t such that their centres is at a distance s from each other and that B1 ∩ B2
is contained in a ball B(z, ρ) of radius ρ > 0 that satisfies cosh ρ = cosh t

cosh(r/2)
by the hyperbolic Pythagoras theorem. As a hyperbolic disc, the area of B(z, ρ) is
4π sinh2(ρ/2), which is therefore bounded above by Cet−r/2, for some uniform con-
stant C > 0. A picture and more details on this can be found from Figure 2 of [16].
Thus we know that for some uniform constant

|At (r)| � et−r/2.

We can thus bound (3.5) with a uniform constant times

∫ 2T

0
sinh r

(
1

T

∫ T

r/2
e−s/2e−ρ(β)(t−r/2) ‖a‖2 dt

)2

dr � 1

T 2

∫ 2T

0

‖a‖22
ρ(β)2

dr �
‖a‖22

Tρ(β)2
,

so the proof of the claim is complete ��
Combining (3.4) and Lemma 3.6 with Lemma 3.5 we thus proved the desired bound

claimed in Proposition 3.4. Together with Proposition 3.3, this completes the proof of
Proposition 3.1.
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4 General case: Proof of Theorems 1.1 and 1.2

In this section, we treat the general case of observables with non-zero mean, and prove
Theorem 1.1 and Theorem 1.2.

4.1 Proof of Theorem 1.1

If a is a test function that does not have mean 0, i.e.

a := 1

Vol(X)

∫
a(z) dz �= 0

we fix an arbitrary Y ≥ Ya where Ya is defined as the smallest height such that the
support of a is in X(Ya). We then define

b(z) := a(z) − aχ(z), z ∈ X

where

χ(z) =
{ Vol(X)

Vol(X(Y ))
, if z ∈ X(Y );

0, otherwise.

This idea to use such a symbol is similar to what is done in [5], albeit simplified by
the fact we do not need b smooth, as our proof works for L∞ test functions.

By this choice of χ we have that

∫

X
b(z) dz =

∫

X
a(z) dz − a

∫
χ(z) dz = 0.

Write

D̃evX ,I (a) = (N (X , I ) + M(X , I ))DevX ,I (a).

Then we have

D̃evX ,I (a) � D̃evX ,I (b) + a

⎛

⎝
∑

λ j∈I

∣∣∣∣
∫

(χ(z) − 1)|ψ j (z)|2 dz
∣∣∣∣ + EX ,I

⎞

⎠ ,

where

EX ,I =
∫

τ−1(I )

∣∣∣∣∣∣

∫

X
χ(z)

k∑

j=1

|E j (r , z)|2 dz + ϕ′
X ( 12 + ir)

ϕX ( 12 + ir)

∣∣∣∣∣∣
dr .
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By Proposition 3.1 we have

DevX ,I (b) �I C(X , I )

(
1

ρ(λ1)R
‖b‖22 + e2R

min{1, injX(YeR/2)
2} Vol((X)≤R)‖b‖2∞

)1/2

,

and using that a is supported inside X(Y ) we can compute that ‖b‖∞ ≤ 2‖a‖∞, and
‖b‖2 ≤ 2‖a‖2. Moreover, z �→ χ(z) − 1 is of mean 0 and we have

1

N (X , I ) + M(X , I )

∑

r j∈I

∣∣∣∣
∫

(χ(z) − 1)|ψ j (z)|2 dz
∣∣∣∣
2

≤ DevX ,I (χ − 1)

�I C(X , I )

(
1

ρ(λ1)R
‖χ − 1‖22 + e2R

min{1, injX(YeR/2)
2} Vol((X)≤R)‖χ − 1‖2∞

)1/2

.

Note now that by Cauchy-Schwartz inequality

a2 ≤ 1

|X | ‖a‖22 ≤ ‖a‖2∞

and we also have by the definition of χ that ‖χ − 1‖∞ ≤ 1. Hence

a2‖χ − 1‖22 ≤ ‖a‖22 and a2‖χ − 1‖2∞ ≤ ‖a‖2∞,

so in the end

DevX ,I (a) �I C(X , I )

(
1

ρ(λ1)R
‖a‖22 + e2R

min{1, injX(YeR/2)
2} Vol((X)≤R)‖a‖2∞

)1/2

+ 1

N (X , I ) + M(X , I )
aEX ,I .

Therefore just need to estimate aEX ,I . We have

aEX ,I ≤ a
Vol(X)

Vol(X(Y ))

∫

τ−1(I )

∣∣∣∣∣∣

∫

X(Y )

k∑

j=1

|E j (r , z)|2 dz + Vol(X(Y ))

Vol(X)

ϕ′
X ( 12 + ir)

ϕX ( 12 + ir)

∣∣∣∣∣∣
dr

≤ ‖a‖∞
∫

τ−1(I )

∣∣∣∣∣∣

∫

X(Y )

k∑

j=1

|E j (r , z)|2 dz + Vol(X(Y ))

Vol(X)

ϕ′
X ( 12 + ir)

ϕX ( 12 + ir)

∣∣∣∣∣∣
dr

We can use the Maass-Selberg relations (see [34, Section 2]).

Lemma 4.1 (Maass-Selberg relations) Suppose X has k cusps. s = 1
2 + ir . Then for

any y we have
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∫

X(Y )

k∑

j=1

|E j (s, z)|2 dz = 2k log Y − ϕ′
X (s)

ϕX (s)
+ Tr

(Y 2ir�∗
X (s) − Y−2ir�X (s)

2ir

)

+
∫

X\X(Y )

k∑

j=1

|�∗
Y E j (s, z)|2 dz

As the scattering matrix �X (s) is unitary when Re (s) = 1/2, we have in this case
|Tr�X (s)| ≤ k. Hence by the linearity of the trace

∣∣∣∣∣Tr
(Y 2ir�∗

X (s) − Y−2ir�X (s)

2ir

)∣∣∣∣∣ = | sin(2r log Y )|
r

|Tr�X (s)| ≤ | sin(2r log Y )|
r

k,

using that Tr�X (s)∗ = Tr�X (s). Moreover, as s = 1
2 + ir , we have for all z =

x + iy ∈ X\X(Y ) that

|�∗
Y E j (s, z)| �I e

−2π y

where the implied constant depends on the spectral interval I (see for example Iwaniec
[14, (6.20)]).

We thus have for Y ≥ Ya

aEX ,I �I ‖a‖∞
(
2k log Y + k2e−4πY

)
+ ‖a‖∞

(
1 − Vol(X(Y ))

Vol(X)

)∫

τ−1(I )

∣∣∣∣∣
ϕ′
X ( 12 + ir)

ϕX ( 12 + ir)

∣∣∣∣∣ dr

where we used that Vol(X \ X(Y )) ≤ k. We then notice that

1 − Vol(X(Y ))

Vol(X)
= Vol(X \ X(Y ))

Vol(X)
≤ k

Vol(X)
.

Finally, the proof of Theorem 1.1 is concluded if we can establish the following
geometric bound for the scattering determinant:

Lemma 4.2 Recall

M(X , I ) := 1

4π

∫

τ−1(I )

−ϕ′
X

ϕX

( 1
2 + ir

)
dr

Suppose X has k cusps. Then

∫

τ−1(I )

∣∣∣∣∣
ϕ′
X ( 12 + ir)

ϕX ( 12 + ir)

∣∣∣∣∣ dr �I M(X , I ) + k logVol(X) + Vol(X)

The proof of this lemma follows by applying the following proposition with f =
1τ−1(I ) on the scattering determinants and continuous spectrum:
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Proposition 4.3 Let X be a hyperbolic surface of finite volume and k cusps. Then for
all f ∈ L1(R) with f ≥ 0, we have

∫
f (r)

∣∣∣∣
ϕ′
X

(
1
2 + ir

)

ϕX

(
1
2 + ir

)
∣∣∣∣ dr −

∣∣∣∣
∫

f (r)
−ϕ′

X

(
1
2 + ir

)

ϕX

(
1
2 + ir

) dr

∣∣∣∣ �
(
k| logVol(X)| + Vol(X)

)
‖ f ‖1.

where the implied constant does not depend on X.

Proof The proof uses crucially the formula

−ϕ′
X ( 12 + ir)

ϕX ( 12 + ir)
= 2 log b1 +

∑

ρ

2Reρ − 1

(1/2 − Reρ)2 + (r − Imρ)2
, (4.1)

[14, (11.9)] where ρ runs over all the poles of ϕX (s) with multiplicities and b1 =
b1(X) > 0 is a constant.

The constant b1 = b1(X) has a meaning in terms of the geometry of X . This
was explained in [14] and we will summarise it here as we the claim follows from a
geometric bound for it. First of all, by the formula [14, (3.21)] at every s ∈ C with
Re(s) > 1, for two cusps �, j , the entry (�X (s))� j of the scattering matrix has a
Dirichlet series representation

(�X (s))� j = π1/2	(s − 1/2)

	(s)

∑

c

c−2s S� j (0, 0; c),

where 	(·) is the Gamma-function, S� j (0, 0; c) is the Kloosterman sum [14, (2.23)]
and the sum is over real numbers c > 0 from the set (notation from [14, (2.22)]):

C� j =
{
c > 0 :

(∗ ∗
c ∗

)
∈ σ−1

� 	σ j

}
,

where σ� and σ j are the scaling matrices associated to cusps � and j , recall Sect. 2.2
for definitions of these. This also then implies, by the definition of the determinant,
as noted in [14, Page 160] that the scattering determinant ϕX (s) = det�X (s) has the
Dirichlet series representation

ϕX (s) =
(√

π
	(s − 1/2)

	(s)

)k ∞∑

n=1

anb
−2s
n , (4.2)

where a1 �= 0 and 0 < b1 < b2 < · · · < bn → ∞. Here the terms bn are given
by the length k products of possible combinations of the real numbers c appearing
in the Dirichlet series representation of each (�X (s))� j . The term an is then the
corresponding coefficient S� j (0, 0; c) containing also the sign information. Thus the
element b1 is the smallest elements c in this Dirichlet series representation of ϕX (s).

Write c j := min C j j and consider the number c1c2 . . . ck , c j = min C j j . Then, by
the definition of the determinant, there will be one n ∈ N such that bn = c1c2 . . . ck in
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the sum (4.2). Now, this number c j comes from isometric circles associated to group
elements γ ∈ 	, and in fact c−1

j equals to the radius of the largest isometric circle over
γ ∈ 	, see e.g. [14, Section 2.6]. In particular, by [14, (2.31)], c j satisfies the bound:
c j ≤ Vol(X). Therefore, we have the following estimate for b1 in terms of volume of
X :

b1 ≤ Vol(X)k (4.3)

Having described b1 = b1(X) from (4.1), we can now move to adapt it to prove
our claim. In the sum over the poles in (4.1), let S1(r) be the sum over finite number
of the poles in (1/2, 1] and S2(r) be the sum over the poles with Res < 1/2. Note all
the poles are either in {Res < 1/2} or in (1/2, 1], and there are only finitely many in
the latter case. Then in particular S1(r) ≥ 0, S2(r) ≤ 0 and by (4.1) we have

−ϕ′
X ( 12 + ir)

ϕX ( 12 + ir)
= 2 log b1 + S1(r) + S2(r). (4.4)

Then if f ≥ 0, using S1(r) ≥ 0 and S2(r) ≤ 0, we obtain:

∫
f (r)

∣∣∣
ϕ′
X ( 12 + ir)

ϕX ( 12 + ir)

∣∣∣ dr ≤ 2‖ f ‖1| log b1| +
∫

f (r)S1(r)dr −
∫

f (r)S2(r) dr .

(4.5)

Using again (4.4) and − f (r)S2(r) ≥ 0 and S1(r) ≥ 0, we also have the following
estimate:

−
∫

f (r)S2(r) dr ≤
∣∣∣∣
∫

f (r)
−ϕ′

X ( 12 + ir)

ϕX ( 12 + ir)
dr

∣∣∣∣ + 2‖ f ‖1| log b1| +
∫

f (r)S1(r) dr

(4.6)

Moreover, by a result of Otal and Rosas [29, Theorem 2], we know that the number
of eigenvalues ≤ 1/4 is at most 2 g − 2+ k � Vol(X) including possible multiplicity
for each eigenvalue. On the other hand, for each pole ρ j ∈ [1/2, 1], we know that
0 ≤ ρ j (1 − ρ j ) ≤ 1/4 is an eigenvalue of the Laplacian and that the multiplicity of
ρ j is at most the multiplicity of ρ j (1− ρ j ) as an eigenvalue of the Laplacian, see e.g.
[30, Theorem 4.1 combined with Theorem 3.1] or [11, (3.33) on page 299]. Hence
the total number of poles including multiplicities in [1/2, 1] is bounded by � Vol(X)

giving us

0 ≤ S1(r) � Vol(X)

so
∫

f (r)S1(r) dr � Vol(X)‖ f ‖1. (4.7)

123



Quantum ergodicity for Eisenstein series... 875

Combining (4.3), (4.5), (4.6) and (4.7) gives us

∫
f (r)

∣∣∣
ϕ′
X ( 12 + ir)

ϕX ( 12 + ir)

∣∣∣ dr −
∣∣∣
∫

f (r)
−ϕ′

X ( 12 + ir)

ϕX ( 12 + ir)
dr
∣∣∣ �

(
k| logVol(X)| + Vol(X)

)
‖ f ‖1.

��

4.2 Proof of Theorem 1.2

We now deduce Theorem 1.2 from Theorem 1.1. Let us first discuss on the term
ρ(λ1(Xn)) from the statement.

Remark 4.4 SupposeB is a set of hyperbolic surfaces X of finite area such thatλ1(X) ≥
ε0 for some fixed constant ε0 > 0. Thus the surfaces in B have uniform spectral gap
with uniform lower bound given by ε0. Now, as discussed in [10, 28], uniform spectral
gap for all surfaces X ∈ B implies

c0 := sup{q(πX |L2
0(X)) : X ∈ B} < ∞,

where q(πX |L2
0(X)) is the integrability exponent of the regular representation πX |L2

0(X)

on L2
0(X) = { f ∈ L2(X) : ∫ f dμ = 0} and πX f (x) := ∫

f (g−1x) dg, x ∈ X ,
f ∈ L2(X) and dg is the Haar measure on PSL(2, R). The quantity c0 only depends
on the set B. On the other hand, as we saw in the proof of Theorem 1.1, the quantity
ρ(λ1(X)) equals to the quantity θ fromTheorem3.7. In [10, Section 4] and in particular
[28]where Theorem3.7 is proved, we see that θ can be chosen to be any of the numbers
n−1(1 − r−1), where 1 ≤ r < 2 and n ∈ N is the smallest even integer such that
n ≥ 2c0. Setting for example r = 4/3, we see that ρ(λ1(X)) = θ ≥ 1/(4c0 + 8),
which is an X independent lower bound.

Thus by Remark 4.4, as λ1(Xn) is uniformly bounded from below, we know that
also ρ(λ1(Xn)) is. By assumption the number of cusps kn = k(Xn) of Xn satisfies for
some 0 ≤ κ < 1/2, kn = O(gκ

n )when n → +∞, and in particular Vol(Xn) = O(gn).
Putting this together with the uniform bounds on the systole giving

inj(X(YeRn/2)) = 1

2
min{sys(X), e−Rn/2Y−1} � e−Rn/2Y−1,

the spectral gap and the test functions an we obtain

N (Xn, I ) + M(Xn, I )

Vol(Xn)
DevXn ,I (an) �I

max{N (Xn, I ), gκ
n } 1

2

Vol(Xn)
1
2

(
1

Rn
+ Ye5Rn/2 Vol((Xn)≤Rn )

Vol(Xn)

) 1
2

+ g2κ−1
n + gκ−2

n M(Xn, I ) + g2κ−2
n log gn,
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where we have chosen a sequence Rn → +∞ of Benjamini-Schramm convergence
parameters such that e5Rn/2 Vol((X)≤Rn )

Vol(Xn)
→ 0 when n → +∞.

By the spectral asymptotic estimate Theorem 1.4 proved in Sect. 5 we know that

lim
n→+∞

N (Xn, I ) + M(Xn, I )

Vol(Xn)
= O(1)

which together with the previous bound on DevXn ,I (an) gives

DevXn ,I (an) → 0

when n → +∞.

5 Proof of the spectral convergence

We show in this section the following level aspect analogue of the Weyl law:

Theorem 5.1 Let Xn be a sequence of finite area hyperbolic surfaces of genus gn and
number of cusps kn = o(gn), Benjamini-Schramm converging to the plane H, and
such that the length of the shortest closed geodesic (the systole) is uniformly bounded
from below by a constant. Then for any compact interval I ⊂ [0,∞) we have

N (Xn, I ) + M(Xn, I ) ∼ Vol(Xn),

when n → +∞.

In Sect. 6, we will prove a quantitative and somewhat stronger version of this result.
The proof of Theorem 5.1 uses the following proposition about the asymptotics of the
heat trace when n → +∞.

Proposition 5.2 Let Xn be a sequence of finite area hyperbolic surfaces of genus gn
and number of cusps kn = o(gn), Benjamini-Schramm converging to the plane H, and
such that the length of the shortest closed geodesic (the systole) is uniformly bounded
from below by a constant. Fix t > 0. Then

lim
n→∞

1

Vol(Xn)

⎛

⎝
∞∑

j=0

e−tλ(n)
j + 1

4π

∫ +∞

−∞
−ϕ′

n

ϕn

(
1

2
+ ir

)
e−t( 14+r2) dr

⎞

⎠

= 1

4π

∫ +∞

−∞
e−t(1/4+r2) tanh(πr)r dr ,

where ϕn := ϕXn is the determinant of the scattering matrix associated with Xn.

Proof of Proposition 5.2 The proof is based on Selberg trace formula for finite area
hyperbolic surfaces (See [14, Chapter 10]). One of the main difficulties is to deal with
conjugacy classes of parabolic elements, corresponding to cusps. The idea is to use
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a cut-off at a height Y in the cusps and to compute the truncated trace spectrally and
geometrically. Diverging terms in Y then cancel each other and what remains is the
final trace formula. The diverging terms only come from the parabolic classes and
so we will use the final form of the trace formula [14, Theorem 10.2] for every term
apart from the ones corresponding to hyperbolic elements in 	 − {id} (denoted by
Hn), whose treatment does not require any cut-off. For the hyperbolic terms instead
of using the final form as a sum over closed geodesics, we revert to the integral of a
kernel, to which we can apply BS-convergence.

We have the formula

∑

j

ht (r j ) + 1

4π

∫ ∞

−∞
ht (r)

−ϕ′
n

ϕn

(
1

2
+ ir

)
dr

= |Fn|
4π

∫ ∞

−∞
ht (r)r tanh(πr) dr +

∑

γ∈Hn

∫

Fn
kt (d(z, γ z)) dμ(z)

+ ht (0)

4
Tr

(
I − �n

(
1

2

))
− |Cn|gt (0) log 2 − |Cn|

2π

∫ ∞

−∞
ht (r) ψ(1 + ir) dr .

Here kt is the heat kernel, ht (r) = e−t( 14+r2) its Selberg transform and gt = ĥt the
Fourier transform, Fn is a fundamental domain and |Cn| is the number of inequivalent
cusps, ψ(s) = 	′(s)/	(s), and �n(s) := �Xn (s) is the scattering matrix of Xn (See
[14] for background). For Re(s) = 1

2 the scattering matrix �n(s) is unitary (see [14,
Theorem 6.6]) and its rank is equal to the number of cusps, so the term Tr

(
I − �n

( 1
2

))

is controlled by the number of cusps |Cn|. By assumption on Xn we have |Cn |
|Fn | → 0

when n → +∞.
The treatment of the hyperbolic terms follows exactly the proof of the compact

case: Proposition 9.5 in [16]. Using the heat kernel estimate kt (ρ) �t e−ρ/(8t) we can
show that for any R > 0

1

|Fn|
∑

γ∈Hn

∫

Fn
kn(d(z, γ z)) dμ(z) = O

(
e−R2

sys(Xn)

)
+ O

(
1

sys(Xn)

Vol((Xn)≤R)

Vol(Xn)

)

where sys(Xn) = inf z∈Xn {d(z, γ z), γ ∈ Hn} is the length of the shortest closed
geodesic (systole). By Benjamini-Schramm convergence, we can take a sequence
Rn → +∞ such that

Vol((Xn)<Rn )

Vol(Xn)
→ 0

when n → +∞. This concludes the proof of Proposition 5.2. ��
From Proposition 5.2 we can deduce Theorem 5.1 by an approximation argument

identical to the proof of Theorem 9.2 in [16]. Indeed we can approximate any function
f supported on the union of compact intervals τ−1(I ) for a compact interval I by
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linear combinations of exponential functions x �→ e−t x with t > 0 using the Stone-
Weierstrass theorem.

6 Quantitative spectral convergence

We now turn towards random surfaces and Theorem 1.6. Before we prove it we adapt
in this section the results of Monk [24] to finite area surfaces. In [24], a quantitative
version of the spectral convergence is proved for compact hyperbolic surfaces.Wewill
need such quantitative convergence because we want uniformity over the probability
sets we consider, and the previous section does not give us that. The argument of [24]
extends to non-compact surfaces because the terms in the trace formula arising from
the parabolic elements are well-behaved under the Benjamini-Schramm convergence
assumption. We reproduce here the steps of the argument of [24], emphasising the
main differences.

Let k(g) = O(gκ) for some 0 ≤ κ < 1/2 and Mg,k(g) be the moduli space of
hyperbolic surfaces of genus g with k(g) cusps, recall Sect. 1.3 for the definition.
Define the subset Ag,k(g) ⊂ Mg,k(g) of surfaces X such that

(1)

Vol
(
(X)≤ 1

6 log g

)

Vol(X)
≤ g− 1

3

(2)

sys(X) ≥ g− 1
24 (log g)

1
2 .

We first remark that these assumptions are satisfied with high probability when g is
large.

Theorem 6.1 Assume k(g) = O(gκ) for some 0 ≤ κ < 1/2, then Ag,k(g) satisfies
that Pg,k(g)(Ag,k(g)) = 1 − O

(
g−β

)
for some β > 0.

The probability of the event of surfaces X satisfying (1)was proved in [23, Corollary
4.4]. The systole part (2) was mentioned by Mirzakhani [21, Theorem 4.2] but there
was no quantitative dependence on the the number of cusps k and the proof was given
only for compact hyperbolic surfaces. Since we have growing number of cusps, we
need a quantitative version. We provide this in Appendix A (Lemma A.1). Together
with [23, Corollary 4.4], this gives a proof of Theorem 6.1.

We now prove a quantitative spectral convergence theorem for surfaces inAg,k(g),
extending the one proved for compact surfaces in [24].

Theorem 6.2 Let I = [a, b] ⊂ (0,+∞). If X ∈ Ag,k(g) with k(g) = O(gκ) for some
0 ≤ κ < 1/2, then we have

N (X , I ) + M(X , I )

|X | = 1

4π

∫

I
tanh

(
π

√
λ − 1

4

)
dλ + R(X , I ),
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where

−C

√
b + 1

log g
≤ R(X , I ) ≤ C

√
b + 1

log g
log

(
2 + (b − a)

√
log g

b + 1

)1/2

for some implicit constant C > 0 that only depends on κ > 0.

The proof is based on applying Selberg’s trace formula towell chosen test functions.
We use the same test functions as [24]. One of them will give the result for 1

2 ≤ a < b

(the test function Ht below) and the other for b ≤ 1 (the test function H̃t below). Let
us now state Selberg’s trace formula that plays a crucial role in the proof of Theorem
6.2. It can be extracted from [14, Chapter 10] as is explained at the beginning of the
proof of Proposition 5.2.

Lemma 6.3 (Selberg’s trace formula for hyperbolic surfaces of finite area)Wewill call
a function h : C → C admissible if it satisfies the following properties:

(1) h(−r) = h(r) for any r ∈ C;
(2) h is holomorphic in the strip |Im z| ≤ 1

2 + ε for some ε > 0;
(3) for any r in the strip h(r) � (1 + |r |2)−1−ε .

For any admissible function h : C → C we have:

∑

j

h(r j ) + 1

4π

∫ ∞

−∞
h(r)

−ϕ′
X

ϕX

(1
2

+ ir
)
dr

= |F |
4π

∫ ∞

−∞
h(r)r tanh(πr) dr +

∑

γ∈H

∫

F
k(d(z, γ z)) dμ(z)

+ h(0)

4
Tr

(
I − �X

(1
2

)) − |C|g(0) log 2 − |C|
2π

∫ ∞

−∞
h(r)

	′

	
(1 + ir) dr ,

where k is the inverse Selberg transform of h and g is the inverse Fourier transform
g(u) = 1

2π

∫ +∞
−∞ eisuh(s) ds and	 is the Gamma-function. The set F is a fundamental

domain of the surface X and |C| is the number of inequivalent cusps in X.

We will apply this trace formula for two different test functions Ht and H̃t below,
depending on which part of Theorem 6.2 we are proving.

Let us first consider the test function Ht = Ha,b
t , whichwe define for all 14 < a < b,

but due to Lemma 6.9 later, we can use it effectively only for a ≥ 1/2. Fix 1
4 < a < b

and define 0 < α < β such that

a = 1

4
+ α2 and b = 1

4
+ β2.
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Fix t > 0, which, we will eventually set t :=
√
log g
4
√
3
. Define, as in [24, Section 4.1],

the function

ht (r) := 1[α,β] ∗ vt (r) = t√
π

∫ β

α

exp
(−t2(r − ρ)2

)
dρ = 1√

π

∫ t(β−r)

t(α−r)
exp(−ρ2) dρ,

where vt (x) = t√
π
e−t2x2 , which then gives us the holomorphic and even test function:

Ht (r) := ht (r) + ht (−r).

By Lemma [24, Lemma 19], this test function has the proper decay in order to be
admissible for the Selberg trace formula.

Before we apply the Selberg trace formula, we will give the following lemma that
allows us to compare Ht quantitatively to the modified indicator function

1̃[α,β](r) =

⎧
⎪⎨

⎪⎩

1, α < r < β
1
2 , r ∈ {α, β}
0, r < α or r > β

that we end up using several times in the proof.

Lemma 6.4 When 0 < α < β, t > 0 and r ∈ R, we have:

|Ht (r) − 1̃[α,β](r)| ≤

⎧
⎪⎨

⎪⎩

s(t |r + α|) + s(t |r − α|), r < α or r = β,

s(t |r + α|) + s(t |r − α|) + s(t |r − β|), α < r < β,

s(t |r + α|) + s(t |r − β|), r > β or r = α,

where s(ρ) := 1
2
√

πρ
e−ρ2

.

Proof The proof is a combination of triangle inequality

|Ht (r) − 1̃[α,β](r)| ≤ |ht (−r) − 1̃[α,β](−r)| + |ht (r) − 1̃[α,β](r)|.

and [24, Lemma 21] that says

|ht (r) − 1̃[α,β](r)| ≤

⎧
⎪⎨

⎪⎩

s(t |r − α|), r < α or r = β,

s(t |r − α|) + s(t |r − β|), α < r < β,

s(t |r − β|), r > β or r = α,

where s(ρ) = 1
2
√

πρ
e−ρ2

. ��
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Let us now apply the Selberg trace formula to Ht , which gives us:

1

|F |

⎛

⎝
∑

j

Ht (r j ) + 1

4π

∫ ∞

−∞
Ht (r)

−ϕ′
X

ϕX

(1
2

+ ir
)
dr

⎞

⎠

= 1

2π

∫ β

α

r tanh(πr) dr + R(t, a, b) + RK (X , t, a, b) + RNC (X , t, a, b)

where

R(t, a, b) := 1

2π

∫ +∞

0
(Ht (r) − 1[α,β](r)) r tanh(πr) dr

RK (X , t, a, b) := 1

|F |
∑

γ∈H

∫

F
Kt (d(z, γ z)) dμ(z)

where Kt is the inverse Selberg transform of Ht , and

RNC (X , t, a, b) := Ht (0)

4|F | Tr
(
I − �X

(1
2

)) − |C|
|F |Gt (0) log 2

− |C|
2π |F |

∫ ∞

−∞
Ht (r)

	′

	
(1 + ir) dr ,

with Gt the inverse Fourier transform of Ht . We now proceed to estimate these three
quantities.

The first one R(t, a, b) has no dependence on the surface, and it can be estimated
in exactly the same way as is done in [24]. We have

Lemma 6.5 ([24, Proposition 20]) For any t ≥ 1
10 , and any 1

4 < a < b

R(t, a, b) = O

(√
b

t

)
.

For RK the estimate is virtually the same as in [24], except that the injectivity
radius is replaced by the systole. To see that, let us recall that for a general hyperbolic
surface X = 	\H the injectivity radius can be written as

injX = 1

2
inf
z∈X inf

γ∈	
d(z, γ z)

and the systole as

sys(X) = inf
z∈X inf

γ∈H
d(z, γ z),

whereH is the set of hyperbolic elements in 	. On compact surfaces we have 	 = H
so sys(X) = 2 injX . On a non-compact surface, the relevant quantity to estimate RK
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is the systole, asRK involves the sum over hyperbolic elements. We use the following
lemma.

Lemma 6.6 For a hyperbolic surface X = 	\H, if H denotes the set of hyperbolic
elements of 	, we have

#{γ ∈ H : d(z, γ z) ≤ j} � e j

min{1, sys(X)2}
for any z ∈ H and j > 0.

The proof of Lemma 6.6 consists of exactly the same counting argument as in the
proof of Lemma 3.5, but instead of counting over all elements of 	 and considering
elements with z ∈ X(Y ), where, recall X(Y ) = X\⋃b Xb(Y ), and Xb(Y ) is the
cuspidal zone associated with b, we count only over hyperbolic elements and take
z ∈ H, the injectivity radius of the thick part injX(Y ) gets therefore replaced by the
systole sys(X).

Once this is understood, the extension of [24, Lemma 24 and Proposition 25] is
immediate:

Lemma 6.7 ([24, Proposition 25]) There exists g0 ∈ N such that for all g ≥0, X ∈
Ag,k(g) and pair 1

4 < a < b we have

RK (X , t, a, b) �
√

b

log g

whenever t :=
√
log g
4
√
3
.

Proof The computation is the same as in the compact case of [24], we sketch the
argument without going into the computational details. We need to use the estimate
on the kernel Kt (ρ). From [24, Lemma 23] we have that for any r ∈ (0, 3), t ≥ 1

10
and ρ ≥ r ,

Kt (ρ) � t
√
b

r2
exp

(
− ρ2

4t2

)
.

Take r ≤ sys(X) and L ≥ 8t2. We estimate RK (X , t, a, b) splitting between the
points (F)<L with radius of injectivity less than L and the points (F)≥L with radius
of injectivity greater than L . For (F)≥L we have, decomposing into a series and using
Lemma 6.6

1

|F |
∫

(F)≥L

∑

j≥L

∑

j≤d(z,γ z)< j+1

Kt (d(z, γ z)) dμ(z)

� 1

|F |
∫

(F)≥L

∑

j≥L

e j

r2
t
√
b

r2
e
− j2

4t2 dμ(z),
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and, recall, in the sum the elements γ are hyperbolic. Apart from taking r ≤ sys(X)

instead of r ≤ injX , there is no difference with the compact case and given L ≥ 8t2

we can bound this quantity by

t
√
b

r4
e−L

Similarly for (F)<L we have a bound in

t3
√
b

r4
|(F)<L |

|F | eL .

We set t =
√
log g
4
√
3
, and L = 1

6 log g = 8t2. We can then use that in Ag,k(g) we have

|(F)< 1
6 log g

|
|F | ≤ g− 1

3

and

sys(X) ≥ g− 1
24 (log g)

1
2 ,

which gives the required bound. ��
The termRNC arises from the non-compactness (the parabolic elements of 	) and

therefore does not appear in [24]. First note that for Re(s) = 1
2 the scattering matrix

�X (s) is unitary (see [14, Theorem 6.6]) and its rank is equal to the number of cusps,
so the term Tr

(
I − �X

( 1
2

))
is controlled by the number of cusps |C|. We thus have

|RNC (X , t, a, b)| � |C|
|F |

(
|Ht (0)| + |Gt (0)| +

∣∣∣∣
∫ ∞

−∞
Ht (r)

	′

	
(1 + ir) dr

∣∣∣∣

)

We obtain the following bound.

Lemma 6.8 There exits g0 ∈ N such that for all g ≥ g0 and X ∈ Ag,k(g) and every
pair 1

4 < a < b and ε > 0, we have

RNC (X , t, a, b) �ε

ca,b√
g

for t :=
√
log g
4
√
3

and ca,b := log

(
π

√
b− 1

4

sinh(π(

√
a− 1

4 ))

)
+ 1 + √

b.

Proof If X ∈ Ag,k(g), we know that for some 0 ≤ κ < 1/2 the number of cusps

|C| = k(g) = O(gκ), so in particular, |C|
|F | � g−1+κ . Thus the claim follows if we can
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prove the estimate

|Ht (0)| + |Gt (0)| +
∣∣∣∣
∫ ∞

−∞
Ht (r)

	′

	
(1 + ir) dr

∣∣∣∣ �ε ca,b
√
log g.

For the term Ht (0) we have the estimate

|Ht (0)| = 2ht (0) ≤ 2

π

∫ +∞

−∞
e−ρ2

dρ ≤ 2.

For Gt (0) we can compute that gt is given by

gt (u) = 1

π

(
sin(βu)

u
− sin(αu)

u

)
e
− u2

4t2 ,

and therefore

|Gt (0)| = 2|gt (0)| = 2(β − α)

π
= O

(√
b
)

.

Finally, let us look at the integral
∫∞
−∞ Ht (r)

	′
	

(1 + ir) dr . First we can split

∫ ∞
−∞

Ht (r)
	′
	

(1 + ir) dr =
∫ β

α

	′
	

(1 + ir) dr +
∫ ∞
−∞

(Ht (r) − 1[α,β](r))
	′
	

(1 + ir) dr .

(6.1)

Let us estimate the first integral
∫ β

α
	′
	

(1+ ir) dr in (6.1). Since the digamma function
s �→ 	′(s)/	(s) is holomorphic in a neighbourhood of the curve L = {1 + ir : r ∈
[α, β]} in C, the fundamental theorem of calculus for complex line integrals applied
to the curve L gives us

∫ β

α

	′

	
(1 + ir) dr = i (Log	(1 + iβ) − Log	(1 + iα))

where Log(w) = log |w| + iArg(w), Arg(w) ∈ (0, 2π ], is the principal branch of the
complex natural logarithm. By [3, 6.1.31], we have |	(1 + iy)|2 = π y

sinh(π y) so

|Log	(1 + iβ) − Log	(1 + iα)| ≤ |Log	(1 + iβ)| + |Log	(1 + iα)|
≤ log |	(1 + iβ)| + log |	(1 + iα)| + 2π

= 1

2
log

πβ

sinh(πβ)
+ 1

2
log

πα

sinh(πα)
+ 2π.
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Since sinh(πβ) ≥ sinh(πα), α =
√
a − 1

4 , β =
√
b − 1

4 , we have

∣∣∣∣
∫ β

α

	′

	
(1 + ir) dr

∣∣∣∣ � log

( π

√
b − 1

4

sinh(π(

√
a − 1

4 ))

)
+ 1.

Weare left with estimating the second integral
∫ ∞
−∞(Ht (r)−1[α,β](r)) 	′

	
(1+ir) dr

from (6.1). If we apply Lemma 6.4 to bound |Ht (r) − 1[α,β](r)|, we end up having
singularities near ±α and ±β so we have to truncate the integration using a parameter

0 < ε < (β −α)/2, which we set ε := 1/t , where, recall t =
√
log g
4
√
3
, which will force

us to assume the genus g is large enough. Define

Cε := R \
(
[α − ε, α + ε] ∪ [β − ε, β + ε] ∪ [−α − ε, −α + ε] ∪ [−β − ε, −β + ε]

)
.

Since ht (r) = 1√
π

∫ t(β−r)
t(α−r) exp(−ρ2) dρ and Ht (r) = ht (r) + ht (−r), we can use a

trivial estimate |Ht (r) − 1[α,β](r)| ≤ 2(β − α)t + 2, |	′
	

(1 + ir)| � log |r | for all
r ∈ R by [3, 6.3.18], and that t =

√
log g
4
√
3
, which together imply

∫

R\Cε

(Ht (r) − 1[α,β](r))
	′

	
(1 + ir) dr �α,β ε

√
log g.

Let us now complete the proof by dealing with the integral over Cε, where we will
heavily use the estimate from Lemma 6.4 that says any r ∈ R has the bound

|Ht (r) − 1̃[α,β](r)| ≤

⎧
⎪⎨

⎪⎩

s(t |r + α|) + s(t |r − α|), r < α or r = β,

s(t |r + α|) + s(t |r − α|) + s(t |r − β|), α < r < β,

s(t |r + α|) + s(t |r − β|), r > β or r = α,

where s(ρ) = 1
2
√

πρ
e−ρ2

is a decreasing function in ρ.

Let us first consider the integration over (β + ε,∞):

∫ ∞

β+ε

|Ht (r) − 1̃[α,β](r)|
∣∣∣∣
	′

	
(1 + ir)

∣∣∣∣ dr .

Since |	′
	

(1 + ir)| � log |r | for all r ∈ R by [3, 6.3.18], a change of variable ρ =
t(r − β) gives us that we can bound this by a constant multiple of

∫ ∞

β+ε

s(t |r − β|) log |r | dr � 1

εt2

∫ ∞

εt
e−ρ2

log
(ρ

t
+ β

)
dρ

since for r > β +ε and as β > α, we know s(t |r +α|)+s(t |r −β|) ≤ 2 s(t |r −β|) as
s(ρ) is decreasing in ρ. Since log(ρ/t + β) ≤ log(ρ + β) whenever t =

√
log g
4
√
3

> 1,
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that is, for large enough genus g, then using ε = 1/t , we obtain a bound

∫ ∞

β+ε

|Ht (r) − 1̃[α,β](r)|
∣∣∣
	′

	
(1 + ir)

∣∣∣ dr � 1

t

∫ ∞

0
e−ρ2

log
(
ρ + β

)
dρ �β

1√
log g

as the integral over [0,∞] is a finite constant depending on β.
We can repeat this idea for the other parts of the integration. If r < α − ε, we know

that |Ht (r) − 1̃[α,β](r)| ≤ s(t |r + α|) + s(t |r − α|). Depending on now whether r is
positive or negative, we use a different bound. In case here r ≥ 0, as s is decreasing,
we will use the bound s(t |r +α|)+ s(t |r −α|) ≤ 2 s(t |r −α|). In case r < 0, we use
instead s(t |r + α|) + s(t |r − α|) ≤ 2 s(t |r + α|). Therefore, we can always bound:

∫

(−∞,α−ε]∩Cε

|Ht (r) − 1̃[α,β](r)|
∣∣∣
	′

	
(1 + ir)

∣∣∣ dr

�
∫ −α−ε

−∞
s(t |r + α|)| log |r || dr

+
∫ ∞

−α+ε

s(t |r + α|)| log |r || dr +
∫ α−ε

−∞
s(t |r − α|)| log |r || dr

�α

1√
log g

,

where the last inequality is performed exactly like before with the integral over (β +
ε,∞).

Finally, we need to bound the integral over [α+ε, β−ε]. Here |Ht (r)−1̃[α,β](r)| ≤
s(t |r + α|) + s(t |r − α|) + s(t |r − β|). Now, setting r0 := (β − α)/2, we know that
|r0−α| = |r0−β| so for r < r0,wewill use the bound |Ht (r)−1̃[α,β](r)| ≤ 3s(t |r−α|)
and for r ≥ r0, the bound |Ht (r) − 1̃[α,β](r)| ≤ 3 s(t |r − β|), which are possible as
s(ρ) is decreasing. These give us

∫ β−ε

α+ε

|Ht (r) − 1̃[α,β](r)|
∣∣∣
	′

	
(1 + ir)

∣∣∣ dr

�
∫ ∞

α+ε

s(t |r − α|)| log |r || dr +
∫ β−ε

−∞
s(t |r − β|)| log |r || dr

�α,β

1√
log g

as with the other cases. ��
For t =

√
log g
4
√
3
, the previous lemmas give us

1

|X |

⎛

⎝
∑

j

Ht (r j ) + 1

4π

∫ ∞

−∞
Ht (r)

−ϕ′
X

ϕX

(
1

2
+ ir

)
dr

⎞

⎠
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= 1

4π

∫ β

α

r tanh(πr) dr + O

(√
b

log g

)

We now need to take special care of the complex values r j ∈ C in the discrete sum
on the left-hand side. This is because the test function Ht is not real valued and small
for complex values. We use a bound on the number of complex r j , or equivalently
on the number of eigenvalues ≤ 1

4 . We remark that this number of eigenvalues is
≤ 2g − 2 + k(g) = O(|X |) by a result of Otal and Rosas [29]. This gives the
following lemma from [24, Lemma 26] with an identical proof, because it only uses
the fact that the number of complex r j is of the order of the volume of X . Note here
is the only place where the assumption a ≥ 1

2 is needed.

Lemma 6.9 Assume now that 1
2 ≤ a < b. If X ∈ Ag,k(g) with k(g) = O(gκ) for some

0 ≤ κ < 1/2, then

1

|X |
∑

r j /∈R
Ht (r j ) � 1

t
.

Using this, we end up with the following proposition, similar to [24, Corollary 27].

Proposition 6.10 There exists g0 ∈ N such that for any g ≥ g0, any
1
2 ≤ a < b and

any hyperbolic surface X ∈ Ag,k(g) with k(g) = O(gκ) for some 0 ≤ κ < 1/2, we
have

∣∣∣∣
1

|X |

⎛

⎝
∑

r j∈R
Ht (r j ) + 1

4π

∫ ∞

−∞
Ht (r)

−ϕ′
X

ϕX

(
1

2
+ ir

)
dr

⎞

⎠ − 1

4π

∫ b

a
tanh(π

√
λ − 1

4 ) dλ

∣∣∣∣

= O

(√
b

log g

)
,

for t =
√
log g
4
√
3
, α =

√
a − 1

4 and β =
√
b − 1

4 , where the implied constant only

depends on the exponent κ .

Proposition 6.10 allows us to control the part of the spectrum in [ 12 ,∞). However,
to prove Theorem 6.2, we would also need to consider the spectrum in [0, 1

2 ) for which
we need a different test function that gives an analogue of Proposition 6.10 since Ht

does not have good estimates here. This is done similarly as inMonk [24, Section 3.2],
where we can use the analytic and even test functions for 0 ≤ a < b ≤ 1 defined by

H̃t (r) := ft

(
1

4
+ r2

)

where for any λ ≥ 0

ft (λ) := (1[a,b] ∗ vt )(λ) = t√
π

∫ b

a
exp(−t2(λ − μ)2) dμ.
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In [24, Section 3.2] Monk used the notation ht for H̃t but we want to avoid confusion
with the notation in our earlier definition Ht . The proof follows virtually the same
steps and adapts in the same way, using same Selberg’s trace formula (Lemma 6.3)
as we did above, all the relevant estimates associated with this new test function are
in [24, Lemma 11] as we did with Ht above using Lemma 6.4, which gives us the
analogue of [24, Corollary 18]:

Proposition 6.11 There exists g0 ∈ N such that for any g ≥ g0, any 0 ≤ a < b ≤ 1
and any hyperbolic surface X ∈ Ag,k(g) with k(g) = O(gκ) for some 0 ≤ κ < 1/2,
we have

∣∣∣∣
1

|X |

⎛

⎝
∑

r j∈R
H̃t̃ (r j ) + 1

4π

∫ ∞

−∞
H̃t̃ (r)

−ϕ′
X

ϕX

(1
2

+ ir
)
dr

⎞

⎠ − 1

4π

∫ b

a
tanh(π

√
λ − 1

4 ) dλ

∣∣∣∣

= O

(√
b

log g

)
,

for t̃ :=
√
log g

62
√
6
, α =

√
a − 1

4 and β =
√
b − 1

4 , where the implied constant only

depends on the exponent κ .

Let us now show how Theorem 6.2 follows from Proposition 6.10. We will follow
a similar strategy as in [24], where we first apply Proposition 6.10 to small intervals
[b j , b j+1] of length 1/t ≈ 1/

√
log g, but now due to errors produced by Proposition

4.3, we end up with extra coefficient in front of the constant term that the Gaussian
tail of ht will mitigate in the end.

Let us first give a technical upper bound lemma that follows by combining Proposi-
tion 6.10 with Proposition 4.3. It has an error produced by the spectral window that we
do not want in Theorem 6.2, but applying it with short intervals J of length roughly
1/

√
log g together with the Gaussian tail bounds for the propagators Ht and H̃t to

prove Theorem 6.2.

Lemma 6.12 There exists g0 ∈ N such that for any g ≥ g0, any 0 ≤ b1 < b2 and
any hyperbolic surface X ∈ Ag,k(g) with k(g) = O(gκ) for some 0 ≤ κ < 1/2, if
J = [b1, b2], we have
∣∣∣∣
N (X , J ) + M(X , J )

|X | − 1

4π

∫

I
tanh(π

√
λ − 1

4 ) dλ

∣∣∣∣ = O

(√
b2

log g
+ (β2 − β1)

)

where b j = 1
4 + β2

j , j = 1, 2, and the implied constant only depends on the exponent
κ .

Proof Let us consider first the case b1 ≥ 1
2 and so define now Ht using the parameters

a = b1 and b = b2. Define the signed measure

dν(r) :=
∑

r j∈R
dδr j (r) + 1

2π

−ϕ′
X

ϕX

(
1

2
+ ir

)
dr
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and the positive measure

d ν̃(r) :=
∑

r j∈R
dδr j (r) + 1

2π

∣∣∣
−ϕ′

X

ϕX

(
1

2
+ ir

) ∣∣∣dr .

Then we have:

N (X , J ) + M(X , J ) =
∫

1 dν ≤
∫

1 d ν̃.

Now Proposition 4.3 and positivity of Ht and ν̃ implies that for some constant C > 0
independent of X we have

N (X , J ) + M(X , J )

|X | × inf[β1,β2]
Ht ≤ 1

|X |
∫

1 d ν̃(r) × inf[β1,β2]
Ht

≤ 1

|X |
∫

Ht (r) d ν̃(r)

≤ 1

|X |
( ∣∣∣∣

∫
Ht (r) dν(r)

∣∣∣∣

+ C(k(g) log(|X |) + |X |)
∫

Ht (r) dr

)
.

Now by Proposition 6.10 applied with a = b1, b = b2 and t =
√
log g
4
√
3
, the integral

with respect to ν has the estimate:

1

|X |
∫

Ht (r) dν(r) = 1

4π

∫

J
tanh(π

√
λ − 1

4 ) dλ + O

(√
b2

log g

)
.

Thus, as k(g) = O(gκ) for some 0 ≤ κ < 1/2, we arrive to:

1

|X |
(∣∣∣∣
∫

Ht (r)dν(r)

∣∣∣∣ + (k(g) log(|X |) + |X |)
∫ ∞

0
Ht (r) dr

)

=
∣∣∣∣
1

|X |
∫

Ht (r) dν(r)

∣∣∣∣ +
(
k(g) log(|X |)

|X | + 1

)∫
Ht (r) dr

≤ 1

4π

∫

J
tanh(π

√
λ − 1

4 ) dλ + O

(√
b2

log g
+
∫

Ht (r) dr

)
.

Finally, using the the estimates on |Ht (r)− 1̃[α,β](r)| from Lemma 6.4 we can deduce
that inf [β1,β2] Ht = O(1) and

∫
Ht (r) dr = O(β2 − β1), which completes the proof

when b1 ≥ 1
2 . Now when b2 ≤ 1, we can just repeat the above argument by using H̃t

instead and apply Proposition 6.11 instead with t =
√
log g
4
√
3

replaced by t̃ =
√
log g

62
√
6
,

which gives the claim. ��
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Returning now to the statement of Theorem 6.2, the upper and lower bounds on
R(X , I ) are then proved in a similar way as in [24, Section 3.5], but we need to be
careful with the continuous part of the spectral density and use Proposition 4.3. We
give the proof of the lower bound, which is the part we really need in this paper.

Proof of the lower bound for R(X , I ) in Theorem 6.2 Consider first the case 1
2 ≤ a <

b. Then α, β determined by a = 1
4 +α2 and b = 1

4 +β2 satisfy 1
2 ≤ α < β. To prove

the lower bound in Theorem 6.2, we need to find C > 0 independent of X and a, b
such that

N (X , I ) + M(X , I )

|X | ≥ 1

4π

∫

I
tanh

(
π

√
λ − 1

4

)
dλ − C

√
b + 1

log g
.

Let us split

N (X , I ) + M(X , I )

|X | = 1

|X |
∫

Ht dν − 1

|X |
∫ ∞

β

Ht dν − 1

|X |
∫ α

−∞
Ht dν

− 1

|X |
∫

(Ht − 1[α,β]) dν

Let us now bound each of these term individually. For the first term, 1
|X |

∫
Ht dν, we

apply Proposition 6.10, which gives us

1

|X |
∫

Ht (r) dν(r) ≥ 1

4π

∫

I
tanh(π

√
λ − 1

4 ) dλ − O

(√
b

log g

)

for an implied constant independent of X , a and b. Therefore, we will be done, if we

can bound all the other terms in absolute value above by a constant multiple of
√

b+1
log g

using the Gaussian tail of ht defining Ht .
Let us first look at in detail bounding the term 1

|X |
∫∞
β

Ht dν. For this purpose,

we apply Lemma 6.12 on intervals of length 1√
log g

. More precisely following [24],

for the case r ≥ β we use a subdivision b j = b + j
t , with t =

√
log g
4
√
3

and writing

β j =
√
b j − 1

4 . If we now use the trivial bound | ∫ β j+1
β j

Ht dν| ≤ ∫ β j+1
β j

Ht d ν̃ since
Ht ≥ 0, together with Lemma 6.12 applied to intervals J = J j = [b j , b j+1], we
obtain an upper bound:

1

|X |
∣∣∣
∫ ∞

β

Ht (r) dν(r)
∣∣∣ ≤

∞∑

j=0

1

|X |
∣∣∣
∫ β j+1

β j

Ht (r) dν(r)
∣∣∣

≤
∞∑

j=0

1

|X |
∫ β j+1

β j

Ht (r) d ν̃(r)

≤
∞∑

j=0

N (X , J j ) + M(X , J j )

|X | × sup
[β j ,β j+1]

Ht
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= O

⎛

⎝
∞∑

j=0

(
b j+1 − b j +

√
b j+1 + 1

log g
+ β j+1 − β j

)
× sup

[β j ,β j+1]
Ht

⎞

⎠

= O

⎛

⎝ 1√
log g

+ 1√
log g

∞∑

j=1

√
j sup

[β j ,β j+1]
Ht

⎞

⎠ ,

where in last line we used the mean value theorem for square root to give β j+1−β j ≤
1

2β j
(b j+1 − b j ) ≤ b j+1 − b j as β j ≥ β > α ≥ 1

2 by the assumption a ≥ 1
2 and also

the uniform bound ‖Ht‖∞ ≤ 2 used in the interval [β0, β1]. Now by Lemma 6.4, if
r ∈ [β j , β j+1], and j ≥ 1, we have:

|Ht (r)| ≤ e−√
j

2
√

π
√

j
.

Therefore we obtain

1

|X |
∫ ∞

β

Ht dν = O

(
1√
log g

)
.

Since the support of ν is contained in [0,∞), the other integrals 1
|X |

∫ α

−∞ Ht dν =
1

|X |
∫ α

0 Ht dν and 1
|X |

∫
(Ht − 1[α,β]) dν = 1

|X |
∫∞
0 (Ht − 1[α,β]) dν. They can be then

dealt with an identical argument by splitting the integration domain inside [0,∞)

into intervals of length 1/t and applying Lemma 6.12 together with the estimates
from Lemma 6.4. Thus we have finished the proof in the case of a ≥ 1

2 . Now if
0 ≤ a < b ≤ 1, we can use the similar argument as above, but now with the test
function H̃t and Proposition 6.11 instead, which works for the subintervals of [0, 1].

��

7 Rate of quantum ergodicity on random surfaces

Let us now discuss in detail how we can prove quantum ergodicity for eigenfunctions
of the Laplacian on random surfaces in the large genus limit (Theorem 1.6). The
proof of this follows from Theorem 1.1 together with Theorem 1.7 mentioned in the
introduction and Theorem 6.2.

Proof of Theorem 1.6 Fix a compact interval I ⊂ (1/4,+∞) and large enough g ≥ 2.
Assume k(g) satisfies k(g) = O(gκ) for some 0 ≤ κ < 1/2. Fix now a small enough

ε > 0 such that 1
4 −

(
2κ+1
4

)2 − ε > 0. Recall we defined that any X ∈ Bε,κ,g,k(g) ⊂
Mg,k(g) satisfies the three conditions:

|(X)≤ 1
6 log g|

|X | ≤ g− 1
3 , sys(X) ≥ g− 1

24 (log g)
1
2 and λ1(X) ≥ 1

4
−
(
2κ + 1

4

)2

− ε,
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Moreover, by Theorem 1.7, there exists β > 0 such that

Pg,k(g)(Bε,κ,g,k(g)) ≥ 1 − Oε,κ (g−β), as g → ∞.

Thus Theorem 1.6 follows, if we can establish that for all surfaces X ∈ Bε,κ,g,k(g) and
a ∈ L∞

Y (X) for Y := log g, the quantum mean absolute deviation

DevX ,I (a) �I ,κ
1√
log g

‖a‖∞

with an implied constant independent of X . Recall here L∞
Y (X) is the set ofa ∈ L∞(X)

such that the support of a satisfies spt a ⊂ X(Y ), where X(Y ) = X\⋃b Xb(Y ), and
Xb(Y ) is the cuspidal zone associated with b.

Thus let us fix X ∈ Bε,κ,g,k(g), a ∈ L∞
Y (X) for Y := log g > 0 as g ≥ 2, and a

compact interval I ⊂ ( 14 ,∞), and bound DevX ,I (a) from above.
First of all, by Theorem 1.1, there exists RI > 0 such that for all R > RI such that

D̃evX ,I (a) �I

(
max{N (X , I ), k(g)}1/2

(
|X |

ρ(λ1(X))R
+ e2R

min{1, injX(YeR/2)
2} |(X)≤R |

)1/2

+ 2k(g) log Y + k(g)2e−4πY + k(g)

|X |
(
M(X , I ) + k(g) log(|X |)

))
‖a‖∞,

where D̃evX ,I (a) = (N (X , I ) + M(X , I ))DevX ,I (a) and ρ(λ1(X)) is a function of
the spectral gap of X . We will apply this bound with the choice R := 1

16 log(g), where
we assume g ≥ 2 is large enough such that R > RI .

Divide now the upper bound for D̃evX ,I (a) by N (X , I ) + M(X , I ), which leads
to the following estimate:

DevX ,I (a) �I

⎡

⎢⎢⎢⎣

( max{N (X , I ), k(g)}
N (X , I ) + M(X , I )︸ ︷︷ ︸

Term (a)

)1/2

⎛

⎜⎜⎜⎝

|X |
ρ(λ1(X))R + e2R

min{1,injX(YeR/2)
2} |(X)≤R |

N (X , I ) + M(X , I )︸ ︷︷ ︸
Term (b)

⎞

⎟⎟⎟⎠

1/2

+
2k(g) logY + k(g)2e−4πY + k(g)

|X |
(
M(X , I ) + k(g) log(|X |)

)

N (X , I ) + M(X , I )︸ ︷︷ ︸
Term (c)

⎤

⎥⎥⎥⎦ ‖a‖∞,

where we have indicated three terms (a), (b) and (c) that we will estimate now in the
following.

Term (a). First of all, Theorem 6.2 on quantitative spectral convergence implies that

N (X , I ) + M(X , I ) ≥ |X | (cI + R(X , I )) , (7.1)
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where

cI := 1

4π

∫ ∞

1/4
1I (λ) tanh(π

√
λ − 1/4) dλ and R(X , I ) �I ,κ −

√
1

log g
.

Thus, as k(g) = O(gκ) for κ < 1/2, |X | = O(g), we can bound the term (a) as
follows:

max{N (X , I ), k(g)}
N (X , I ) + M(X , I )

= max
{ N (X , I )

N (X , I ) + M(X , I )
,

k(g)

N (X , I ) + M(X , I )

}
�I ,κ 1.

Term (b). By definition in the Bε,κ,g,k(g) we have the following X independent
uniform spectral gap bound from below:

λ1(X) ≥ 1

4
−
(2κ + 1

4

)2 − ε

for all X ∈ Bε,κ,g,k(g). On the other hand, like we discussed in Remark 4.4, this implies
that ρ(λ1(X)) ≥ c0 for all X ∈ Bε,κ,g,k(g), where c0 > 0 is independent of the surface
X .

Moreover, as Y = log g, R = 1
16 log(g), and sys(X) ≥ g− 1

24 (log g)
1
2 , we have for

large enough g:

injX(YeR/2) = 1

2
min{sys(X), e−R/2Y−1} � g− 1

24 (log g)
1
2

as e−R/2 = g− 1
32 . Furthermore, since R = 1

16 log(g), we have

(X)≤R ⊂ (X)≤ 1
6 log g

giving

|(X)≤R |
|X | ≤

|(X)≤ 1
6 log g

|
|X | ≤ g− 1

3 .

Therefore, by (7.1) and e2R = e2· 1
16 log(g) = g1/8 we obtain the following bound for

the term (b):

|X |
ρ(λ1(X))R + e2R

min

{
1,injX(YeR/2)

2
} |(X)≤R |

N (X , I ) + M(X , I )
� 1

R
+ e2R

min
{
1, inj2

X(YeR/2)

} |(X)≤R |
|X |

� 1

log g
+ g1/8

min
{
1, inj2

X(YeR/2)

}
|(X)≤ 1

6 log g
|

|X |
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� 1

log g
+ g1/8

g− 1
12 log g

g−1/3

� 1

log g
.

Term (c). Finally, using Y = log g, k(g) = O(gκ) for κ < 1/2, |X | = O(g) and
the bound (7.1), we can estimate:

2k(g) logY + k(g)2e−4πY + k(g)
|X | (M(X , I ) + k log |X |)

N (X , I ) + M(X , I )
�I ,κ

log log g

g1−κ
.

Combining (a), (b) and (c) gives us the claim

DevX ,I (a) �I ,κ

(
1 ·

(
1

log g

)1/2

+ log log g

g1−κ

)
‖a‖∞ � 1√

log g
‖a‖∞

with a constant independent of X . Thus the proof of Theorem 1.6 is complete.
��
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Appendix A. Probability of a small systole

We extend here the result of Mirzakhani [21, Theorem 4.2] on the Weil-Petersson
probability of having a small systole, adding a quantitative dependence on the the
number of cusps k and giving a proof for non-compact hyperbolic surfaces. This is
used for Theorem 6.1.

The proof is essentially the same as Mirzakhani’s argument, but we rely on Lemma
A.4 from Hide [12]. Before, we state and prove the lemma, let us recall some notation
from [21]. If we have L = (L1, . . . , Lk) with Li ≥ 0, then we define the moduli
spaceMg,k(L) asMg,k such that the boundary elements are associated with lengths
Li , i = 1, 2, . . . , k. Thus the moduli space corresponding to finite area hyperbolic
surfaces with k cusps is given by Mg,k = Mg,k(0, . . . , 0). In each space Mg,k(L)

one can also consider the Weil-Petersson volume VolWP and we have the following
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relation of the Weil-Petersson volumes Vg,k(L1, . . . , Lk) of Mg,k(L1, . . . , Lk) and
Vg,k of Mg,k :

Vg,k(L1, . . . , Lk) ≤ eL1+···+Lk Vg,k,

see [21, (3.7)].
We have the following result.

Lemma A.1 Suppose k(g) = o(
√
g). Suppose 0 < ε < 1. Then for any g ≥ 2:

Pg,k(g)(X ∈ Mg,k(g) : sys(X) ≤ ε) � ε2,

where the implied constant is independent of ε and g.

Proof Fix 0 < ε < 1 and g ≥ 2 and define the event

Mε
g,k(g) := {X ∈ Mg,k(g) : sys(X) ≤ ε}.

We just need to verify that

VolWP(M
εg
g,k(g))

Vg,k(g)
� ε2

with an implied constant independent of ε > 0. Define the counting function

N0(X , ε) := �{γ ⊂ X : �γ (X) ≤ ε, γ is non-separating},

that is, N0(X , ε) is the number of simple closed geodesics γ of length≤ ε on X −γ is
a surface of genus g−1 and k(g) cusps and 2 boundary curves. Furthermore, for i ≥ 1
and j ≥ 0, we define Ni, j (X , ε) as the number of simple closed geodesics γ ⊂ X of
length ≤ ε which divide X into a surface of genus i and j cusps and 1 boundary curve
and a surface of genus g − i with k(g) − j cusps and 1 boundary curve. Now using

N (X , ε) := N0(X , ε) +
�g/2�∑

i=1

k(g)∑

j=0

Ni, j (X , ε).

as in the proof of Theorem 4.2 of [21] using Mirzakhani’s integral formula (Theorem
2.2 [21]) we can estimate:

VolWP(Mε
g,k(g)) ≤

∫

Mg,k(g)

N (X , ε) dX

= 1

2

∫ ε

0
t VolWP(Mg−1,k(g)+2(0, 0, . . . , 0, t, t)) dt
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+ 1

2

�g/2�∑

i=1

k(g)∑

j=0

(
k(g)

j

)∫ ε

0
t VolWP(M(Si, j+1 × Sg−i,k− j+1(0, 0, . . . , 0, t, t)) dt,

where the binomial coefficient occurs as we need to select the j cusps from all the k(g)
possibilities since themapping class group fixes the cusps pointwise, whichmeans that
they will be in different mapping class group orbits. Now, by Vg,k(g)(L1, . . . , Lk) ≤
eL1+···+Lk Vg,k(g) as in the proof of [21, Theorem 4.2] we have:

VolWP(Mg−1,k(g)+2(0, 0, . . . , 0, t, t)) ≤ e2t Vg−1,k(g)+2.

and

VolWP(M(Si, j+1 × Sg−i,k(g)− j+1(0, 0, . . . , 0, t, t)) ≤ e2t Vi, j+1Vg−i,k(g)− j+1.

By Lemma 5.1(iii) ofMirzakhani and Zograf [22], there is a universal constantC2 > 0
such that as long as k(g) = o(

√
g), we have as g → ∞:

Vg−1,k(g)+2

Vg,k(g)
≤ 1 − C2

k(g) − 2

2g − 4 + k(g)
= O(1).

Furthermore, by Lemma A.4 of Hide [12] there exists a universal constant C1 > 0
such that for any sequence (k(g))g≥2 with k(g) = o(

√
g), we have

∑

0≤i≤g,0≤ j≤k(g)
2≤2i+ j≤2g+k(g)−2

(
k(g)

j

)
Vi, j+1Vg−i,k(g)− j+1

Vg,k(g)
≤ C

1 + k(g)2

g
= o(1)

since whenever 1 ≤ i ≤ �g/2� and 0 ≤ j ≤ k(g), then 2 ≤ 2i + j ≤ 2 g + k(g) − 2
since g ≥ 2. Thus

VolWP(Mε
g,k(g))

Vg,k(g)
� ε2e2ε � ε2

as ε < 1, where the implicit constant is independent of ε, k(g) and g. ��
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