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Abstract
Consider a Shimura variety of Hodge type admitting a smooth integral model S at an
odd prime p ≥ 5. Consider its perfectoid cover Sad(p∞) and the Hodge–Tate period
map introduced by Caraiani and Scholze.We compare the pull-back to Sad(p∞) of the
Ekedahl–Oort stratification on the mod p special fiber of a toroidal compactification
of S and the pull back to Sad(p∞) of the fine Deligne–Lusztig stratification on the
mod p special fiber of the flag variety which is the target of the Hodge–Tate period
map. An application to the non-emptiness of Ekedhal–Oort strata is provided.
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1 Introduction

Let (G, X) be a Shimura datum; in particular, G is a connected reductive group
over Q and X is a G(R)-conjugacy class of a homomorphism of algebraic groups
h : ResC/R(Gm) → GR. Denote by ShK (G, X) the associated Shimura variety over
C, for some compact open subgroup K ⊂ G(A f ) of the finite adelic points of G. We
fix an odd prime p and we assume that:

(i) K is hyperspecial at p i.e., K = K p K p with K p ⊂ G(AAA f ,(p)) a compact open
subgroup of the prime-to-p, finite adelic points of G and K p = GZp (Zp), the
group of Zp-points of some reductive group GZp over Zp with generic fiber GQp ;

(ii) K is neat;
(iii) (G, X) is of Hodge type, that is, there is an embedding of Shimura data (G, X) ⊂

(GSp2g,Hg) with GSp2g the group of symplectic similitudes on a Q-vector space
of dimension 2g, endowed with a non-degenerate symplectic pairing and with Hg

the double Siegel space.

Results of Shimura and Deligne guarantee that ShK (G, X) admits a canoncial
model over the reflex field E which is a number field, defined as the minimal subfield
of C of definition of the conjugacy class Z of the Hodge cocharacter

μh : Gm,C
Id×1−→ Gm,C × Gm,C ∼= ResC/R(Gm)C

hC−→ GC.

Fix a prime v of E over the prime p; let κ be the residue field of OE at v. Thanks
to our assumptions v is unramified over p so that ̂OE,v ∼= W(κ) and Z admits a
W(κ)-valued point that we denote μ.

Denote by S the integral canonical model of ShK (G, X) over OE,v constructed
by Kisin [11]. Given a finite and admissible rational cone decomposition � for G,
we denote by S� the associated toroidal compactification constructed in [16]. We fix
one and we suppose that S� is smooth and projective over OE,v (and certain other
technical assumptions for � hold; see (2.12)). We let S�0 be the mod p special fiber.
Write S� for the p-adic formal scheme defined by completing S� along S�0 and S�,ad
for its adic generic fiber (in the sense of Huber). We denote by Sad ⊂ S�,ad the open,
adic subspace defined by the scheme SQp .

We also let F�G,μ−1 be the flag variety over W(κ) classifying parabolic subgroups
of GZp of type μ−1. Set F�G,μ−1,0 to be the special fiber over κ , F�G,μ−1 to be the
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On twomod p period... 513

formal scheme defined by the completion of F�G,μ−1 along F�G,μ−1,0 and F�ad
G,μ−1

to be the generic adic fiber of F�G,μ−1 .
Consider the perfectoid towerπ : Sad(p∞) → Sad and the Hodge–Tate periodmap

πHT : Sad(p∞) −→ F�G,μ−1 ,

defined by [5, Thm. 2.1.3]. We have the following diagram of topological spaces:

Sad(p∞)

↙ ↘
S�,ad F�ad

G,μ−1

↓ ↓
S�0 F�G,μ−1,0,

where the bottom vertical arrows are the specialization maps sp : S�,ad → S�0 and
sp : F�ad

G,μ−1 → F�G,μ−1,0. We write q1 : Sad(p∞) → S�0 and q2 : Sad(p∞) →
F�G,μ−1,0 for the two composite maps. These are the two mod p period maps of the
title.

The varieties S�0 and F�G,μ−1,0 are endowed with natural stratifications. On S�0
we have the so called Ekedahl–Oort stratification introduced by Ekedhal and Oort in
the Siegel case, by Zhang [26] in the general setting of the special fiber of Shimura
varieties of Hodge type, such as S0, and then extended to toroidal compactifications,
such as S�0 , by Goldring and Koskivirta [7]. On the other hand F�G,μ−1,0 is endowed
with the so called fine Deligne–Lusztig stratification, introduced by Lusztig in [14]
and [15]. One knows that:

• the strata of these two stratifications are classified by subsets I+ W (in the EO case)
and I− W (in the DL case) of the Weyl group W of G. Here, I+ and I− are the
types of the parabolic subgroups Pμ± of G defined by μ and μ−1 respectively and
I± W is the set of Kostant representatives of the quotient sets W/WI ± of W by the
Weyl group of the standard Levi subgroups of PI± ;

• there exist eplicit order relations �EO on I+ W and �DL on I− W corresponding
to the closure relations on the associated Ekedahl–Oort stratification on S�0 and
Deligne–Lusztig stratification on F�G,μ−1,0 respectively.

• the stratum associated to w ∈ I± W is smooth and equidimensional of dimension
equal to the length �(w) of w in the Weyl group W , if non-empty.

For w ∈ I± W we let CEO(w), resp. CDL(w) be the corresponding stratum on
S�0 , resp. on F�G,μ−1,0. The natural question we address in this paper is the relation
between these two stratifications when pulled-back to Sad(p∞). Our main result is the
following. In Lemma 7.2 we prove that the map

σ0 : I+ W → I− W , w �→ w
I+
0 w,
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514 F. Andreatta

given by left multiplication by a suitable element w I+
0 ∈ W , is an order reversing

bijection and �
(

σ0(w)
) = �

(

w
I+
0 )−�(w) for everyw ∈ I+ W . Here the order relations

are �EO and �DL respectively. Then:

Theorem 1.1 Assume that p ≥ 5 and that q−1
1

(

CEO(w
′)
)∩q−1

2

(

CDL(w)
)

is non-empty
for somew′ ∈ I+ W andw ∈ I− W . Thenw �DL σ0(w

′) (equivalentlyw′ �EO σ0(w)).

This should be seen as the discrete analogue of the phenomenon pointed out in
[5], where a stratification (in a loose sense) of F�ad

G,μ−1 is defined so that its inverse
image via πHT coincides with the inverse image of the Newton polygon stratification
on Sad but the closure relation is opposite to the one of the Newton stratification. In
loc. cit., the classification of vector bundles on the Fargues–Fontaine curve X

C
�
p
plays

a crucial role. Recall that in Fontaine’s theory we have a classical period ring Ainf and
a map Ainf → OCp with kernel a principal ideal, of which we fix a generator ω. The
Fargues–Fontaine curve is the quotient of Spa

(

Ainf[p−1ω−1], Ainf
)

with respect to
Frobenius. In our case we need to understand what happens at the non-analytic point
of Spa

(

Ainf, Ainf
)

defined by the vanishing of the ideal (p, ω). The assumption that
p ≥ 5 comes from the technical requirement that a certain open of X

C
�
p
is non-empty.

The EO stratification is constructed by Goldring and Koskivirta using a map of
stacks

ζ� : S�0 −→ H
Fp

− Zipχ

to the stack of so called H -Zips, where H is the mod p reduction of a model of
G over Zp and χ is the cocharacter of H defined by the mod p reduction of the
Hodge cocharacter μ. The notion of H -Zips is due Pink et al. [21] and is recalled in
Sect. 2.2. It fits in the language of Algebraic Zip Data introduced by Pink et al. [20]
and reviewed in Sect. 2. This provides a common framework to prove at the same time
the properties of the EO and the DL stratifications recalled above (see Sects. 2.1 and
2.3 respectively). We stress, though, that historically these properties were already
known in the DL case. Namely, Bédard has proven in [1] that DL strata are indexed
by the elements of I− W . The partial order �DL on I− W has been introduced by He
[8] and it is shown in [9] that it describes the closure relation of the DL stratification.

A second result, conjectured by Wedhorn and Ziegler [23], is Theorem 3.1 stating
that

Theorem 1.2 Assume that p ≥ 3. Then, the map ζ� is a smooth morphism of stacks.

Remark 1.3 The proof of 1.2 uses as an input that the restriction of the maps ζ� |S0 to
S0 is smooth for the special fiber of the integral canonical model of Shimura varieties
of Hodge type with hyperspecial level at p. This is proved in [26, Cor. 3.12] under the
assumption that p ≥ 3 as loc. cit. uses the integral canonical models defined in [11]
only for p odd. Notice that also ζ� is contructed in [7] for p ≥ 3.

Nowadays, integral canonical models for Shimura varieties of abelian type with
hyperspecial level at primes above 2 are available thanks towork of Kim andMadapusi
Pera, see [10]. Their toroidal compactifications have been constructed in [16]. As
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On twomod p period... 515

remarked by one of the referees, assuming that the construction of ζ� of [7] goes
through also in this case and admits the local description given in Lemma 2.13 and
assuming that [26, Cor. 3.12] holds true also in this 2-adic setting, the proof of Theorem
1.2 works for p = 2 as well.

Theorems 1.1 and 1.2 allow to transfer questions on one stratification to questions
on the other stratification. For example, we prove the following

Corollary 1.4 Assume that p ≥ 5. Then, for every w′ ∈ I+ W and every w ∈ I− W , the
sets q−1

1

(

CEO(w
′)
)

and q−1
2

(

CDL(w)
)

are non-empty. In fact, q−1
1

(

CEO(w
′) ∩ S0

)

is
also non-empty.

The result in the EO case has been announced by Yu [25] based on work of Lee
[13] and Kisin [12]. We prove this result differently by showing first in Proposition
4.3 the stronger statement that the map q2 is surjective, and hence that every DL
stratum is non-empty. This is elementary projective geometry. It implies, in particular,
that q−1

2

(

CDL(
I−w0)

)

is non-empty, where the element w I+
0 = I−w0 ∈ I− W is the

element of maximal length. Due to Theorem 1.1 this implies that the zero dimensional
stratum CEO(1), corresponding to the identity element 1, is non-empty. We deduce
fromTheorem 1.2 that the EO stratification is closed under generalization for the order
�EO and, hence, all the EO strata are non-empty as CEO(1) is non-empty. As the map
q1 is the composite of the surjective maps π : Sad(p∞) → Sad and sp : Sad → S�0 , it
is also surjective and the first part of the Corollary follows.

In fact, we show in Corollary 3.7 that the stratum CEO(1) is fully contained in S0
verifying Condition 6.4.2 in [7]. This implies the second claim of the Corollary.

2 Algebraic zip data

We recall the notion of Algebraic Zip Data introduced in [20]. We follow the notation
and conventions of [7, Sect. 1.2]. Let H be a connected reductive group defined over
the prime field Fp. Fix an algebraic closure k of Fp and a cocharacter χ : Gm,k → Hk

over k. The pair (H , χ) is called a cocharacter pair in loc. cit. We denote by P = Pχ
the parabolic subgroup of Hk defined by χ : it is characterized by the fact that LieP ⊂
LieHk is the sum of the non-negative weight spaces for the adjoint action of Gm,k via
χ .

As H is defined over a finite field, there exists a Borel subgroup B ⊂ H , with
maximal torus T , defined over Fp. We assume that Bk ⊂ P; this is Assumption
(1.2.3) of [7]. Possibly after conjugating χ by an element of H(k), this holds. We let
W = W (Hk, Tk) be theWeyl group of Hk with respect to Tk and we let� ⊂ W be the
subset of simple reflections defined by Bk . Let I ⊂ � be the type of P . It is the subset
of simple reflections generating the Weyl group WL of the standard Levi subgroup
L ⊂ P , the Levi subgroup containing Tk . We then have two cosets representatives I W
and W I in W of the quotient set WI \W , resp. W/WI : for every coset WIw ∈ WI \W
the corresponding element w′ ∈ I W is the unique element w′ ∈ WIw of shortest
length (and similarly for W I and W/WI ).

With the notation and assumptions above, we recall the follwing definition [20,
Def. 3.1].
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516 F. Andreatta

Definition 2.1 An algebraic zip datum for the cocharacter pair (H , χ) is a tripleZ :=
(P, Q, ϕ)where P is the parabolic subgroupof Hk definedbyχ , Q is another parabolic
subgroup of Hk and ϕ : P/Ru P → Q/Ru Q is an isogeny of the reductive quotients.
The group

EZ := {

(p, q) ∈ P × Q|ϕ(πP (p)) = πQ(q)
}

is called the zip group associated to Z . It acts on Hk on the left as follows

EZ × Hk → Hk, (p, q) · g = pgq−1

Thanks to [20, Prop. 3.7] there exists g ∈ H(k) such that

(a) g Bk ⊂ Q,
(b) ϕ(πP (Bk)) = πQ(

g Bk),
(c) ϕ(πP (Tk)) = πQ(

gTk).

Let L ⊂ P and M ⊂ Q be the stantard Levi subgroups defined by Tk ⊂ P
and gTk ⊂ Q respectively. The isogeny ϕ defines an isogeny ϕ : L → M such that
ϕ(Bk ∩ L) = g Bk ∩ M and ϕ(Tk) = gTk . If J is the type of Q this induces an
isomorphism

ψ : (WI , I )
∼=−→ (WJ , J ) (1)

of the Weyl groups WI → WJ such that �(I ) = J .
We also fix representatives w̃ ∈ NHk (Tk) for w ∈ W = NHk (Tk)/CHk (Tk) such

that w̃1w2 = w̃1w̃2 if �(w1w2) = �(w1)�(w2). This can be done as explained in [20,
Sect. 2.3].

We assume that Z is orbitally finite, that is the number of orbits for the action of
EZ on Hk is finite. This holds, for example, if the differential of the isogeny ϕ at 1
vanishes. For every w ∈ W we write Hw := EZ · (w̃g−1) ⊂ Hk for the EZ -orbit
defined by w̃g−1. Then, [20, Thm. 7.5] states that:

Theorem 2.2 The map

I W −→ {EZ − orbits in Hk} , w �→ Hw

is a bijection. Morever,

1. for anyw ∈ I W the corresponding orbit Hw is a locally closed, smooth subvariety
of Hk of dimension dim P + �(w).

2. for any w, w′ ∈ I W we have that Hw′ ⊂ Hw, and we write w′ � w, if and only
if there exists y ∈ WI such that yw′ψ(y)−1 ≤ w for the Bruhat order ≤ on W .

Remark 2.3 The Assumption that B ⊂ P is related to the concept of frame in [20, Def.
3.6] for Z . If we set (B ′, T ′, g′) with B ′ := g−1

Bk , T ′ := g−1
Tk and g′ = g, the triple

(B ′, T ′, g′) is a frame for Z . We prefer to use the conventions of [7] fixing a Borel
Bk ⊂ P instead of a Borel in Q. This has the effect, for example, that the statement
of [20, Thm. 7.5] is slightly changed.
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On twomod p period... 517

There is a dual presentation of the orbit space for the action of EZ on Hk , described
in [20, Thm. 11.2], in terms of the subset W J ⊂ W . As explained in [20, Prop. 9.13,
9.14] there exists a length preserving bijection

σ : I W → W J

characterized by the propert that for any w ∈ I W there exists a y ∈ WI such that
σ(w) = ywψ(y)−1. Then [20, Thm. 11.2, 11.5] state that:

Theorem 2.4 The map W J −→ {EZ − orbits in Hk}, given by w �→ Hw := EZ ·
(w̃g−1), is a bijection. Morever,

1. for any w ∈ I W we have Hw = Hσ(w). In particular, for any u ∈ W J the
corresponding orbit Hu is a locally closed, smooth subvariety of Hk of dimension
dim P + �(u).

2. for any w, w′ ∈ W J we have that Hw′ ⊂ Hw, and we write w′ � w, if and only
if there exists y ∈ WI such that yw′ψ(y)−1 ≤ w for the Bruhat order ≤ on W .

In fact, we have a richer structure of quotient stacks; see for example [21, Sect.
2.2]. Recall that if X is a k-scheme and Q is a linear algebaric k-group scheme acting
on the left on X the quotient stack [Q\X ] is the stack fibered over the category of
k-schemes whose S-valued points consist of pairs (I , α) with (1) I a left Q-torsor
over S (2) α : I → X ia morphism commuting with the left Q-actions on I and on X .
There is a notion of topological space asociated to [Q\X ] that we denote |[Q\X ]|

If the number of orbits Q\X in X for the action of H is finite, then such space has a
unique topology compatible with the closure relation among orbits; see [21, Prop. 2.1].
Furthermore, [21, Prop. 2.2] guarantees that the natural map X → [Q\X ] induces
an homeomorphism (Q(k)\X(k)) ∼= |[Q\X ]|. So Theorems 2.2 and 2.4 describe the
topological space underlying the quotient stack [EZ\Hk].

2.1 Fine Deligne–Lusztig varieties

We use the notation of the previous section. We start with a connected reductive group
H over Fp and a cocharacter χ : Gm,k → Hk , over k = Fp. This defines a parabolic
subgroup P ⊂ Hk that we assume to contain a Borel subgroup Bk , defined over
Fp. Write F�Hk ,χ := P\Hk for the corresponding flag variety. It is endowed with a
stratification by fine Deligne–Lusztig varieties, introduced by Lusztig [14] and [15].
In this section we review its definition and we recast its properties, known thanks to
results of Bédard [1] and He [8], [9], using the language of Algebraic Zip Data.

Let Q := P(p) be the base change of P ⊂ Hk via Frobenius on k. It is a parabolic
subgroup of (Hk)

(p) = Hk (as H is defined over Fp). It contains the Borel subgroup
(Bk)

(p) = Bk (as Bk is also defined over Fp). The Frobenius map ϕ : P → P(p) = Q
defines an isogeny ϕ : P/Ru P → Q/Ru Q.

Then Z := ZDL := (P, Q, ϕ) is a zip datum as in Definition 2.1. Note that
Q/Ru Q ∼= (P/Ru P)(p) and then ϕ is Frobenius. In particular, the differential of ϕ at
1 is zero and ZDL is orbitally finite.
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518 F. Andreatta

The projection map ρ : Hk → F�Hk ,χ is a P-torsor (for the étale topology) so that
F�Hk ,χ represents the quotient stack [P\Hk]. The inverse of Lang isogeny γ : Hk →
Hk , h �→ hϕ(h)−1 defines a map of quotient stack

γ : [P\Hk] −→ [EZ\Hk].

Proposition 2.5 The map γ is smooth. In particular, the induced map on underlying
topological spaces is surjective, continuous and open.

Proof Recall that to give a morphism S → [EZ\Hk] is equivalent to give an EZ -
torsor Y over S and a EZ -equivariant morphism Y → Hk . In our case, using that
F�Hk ,χ represents [P\Hk], the morphism γ is defined by

(1) the EZ -torsor EZ ×P Hk over F�Hk ,χ defined by pushing-forward P\(EZ ×k Hk
)

of the inclusion P ⊂ Hk via the group homomorphism P ↪→ EZ , h �→ (h, ϕ(h)
)

;
(2) the EZ -equivariant map ν : EZ ×P Hk → Hk defined by

(

(p, q), h) �→ (p, q) ·
γ (h) = pγ (h)q−1.

Thus the diagram

EZ ×P Hk
ν−→ Hk

↓ ↓
F�Hk ,χ

γ−→ [EZ\Hk],

where the vertical maps are the natural projection maps, is cartesian and in order to
prove the claim it sufffices to show that ν is smooth. The scheme EZ ×P Hk is a
smooth over k, being a tosor under the smooth algebraic group EZ over the smooth
scheme F�Hk ,χ . As also Hk is smooth, in order to prove that ν is smooth it suffices to
show that it is surjective on the tangent space at every k-valued point.

The map γ is finite and étale so that inclusion Hk ⊂ EZ ×P Hk → Hk is already
surjective on tangent spaces and the claim follows. ��

Recall from Theorems 2.2 and 2.4 that |[EZ\Hk]| is homeomorphic to I W
(resp. W J ), where W is the Weyl group of Hk , I is the type of the parabolic P ,
J is the type of Q, we can take g = Id in loc. cit. and the topologial structure on I W
(resp. W J ) is defined by the order relation w′ � w described as follows.

Let I be the type of P and let J = ϕ(I ) be the type of Q = P(p). Frobenius on
Hk defines an isomorphism of Weyl groups ϕ : W → W and a bijection on simple
reflections, as the Weyl group and the simple reflections are defined with respect to a
Borel subgroup and a torus defined over Fp. Then ϕ defines an isomorphism

ψDL : WI −→ WJ , w �→ ϕ(w) (2)

and, thanks to Theorems 2.2 and 2.4, for w and w′ ∈ I W (or in W J ) we have w′ � w

iff there exists y ∈ WI such that yw′ψDL(y)−1 ≤ w.
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On twomod p period... 519

Definition 2.6 For every w ∈ I W we let F�Hk ,χ,w be the inverse image of w ∈ I W
via the map of topologial space F�Hk ,χ → |[EZ\Hk]| ∼= I W with reduced induced
scheme structure.

Similarly for u ∈ W J we let F�u
Hk ,χ

be the inverse image of u ∈ W J via the map

of topologial space F�Hk ,χ → |[EZ\Hk]| ∼= W J .

By Theorem 2.4 there is a bijection σ : I W ∼= W J and for every w ∈ I W we have
F�Hk ,χ,w = F�σ(w)Hk ,χ

.

Corollary 2.7 Each F�Hk ,χ,w and each F�u
Hk ,χ

is smooth and equidimensional of
dimension �(w), resp. �(u). Moreover F�Hk ,χ,w

′ is in the closure of F�Hk ,χ,w (respec-

tively F�u′
Hk ,χ

is in the closure of F�u
Hk ,χ

) if and only if w′ � w (respectively u′ � u).

Proof We provide a proof for the strata F�Hk ,χ,w. For the strata F�
u
Hk ,χ

the argument
is the same. The closure relation and the fact that each F�Hk ,χ,w is non-empty follows
from the fact that the map of topological spaces induced by γ is continuous, open and
surjective. This also implies that such map respects codimensions. Since by Theorem
2.2 the codimension of w ∈ I W is dim Hk − (dim P + �(w)) it follows that the
codimension of F�Hk ,χ,w in F�Hk ,χ is also dim Hk − (dim P + �(w)). Hence its
dimension is �(w) as wanted. The smoothness assertion follows from the smoothness
of γ . ��

In particular, we get a stratification on F�Hk ,χ with strata F�Hk ,χ,w, for w ∈ I W .
Thanks to results of He [9] it coincides with the stratification by fine Deligne–Lusztig
varieties introduced by Lusztig.

2.1.1 A variant

We consider the flag variety F�Hk ,χ
−1 := P−\Hκ . We describe an isomorphism

F�Hk ,χ
−1 ∼= F�Hk ,

w0χ−1 ,

where w0 ∈ W the longest element in the Weyl group W , compatible with stratifica-
tions. Later in the paper we will be lead to work with the first space but we will need
the dictionary provided by this isomorphism to get a description of the stratification
in terms of the Weyl group W and the fixed set of simple reflections �.

Recall that I is the type of P and I− is the type of the parabolic P− defined by
the cocharacter χ−1. As P− is the parabolic opposite to P we have PI− = w0 P− so
that I− = w0 I . Recall also that Frobenius defines an automorphism ϕ of the Weyl
group W and that J := ϕ(I ) is the type of P(p) and K = ϕ(I−) = w0 J is the type
of Q = P(p)

− . Consider the elements y := Iw0 = w
I−
0 and z = ϕ(y) = Jw0 = wK

0
of W defined in Lemma 7.1. Then P− = y PI− and conjugation by ỹ−1 provides
the identification L ∼= w0 L of the Levi subgroup L = P ∩ P− of P− and the Levi
subgroup of PI− so that B ∩ L ∼= B ∩w0 L . Similarly, conjugation by z̃−1 provides the

identification L(p) ∼= w0 L(p) of the Levi subgroup Q = P(p)
− and the Levi subgroup of

PK = P(p)
I− so that B ∩ L(p) ∼= B ∩w0 L(p). Consider the zip dataZopp := (P−, Q, ϕ)

and Z− := (PI− , PK , ϕ).
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Lemma 2.8 The map EZopp −→ EZ− , (p, q) �→ (

ỹ−1 pỹ, z̃−1qz̃
)

, defines an isomor-
phism of algebraic groups.

Similarly, the map Hκ −→ Hκ , h �→ ỹ−1h̃z, defines an isomorphism which
is equivariant for the action of EZopp and EZ− respectively and an isomorphism
F�Hk ,χ

−1 −→ F�Hk ,
w0χ−1 making the following diagram (see Proposition 2.5)

F�Hk ,μ
−1 −→ [EZopp\Hk]

⏐

	

⏐

	

F�Hk ,
w0μ−1 −→ [EZ−\Hk]

commute. In particular, the topological space underlying [EZ−\Hk] admits a descrip-
tion in terms of I− W with the order � as in Theorem 2.2 and the scheme F�Hk ,μ

−1

admits an induced startification labeled by I− W .

2.2 H-zips

Recall the notation.We have a connected reductive group H over Fp and a cocharacter
χ : Gm,k → Hk , over k = Fp, that defines a parabolic subgroup P = P+ ⊂ Hk . We
assume it contains a Borel subgroup Bk , defined over Fp.

Denote by P− be the associated opposite parabolic subgroup of Hk defined by the
cocharater χ−1. It is characterized by the property that LieP− ⊂ LieHk is the sum
of the non-positive weight spaces for the adjoint action of Gm,k via χ . Let U and V
be the unipotent radicals of P and P− respectively. The quotients P/U and P−/V
are isomorphic reductive groups and we denote such algebraic group by L . Set Q :=
P(p)

− ⊂ H (p)
k = Hk . It is a parabolic subgroup of Hk with unipotent radical V (p). The

Frobenius map ϕ : P → P(p) defines an isogeny ϕ : P/U ∼= L → L(p) ∼= Q/V (p).
Also in this case Z := ZEO := (P, Q, ϕ) is a zip datum as in Definition 2.1.

It is orbitally finite as ϕ has trivial differential at 1. We consider the quotient stack
[

EZEO\Hk
]

. Following [21, Def. 1.4] we give the following:

Definition 2.9 We define the category H -Zipχ fibred over the category Schk of
schemes over k as follows.

For a scheme S over k the objects are quadruples
(

I , I+, I−, ι
)

where I is a right

Hk-torsor, I+ ⊂ I is a right P-torsor, I− ⊂ I is a right Q-torsor and ι : I (p)
+ /U (p) →

I−/V (p) is an isomorphism of L(p)-torsors.
Amorphismof two objects

(

I , I+, I−, ι
) → (

I ′, I ′+, I ′−, ι′
)

is a triple of equivariant
morphisms I → I ′, I± → I ′±, which are compatible with the inclusions I± ⊂ I and
I ′± ⊂ I ′ and and with ι and ι′.

It is easily verified that H -Zipχ is a stack over Schk . There is a morphism Hk →
H −Zipχ , given by [21, Construction 3.4]. To a k-scheme S and an element g ∈ Hk(S)
we associate Ig = S ×k Hk , Ig,+ := S ×k P , Ig,− := g · (S ×k Q) ⊂ S ×k Hk ,

ιg : S ×k P/U = S ×k L
1×ϕ−→ S ×k L(p) = (S ×k Q/V (p))

g·_−→ I−,g/V (p).

Then Ig := (

Ig, Ig,+, Ig,−, ιg
) ∈ H − Zipχ (S). By [21, Prop. 3.11]:
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Proposition 2.10 The map Hk → H − Zipχ , g �→ Ig, induces an isomorphism of

stacks
[

EZEO\Hk
] ∼= H − Zipχ .

Let I be the type of P , let J = ϕ(I ) be the type of P(p) and let K = w0 J be
the type of Q which is the parabolic opposite to P(p). Here we use that Frobenius on
Hk defines an isomorphism of Weyl groups ϕ : W → W and a bijection on simple
reflections, as the Weyl group and the simple reflections are defined with respect to a
Borel and a torus defined over Fp. In particular, by Theorems 2.2 and 2.4, we have

Corollary 2.11 The map I W → H − Zipχ , w �→ [w̃z̃−1] with z = wK
0 , defines a

homeomorphism of underlying topological spaces, and equivalently for W K instead
of I W , with the topological structure defined by the partial order �.

We can describe the order relation as follows. In the notation of Theorem 2.2, we
have g = z̃ with z = wK

0 and ψ is the map

ψEO : (WI , I ) ∼= (WK , K ), w �→ zϕ(w)z−1. (3)

Thanks to Theorems 2.2 and 2.4, for w and w′ ∈ I W or w and w′ ∈ W K , we have
w′ � w iff there exists y ∈ WI such that yw′ψEO(y)−1 ≤ w.

2.3 The Ekedahl–Oort stratification

Recall from the introduction that we have a scheme S = SK , the integral canonical
model of the Shimura variety ShK (G, X) over OE,v , and its sepcial fiber S0 over the
residue field κ of OE,v .

By [11, Sect. 2.3.1] we may assume that the inclusion G ⊂ GSp2g extends to a
morphism of algebraic groups GZp ⊂ GSp2g,Zp

where GZp is the given model of G
over Zp and GSp2g,Zp

is the base change from Z(p) → Zp of the group of symplectic
similitudes of free Z(p)-module � of rank 2g endowed with a symplectic perfect
pairing ψ . The subgroup GZp can be realized as the subgroup fixing a finte set of
elements (sα)α in the tensor algebra of �.

Furthermore, possibly after refining the prime-to-p level subgroup K p ⊂ G(Å
f ,(p)

we may assume that there exists an hyperspecial level Kg := Kg,p K p
g ⊂

GSp2g,Zp
(Å

f
) inducing a morphism of Shimura varieties ShK (G, X) → ShKg

(

GSp2g,Hg
)

. This provides a finite morphism of the integral models

ξ : SK −→ SKg ⊗Z(p) OE,v,

where SKg is a Siegel modular variety. In particular, we may assume that it is a fine
moduli space so that it carries a universal abelian scheme.

We set H := (GZp )Fp . As explained in [7, Sect. 4.1.7] there exists a Borel subgroup
BZp ⊂ GZp . The Hodge cocharacter admits a representative μ̃ in its conjugacy class
defined over ̂OE,v (∼= W(κ)). Let χ : Gm,κ → Hκ be the reduction of μ̃ modulo
p. The composite of μ̃ with the inclusion GW(κ) ⊂ GSp2g,W(κ) defines a splitting
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�⊗ W(κ) = �0 ⊕�−1 where Gm acts on�i via the character z �→ z−i o n�−i for
i = 0, −1.

The main result of [26, Thm. 3.1.2] provides a smooth map

ζ : S0 −→ H − Zipχ .

This is refined in [7, Thm. 6.2.1], using the work [16] on toridal compactifications, to
a morphism

ζ� : S�0 −→ H − Zipχ ,

where S�0 is the special fiber of the smooth and projective toroidal compactification
S� of S associated to a finite and admissible rational cone decomposition �. We
make the following Assumption, following [7], in order to define a well behaved

compactification of the universal abelian scheme over S
�g
Kg

and hence over S� :

Assumption 2.12 � is supposed to refine the pull-back via ξ of a finite and admissible
rational cone decomposition �g for the Siegel case such that �g is log-smooth (see
[7, Sect. 6.1.2]).

In loc. cit. the weaker condition of �g being log-integral is used. For the purposes

of this paper log-smoothness is sufficient. We denote by ξ� : S� → S
�g
Kg

the induced
morphism on toroidal compactifications.

For the rest of this section we recall the construction of the map ζ� . Let S� be the
p-adic formal scheme defined by completing S� along its special fiber S�0 . The first
de Rham cohomology of the universal abelian scheme over S, obtained by pull-back
from SKg , extends to a locally free OS� -module H1

dR of rank 2g endowed with

(i) the Hodge filtration � ⊂ HdR
1 which is a locally free sheaf of rank g, with

locally free quotient;
(ii) a connection ∇ with log poles along the complement of S in S� , extending

the Gauss-Manin connection. The base change H of H1
dR to S� , together with

the connection, is the evaluation along the DP-thickening S�0 ⊂ S� of the
logarithmic crystal over S�0 defines as the dual of the covariant log Dieudonné
module of the mod p reduction of the degenerating universal abelian scheme
over S�0 (see [16, Prop. 1.3.5] and the discussion in [16, Sect. 4.3.1]);

(iii) if Spf(A) ⊂ S� is an affine open and we choose a lift ϕ : A → A of Frobenius
on A0 = A/p A, then the evaluation HA of the crystal H at A is endowed with
a ϕ-linear map, the Frobenius,

F : H(p)
A −→ HA.

(iv) elements (sdR,α)α in the tensor algebra of H1
dR such that

J := Isom
(

((

�, (sα)α
) ⊗ OS� ,H

1
dR, (sdR, α)α

)

)
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is a right GZp -torsor over S� . If we further consider g ∈ J such that g sends
� isomorphically onto �0 ⊗ OS� we have a torsor J+ under the parabolic P+

μ̃

defined by μ̃.

Choose A and ϕ as in (iii). Then the restriction of F to � is divisible by p and
it is proven in [7, Lemma 6.3.4] (see especially the first paragraph on p. 938) that
F
p (�) + ImF = HA. Take A small enough so that J+(A) is non-empty and choose

t ∈ J+(A). We deduce that the A-linear map

gt := t−1 ◦
(

F

p
|t (p)(�0⊗A) ⊕ F |t (p)(�−1⊗A)

)

◦ t (p) : �⊗ A → �⊗ A

defines an element of G(A). Let gt,0 ∈ G(A0) be its reduction modulo p.

Definition of the H -zip ζ�(A0). The element g−1t = (t−1g)−1 defines an isomor-
phismHA ∼= �⊗A. Denote by J− the P(p)

− -torsor of all its trivializations. Let I , I+, I−
be the reductionmodulo p of J , J+ and J−. They are right Hk , resp. P , resp. Q-torsors.

The map γ := t ◦ gt ◦ (

t (p)
)−1 =

(

F
p |t (p)(�0⊗A) ⊕ F |t (p)(�−1⊗A)

)

: H(p)
A → HA

defines an isomorphism, as explained above. Let γ0 be its reduction modulo p. Com-
posing with γ0 we get an isomorphism ι : I (p)

+ /U (p) → I−/V (p) of L(p)-torsors.
Then, (I , I+, I−, ι) defines an H -zip in the sense of Definition 2.9 and

ζ�(A0) := (I , I+, I−, ι).

Then, in the notation of Proposition 2.10 (cf. [26, Rmk. 3.2.8] and [24, Prop. 6.7]),

Lemma 2.13 We have ζ�(A0) = Ig
t,0

.

Furthemore, if z ∈ ˜P(A), we consider the element t ◦ z ∈ J+(A) and we write
z = �u with � ∈ ˜L(A) and u ∈ Ru ˜P(A) then

gt◦z,0 ≡ z−1
0 gt,0�

(p)
0 .

Proof The first claim is a direct verification. The last formula follows as Frobenius is
divisible by p on t (p)(�0 ⊗ A). ��

3 Smoothness of �6

As conjectured by Wedhorn and Ziegler in [23, Rmk. 6.4], we have:

Theorem 3.1 The map ζ� is smooth. In particular, it is open.

The rest of this section is devoted to the proof of the Theorem and of some of its
consequences. By construction S�0 is a smooth scheme and H − Zipχ is a smooth
stack by [21, Cor. 3.12]. Hence, it suffices to prove that ζ� is surjective on tangent
spaces at every closed point x0 ∈ S�0 . If x0 lies in S0 this is the content of [26,
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Thm. 4.1.2]. Assume that x0 ∈ S�0 \S0. Let A be the complete local ring of S� at
x0. Denote by HA the Frobenius logarithmic crystal relative to the DP-Thickening
A0 = A/p A ⊂ A obtained by pull-back to A of the logarithmic crystal H relative to
the DP-thickening S�0 ⊂ S� defined in Sect. 2.3.

3.1 The structure at the boundary

As explained in [16, Thm. 4.1.5] there exist

(i) a smooth integral model S′ over W(κ) associated to a Shimura datum (G ′, X ′) of
Hodge type with hyperspecial level K ′;

(ii) a torsor S
′ → S′ under an abelian scheme A overS′;

(iii) a torsor ˜S → S
′
under a torus E over W(κ);

(iv) a smooth torus embedding ˜S ⊂ ˜S� relative to S
′

such that the complete local ring A of S� at x0 is isomorphic to the completion of˜S�

at a closed point s0.
Over S′ one has a universal principally polarized abelian scheme B. Define the open

U ⊂ Spec(A) as the inverse image of ˜S ⊂ ˜S� . By loc. cit. one has a degenerating
1-motive MU . Write M∨

U = [Y → DU ] for the Cartier dual 1-motive; then D is a

semiabelian scheme over S
′
, extension of the principally polarized abelian scheme B

over S′ by a torus T which has constant rank. By the discussion in [16, Sect. 4.3.1] the
Frobenius logarithmic crystal HA is identified with the contravariant log Dieudonné
crystal of the mod p reduction of MU .

In particular, as an A-moduleHA is endowed with a logarithmic connecton∇, with
a two step Hodge filtration

0 = F2HA ⊂ F1HA ⊂ F0HA = HA

and a three step weight filtration

0 ⊂ W0HA ⊂ W1HA ⊂ W2HA = HA

consisting of Frobenius subcrystals such that

(a) W1HA is identified with the covariant de Rham realization [16, Sect. 1.1.3] of D
over A, i.e., the Lie algebra of the universal extension of the pull back of D to A
and the Frobenius is obtained from its identification with the covariant crystalline
realization of the base change of D to A0 = A/p A;

(b) F1HA is identified with the non-trivial step of the Hodge filtration of the covariant
de Rham realization of D over A;

(c) W0HA is identified with the Lie algebra of the toric part T of D and the Frobenius
structure is defined by the identification with the covariant Dieudonné module of
the base change of T to A0.

(d) the A module GrW1 HA is identified with de Rham homology of B and its Frobenius
structure arises from the identification with the covariant Dieudonné module of its
base change B0 to A0;
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(e) GrW2 HA is identified with with the Lie algebra of the universal extension of Y
and the Frobenius structure is defined by the identification with the covariant
Dieudonné module of the étale p-divisible group Y ⊗ Qp over A0.

3.2 The underlying algebraic groups

We summarize the algebraic group counterpart of the description in Sect. 3.1; see
the discussion in [16, Sect. 4.3.4]. The algebraic group G ′ = N/U , appearing in
the Shimura datum (G ′, X ′), is the quotient of a normal subgroup N of a parabolic
subgroup R of G by the unipotent radical U of N and U is also the unipotent radical
of R:

U ⊂ N ⊂ R ⊂ G.

All these groups are defined over Q and they extend to subgroups

UZp ⊂ NZp ⊂ RZp ⊂ GZp

with RZp a parabolic subgroup of themodelGZp ofG overZp , NZp a normal subgroup
of RZp and UZp the unipotent radical of RZp (equivalently of NZp ). The quotient
NZp/UZp is a reductive group G ′

Zp
. It is a normal subgroup of the reductive group

G ′′
Zp

:= RZp/UZp and defines a model of G ′ over Zp. In fact, the parabolic R is
defined by a cocharacter, called the weight cocharacter, w : Gm,Q → G that factors
via N . By [26, Prop. 3.2.1 and Sect. 3.2.2], after possibly conjugating w by N , we
may assume that its base change to Qp extends to a cocharacterwZp : Gm,Zp → NZp .
Using the embedding GZp ⊂ GSp(�⊗Zp) the cocharacterwZp defines a grading on
�⊗ Zp and, hence, an ascending filtration W•

(

�⊗ Zp
)

, called the weight filtration:

{0} = W−1
(

�⊗ Zp
) ⊂ W0

(

�⊗ Zp
) ⊂ W1

(

�⊗ Zp
) ⊂ W2

(

�⊗ Zp
) = �⊗ Zp.

Thanks to [19, Prop. 12.1, Lemma 12.2] the Hodge cocharacter μ of G can be
chosen to factor through NE , where E is the reflex field of ShK (G, X), and such that
it acts trivially on UE (via the adjoint action).

Lemma 3.2 There exists a cocharacter μ̃ of GW(κ) in the conjugacy class of μ that
factors through NW(κ).

Proof First consider the cocharacter μ′ of the reductive group G ′
E induced by μ. Due

to [26, Prop. 3.2.1, S 3.2.2] there exists a conjugate cocharacter μ̃′ that is defined for
G ′

W(κ)
. As NW(κ) → G ′

W(κ
has unipotent kernel the cocharacter μ̃′ lifts uniquely to

the sought for cocharacter μ̃. ��
The cocharacter μ̃ defines an increasing filtration, called the Hodge filtration,

F•(�⊗ W(κ)
)

:

{0} = F2(�⊗ W(κ)
) ⊂ F1(�⊗ W(κ)

) ⊂ F0(�⊗ W(κ)
) = �⊗ W(κ)
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such that W0
(

�⊗ Zp
) ⊗Zp W(κ) ⊂ F1

(

�⊗ W(κ)
) ⊂ W1

(

�⊗ Zp
) ⊗Zp W(κ).

We let ˜P ⊂ GW(κ), resp. ˜P ′ ⊂ G ′
W(κ)

, resp. ˜P ′′ ⊂ G ′′
W(κ)

be the parabolic
subgroups defined by the cocharacter μ̃ of GW(κ) and the induced coocharacters μ̃′
and μ̃′′ of G ′

W(κ) and G ′′
W(κ) respectively. The intersection P := ˜P ∩ RW(κ) is a

paraboplic subgroup of GW(κ); it is the parabolic subgroup containing UW(κ) and
with image ˜P ′′ in G ′′

W(κ)
= RW(κ)/UW(κ).

Here is the relation between the two descriptions of the boundary, one via degener-
ating 1-motives and the other via algebraic groups. Recall that the subgroup GZp can
be realized as the subgroup fixing a finte set of elements (sα)α in the tensor algebra
of �. By [16, Prop. 4.3.7] one has canonically defined tensors (sα,dR)α in the tensor
algebra HA.

Proposition 3.3 The set of isomorphisms HA ∼= �⊗ A, sending the tensors (sα,dR)α
to the tensors (sα ⊗ 1)α , the weight filtration W•HA to the weight filtration W•�⊗ A
and the Hodge filtration F•HA to the Hodge filtration F•(�⊗W(κ))⊗W(κ) A, defines
a P-torsor for the étale topology on Spec(A).

Proof If we forget the compatibility with the weight filtrations, this is the content
of [16, Prop. 4.3.9]. The isomorphisms preserving tensors and Hodge filtrations are
proven in loc. cit. to be a ˜PA-torsor I over Spec(A). Let J ⊂ I be the subscheme of
isomorphisms preserving also the weight filtration. Take the base change of ˜S� via
W(κ) → W(k) with k an algebraic closure of κ and replace A with the complete
local ring A of this base change at a point over s0. Since A → A is faithfully flat,
it suffices to show that J is a P-torsor over an fpqc cover of Spec(A). In order to
simplify the notation we simply write A in place of A. As now A is complete local
with algebraically closed residue field, I (A) is non empty and I is the trivial ˜P-torsor.
It suffices to show that J (A) is non-empty as, then, J is the trivial P-torsor over
Spec(A).

The tensors (sα,dR)α are horizontal for the logarithmic connection ∇ on HA. The
residue of the connection defines the monodromy operator NA on HA. This is an A-
linear operator such that N 2

A = 0, the kernel is W1HA and the image is W0HA. Given
an isomorphism j : HA ∼= �⊗ A in I (A) the operator N := j ◦ NA ◦ j−1 annihilates
the tensors sα⊗1 and, hence, lies in LieG(A). Theweight filtration j(W•HA), defined
by the image of W•HA via j , coincides with 0 ⊂ Im(N ) ⊂ Ker(N ) ⊂ �⊗ A and, in
particular, it is split by a cocharacter wA : Gm,A → G A; c.f. the proof of [16, Lemma
3.5.3].

Lift s0 to a W(k)[1/p]-point s of ˜S� lying in the same boundary component as
s0. Let ̂As be the complete local ring of ˜S� at s. We claim that J |

̂As
is a torsor over

Spec(̂As). Take an embedding W(k)[1/p] ⊂ C. Let ̂Bs be the complete local ring of
˜S� ⊗W(κ)C at the C-valued point associated to s. By construction we have a variation
of mixed Hodge structures over˜S� ⊗W(κ)Cwhose de Rham realization over ̂Bs is the
base change ofHA andwhose underlyingQ-vector space is�⊗Q so that J (̂Bs) is non-
empty; see the discussion in [16, Sect. 2.1]. The extension ̂As → ̂Bs is faithfully flat
as it is local and ̂Bs is obtained from ̂As by a flat base change W(k) → C, localization
and completion. This proves that the cocharacters wA and w of G are conjugate over
As . It follows from [26, Prop. 3.2.1] that the conjugacy classes of cocharacters of G A
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are the disjoint union of copies of Spec(A). We deduce that wA and w are conjugate
over an fpqc cover of A, i.e., the filtrations j(W•HA) and W•� are conjugate under
G A over an fpqc cover of A. Over this J becomes a P-torsor as wanted. ��

3.3 The proof

Consider the parabolic subgroups Pκ ⊂ P ⊂ H = Gκ which are the reduction
of P ⊂ ˜P ⊂ GW(κ). Fix a Borel subgroup B ⊂ Pκ and a maximal torus T . Let
H ′′ := G ′′

Fp
, resp. H ′ = G ′

Fp
be the reductive quotient of the mod p-reduction RFp of

R, resp. of the mod p-reduction NFp of N . Recall that H ′ ⊂ H ′′ is a normal subgroup.
Let χ ′ be the mod p reduction of μ̃′. It is a cocharacter of H ′ := G ′

Fp
and, hence,

also of H ′′ defined over κ . By functoriality we get a map

γ : H ′ − Zipχ
′ −→ H ′′ − Zipχ

′′
.

The cocharacterχ ′ defines a pair of opposite parabolic subgroups P ′± and P ′′± of H ′
κ and

H ′′
κ respectively. Let Z ′ = (P ′+, (P ′−)(p), ϕ) and Z ′′ = (P ′′+, (P ′′−)(p), ϕ) be the two

associated zip data. Recall that H ′−Zipχ
′ ∼= [EZ ′ \H ′

k] and H ′′−Zipχ
′′ ∼= [EZ ′′ \H ′′

k ].
The inclusion H ′ ⊂ H ′′ identifies P ′± = P ′′± ∩ H ′

κ and induces a map of zip data
Z ′ → Z ′′ and a map of quotient stacks

γ : [

EZ ′ \H ′
k

] −→ [

EZ ′′ \H ′′
k

]

which provides a different realization of γ .
We define other zip data for Hk that will be relevant for our discussion. The first is

Z := (

P, P(p)
− , ϕ

)

. The second is Z := (

Pκ , P
(p)
κ,−, ϕ

)

. Note that EZ ⊂ EZ so that
we get a map

ε : [

EZ\Hk
] −→ [

EZ\Hk
]

.

Identifying H ′′
k with the standard Levi factor of RFp (for our choices of the Borel B

and the torus T ), we have an inclusion H ′′
κ ⊂ Rκ ⊂ Hκ and P ′′+ = Pκ ∩ H ′′

κ and
P ′′− = P−,κ ∩ H ′′

κ . Then we get a map of stacks

υ : [

EZ ′′ \H ′′
k

] −→ [

EZ\Hk
]

.

Lemma 3.4 The morphisms γ , ε, υ and, hence, the composite τ := ε ◦ υ ◦ γ are
smooth.

Proof We start with γ . Consider the push forward F := EZ ′ \(EZ ′′ ×k H ′
k

)

of the
inclusion EZ ′ → EZ ′′ via the group homomorphism EZ ′ → H ′

k . Here EZ ′ acts on
EZ ′′×k H ′

k via
(

γ, (α, β)
) �→ (αγ−1, γβ). The projection EZ ′′ ×k H ′

k → H ′
k compsed

with H ′
k → [EZ ′ \H ′

k]defines amap F → [EZ ′ \H ′
k]. The inclusion H ′

k ⊂ H ′′
k induces
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a EZ ′′ -equivariant map δ : F → H ′′
k where EZ ′′ act on F through left multiplication

on the first factor of EZ ′′ ×k H ′
k . We then have a commutative diagram

F
δ−→ H ′′

k↓ ↓
[

EZ ′ \H ′
k

] γ−→ [

EZ ′′ \H ′′
k

]

.

For any scheme S, any S-valued point of the fibre product is, locally for the fppf
topology, defined by the trivial EZ ′ -torsor together with the map EZ ′ → H ′

k given
by right multiplication by β ∈ H ′

k(S), the trivial EZ ′′ -torsor together with the map
EZ ′′ → H ′′

k given by right multiplication by ε ∈ H ′′
k (S) and an element α ∈ EZ ′′(T )

such that ε = αβ ∈ H ′′
k (S). Hence, F is the fiber-product.

In order to prove that γ is smooth, it suffices to show that the map δ is smooth.
Recall that H ′ is normal in H ′′ with reductive quotient H ′′′. Hence P ′± = P ′′± ∩ H ′

κ

is normal in P ′′± with quotient H ′′′
κ as χ ′ defines the trivial character of H ′′′. Similarly

(P ′−)(p) is normal in (P ′′−)(p) with quotient (H ′′′
κ )

(p). We deduce that F , via the right
multiplication by H ′

k , is an H ′
k-torsor over EZ ′ \EZ ′′ which is identified with H ′′′

κ

(embedded in H ′′′
κ ×k (H ′′′

κ )
(p) via the graph of Frobenius). Both F and H ′′

k are right
H ′

k-torosrs over H ′′′
k . In particular, also F is a smooth k-scheme and the smoothness

of δ is equivalent to the surjectivity of δ is on tangent spaces at closed points. The
map H ′′′

k
∼= F/H ′

k → H ′′
k /H ′

k
∼= H ′′′

k , induced by δ, is Lang isogeny h �→ h(h p)−1

which is sujective and separable. Hence δ induces an isomorphism on tangent spaces
as wanted.

As the morphism ε is a quotient morphism of smooth stacks, it is smooth.
We are left to prove the smoothness of υ. Let M := EZ ′′ \(EZ ×k H ′′

k

)

be the push
forward of the inclusion EZ ′′ → EZ via the group homomorphism EZ ′′ → H ′′

κ . The
inclusion H ′′ ⊂ H defines a EZ -equivariant map τ : M → Hk and arguing as before
we get that M is the fiber product

M
τ−→ Hk

↓ ↓
[

EZ ′′ \H ′′
k

] υ−→ [

EZ\Hk
]

.

The smoothness of υ is then equivalent to the smoothness of τ . As τ is a morphism
of schemes smooth over k, it suffices to show that it is surjective on tangent spaces
at k-valued points and, by right translatiion by EZ ×k H ′′

k , it suffices to show this at
the 0-sections. Recall that the parabolic subgroup R of GZp is defined over Zp and it
has unipotent radical UZp also defined over Zp. Let UFp be its reduction modulo p.
Then RFp ∩ RFp,− = H ′′ and it follows that LieH = LieH ′′ ⊕ LieUFp ⊕ LieUFp,−.
Notice that UFp is contained in the unipotent radical of Pκ . Similarly UFp,− is the

unipotent radical of
(

RFp,−
)(p) and is contained in the unipotent radical of P

(p)
κ,−.

Hence, LieUFp ⊕ LieUFp,− is contained in the image of LieEZ . Thus τ induces a
surjective map on tangent spaces at the 0-sections as wanted. ��
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Remark 3.5 In the proof of Lemma 3.4 the fact that the weight cocharacter is defined
over Q, so that RZp and its unipotent radical are defined over Zp, is the key point of
the proof.

Over S′ one has an abelian scheme B. The covariant Dieudonné module of its mod
p reduction B0 defines an associated map

ζ ′ : S′
0 → H ′ − Zipχ

′

which is smooth by [26, Cor. 3.12]. As ˜S�0 → S′
0 is smooth, the composite map

ζ ′,� : ˜S�0 → S′
0 → H ′ − Zipχ

′
is smooth as well.

Proposition 3.6 The map ζ� : Spec(A0) → H −Zipχ of Lemma 2.13 is the restriction
to Spec(A0) of the morphism τ ◦ ζ ′ with τ := γ ◦ ε ◦ υ. In particular, it is surjective
on tangent spaces at the closed point.

Proof The last statement follows from the fact that γ ◦ ε ◦ υ ◦ ζ ′ is smooth as it is the
composite of smooth morphisms by Lemma 3.4.

As remarked in Sect. 3.1 the weight filtration on HA arises from a filtration by
Frobenius crystals, that is, Frobenius preserves the weight filtration. We conclude
from Proposition 3.3 that the element gt,0 of Lemma 2.13 lies in RFp (A0). Let g′′

t,0
be the image of gt,0 in the quotient H ′′ of RFp . The image of the class of g′′

t,0 via ν
coincides with the class of gt,0 as the kernel UFp of the quotient map RFp → H ′′ is
contained in the unipotent radical of Pκ and hence in EZ (as explained in the proof
of of Lemma 3.4). Let

ζ ′′ : Spec(A0) −→ [

EZ ′′ \H ′′
k

]

be the map defined by g′′
t,0 ∈ H ′′(A0). Then, the map ζ� : Spec(A0) → H − Zipχ

factors as

ζ� = ε ◦ ν ◦ ζ ′′.

Possibly extending the residue field of A we may assume that the torus T and the
lattice Y of the degenerating 1-motive M∨

U over A are trivial (see Sect. 3.1 for the
notation). Taking generators of Lie (T ) coming from a basis of cocharacters of T
and a Z-basis of Y , that defines a basis of the universal extension of Y , Frobenius on
W0HA becomes multiplication by p and Frobenius on Gr2HA is the identity matrix.
We conclude that, after a finite étale extension of A, we can assume that the projection
of g′′

t,0 onto Aut(W0HA0)×Aut(Gr2HA0) is the identity so that it lies in Aut(Gr2HA0),
the automorphism group of the Dieudonné module of B0 base changed to Spec(A0).
Hence, the morphism ζ ′′ factors via ζ ′ restricted to Spec(A0) composed with γ as
wanted. ��
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3.4 Ekedahl–Oort strata at the boundary

It follows from [16, Thm. 5.3.1] that there exists a minimal compactification S∗
0 and a

map π0 : S�0 → S∗
0 such that the structure at the boundary is induced by the fibration

described in Sect. 3.1 (here the index 0 in S�0 denotes as usual the mod p special fiber).
More precisely, the boundary components of S∗

0 are a disjoint union of the special fiber
of integral models of lower dimensional smooth Shimura varieties of the type S′

0, as
considered in Sect. 3.1, indexed by so called cusp label representatives. For any such
component the map π−1

0 (S′
0) → S′

0 is isomorphic to the map ∂˜S�0 → S0 defined by
restricting the morphism ˜S�0 → S0 of Sect. 3.1 to a closed subscheme ∂˜S�0 ⊂ ˜S�0 .
Then, we have the following description of the Ekedahl–Oort stratification on the
boundary of S�0 :

Corollary 3.7 For every boundary component S′
0 of S∗

0 as above, the map ζ� restricted
to π−1

0 (S′
0) is the composite of

(i) the projection π−1
0 (S′

0) → S′
0;

(ii) the map ζ ′ : S′
0 → H ′ − Zipχ

′
defined in [26];

(iii) the map τ : H ′ − Zipχ
′ → H − Zipχ of Lemma 3.4.

In particular, ζ� restricted to π−1
0 (S′

0) is constant on the geometric fibers of π0
and the induced map on underlying topological spaces

|ζ� | : |π−1
0 (S′

0)| → |H − Zipχ |

has open image and does not contain the closed point of |H − Zipχ |.
Proof Statements (i)–(iii) follow from Proposition 3.6. The map τ is smooth and,
hence, its image on the underlying topological spaces is open, i.e., it is closed under
generalization. If it contained the closed point, it would be surjective and any maximal
chain of points of |H − Zipχ | would be the image of a maximal chain of points of
|H ′ − Zipχ

′ |. This can not be as any maximal chain of points in |H ′ − Zipχ
′ | has

length equal to the dimension of S′
0 which is strictly smaller than the dimension of S0

which is equal to the length of a maximal chain of points of |H − Zipχ |. This implies
the last statement. ��

3.5 A result on zips in mixed chracteristics

The cocharacter μ̃ of GW(κ), whose reduction is χ , defines two parabolic subgroups
˜P = ˜P+ and ˜P− of GW(κ). The reduction of ˜P± is P±. Let ˜T ⊂ ˜B ⊂ GZp be a
Borel subgroup and a maximal torus, defined over Zp. By replacing μ̃ by a conjugate
cocharacter, that might be defined over an extension W(κ) ⊂ W(κ ′), we may and will
assume that ˜P+ and ˜P− contain ˜B. There is a common Levi subgroup ˜L = ˜P+ ∩ ˜P−.
Finally we let ˜Q ⊂ GW(κ) be the parabolic subgroup ˜P(p)

− defined by base change of
˜P− ⊂ GW(κ) via Frobenius using that G(p)

W(κ)
= GW(κ) as GW(κ) is defined ove Zp.

Suppose we are given a W(k)-algebra D endowed with a lift of Frobenius ϕ. Let
� : GW(κ)(D) → GW(κ)(D) be the Frobenius map g �→ g(p); using the embedding
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GZp ⊂ GSp� ∼= GSp2g we view g ∈ GW(κ)(D) as a (2g) × (2g)-matrix with
coefficients in D and we let �(g) = g(p) be the matrix where we apply ϕ to the
coefficients. It is still an element of GW(κ)(D) since the equations defining the closed
subgroupscheme GZp ⊂ GSp2g,Zp

have coefficients in Zp. Define ˜EZEO(D) to be the

subgroup of pairs (g, h) ∈ GW(κ)(D) × GW(κ)(D) with g ∈ ˜P(D), h ∈ ˜Q(D) and
such that the map

� : (

˜P(D)/Ru ˜P(D)
) = ˜L(D) −→ (

˜L
)(p)

(D) = (

˜Q(D)/
(

Ru ˜Q(D)
))

sends the class of g to the class of h. It acts on the left on GW(κ)(D) via (a, b) · g =
agb−1.

Recall the notation of Sect. 3.1; A is the compelte local ring of S� at a closed point
x0. Frobenius on HA defines an element gt ∈ GW(κ)(A). Assume that ζ�(x0) is the
class of w̃z̃−1 for w ∈ I W . See Lemma 2.11. For every W(k)-point x of A we let
Hx be the pull-back of HA. It is a W(k)-module, endowed with a weight filtration,
Hodge filtration and a Frobenius linear map F . Proceeding as in the discussion before
Lemma 2.13 Frobenius and a splitting of the Hodge filtration produce an element
gx ∈ GW(κ)

(

W(k)
)

. Here and in what follows, abusing notation, we identify theWeyl
group of GW(κ)

(

W(k)
)

and of GFp (k) = H(k) with respect to the torus ˜T
(

W(k)
)

,
resp. T (k). Then,

Proposition 3.8 There exists a W(k)-point x of A, that reduces to x0 modulo p and
generically lies in S ⊂ S� , such that the class of gx in ˜EZEO(W(k))\GW(κ)

(

W(k)
)

is w̃z̃−1.

Proof First of all we claim that it suffices to construct x without assuming that it
generically lies in S. For any W(k)-valued point y of A, Proposition 3.3 and the fact
that Frobenius on Hy preserves the weight filtration imply that gy ∈ RZp

(

W(k)
)

.
The unipotent radical UZp of RZp is contained in the unipotent radical of ˜P so that
the class of gy dpends only on the class gy in the reductive quotient G ′′

Zp

(

W(k)
) =

RZp

(

W(k)
)

/UZp

(

W(k)
)

. Since Frobenius on W0Hy with respect to a basis coming
form a basis of cocharacters of the torus y∗(T ) can be taken to be multiplication by
p and Frobenius on Gr2Hy with respect to a basis coming form a basis of y∗(Y )
is the identity matrix, in fact gy can be taken in G ′

Zp

(

W(k)
)

and this dpends only
on Frobenius defined on the factor Gr1Hy which is the Frobenius crystal over W(k)
defined by pulling back the abelian scheme B via y. In particular, if we let y′ ∈
S′(W(k)) be the image of y in the fibration of Sect. 3.1 and if we take anyW(k)-valued
point v of A in the fiber of y′ then the class of gy and of gv in ˜EZEO(W(k))\G

(

W(k)
)

are the same. As we have v’s in the fiber over y′ that generically lie in S, the claim is
proven.

We are left to prove the Proposition dropping the requirement that x lies gener-
ically in S. We construct inductively W(k)-points (yn)n∈N such that y0 ≡ x0
modulo p and yn+1 ≡ yn modulo pn+1 for every n and gyn ≡ w̃z̃−1 in
˜EZEO(Wn+1(k))\GW(κ)

(

Wn+1(k)
)

. As the maps αn : ˜EZEO(Wn+1(k)) → EZEO

(Wn(k)) and βn : GW(κ)(Wn+1(k)) → GW(κ)(Wn(k)) are surjective, the limit point
x = limn→∞yn satsfies the requirements.
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Take y0 to be any lift of x0. Assume that yn is constructed. Then, possibly after
multiplying gn := gyn by an element of ˜EZEO(Wn+1(k))we can asssume that gn z̃w̃−1

lies in the kernel of βn which is isomorphic to LieHk (recall that H is the reduction
of GZp modulo p). Thus such class defines an obstruction element Obs(yn) ∈ LieHk

Let Lie(EZEO) be the subset of pairs (a, b) ∈ Lie(P)⊗k ⊕Lie(Q)⊗k such that the

map 1⊗ ϕ : LieL ⊗ k −→ Lie
(

L
)(p) ⊗ k sends the class of a modulo LieRu P ⊗ k to

the class of b modulo LieRu Q⊗k. The kernel of αn is isomorphic to Lie(EZEO). Write
Lie(P) = Lie(L)⊕Lie(Ru P) and Lie(Q) = Lie(L(p))⊕Lie(Ru Q). For a ∈ Lie(P)
write a = a0 + a1 for the corresponding decomposition. Similarly for b ∈ Lie(Q)
write b = b0 + b1. Then (a, b) ∈ Lie(EZEO(W(k)) if and only if ϕ(a0) = b0. As
Frobenius on Lie algebars is the zero map, this amounts to require that b0 = 0, that is
Lie(EZEO(k) consist of pairs (a, b) such that b0 = 0. Consider the map of Lie algebars
over k:

ν : Lie(EZEO ) = Lie(L)⊕ (Ru P)⊕ Lie(Ru Q) −→ LieGk , (m, n, z) �→ m + n − z.

The element Obs(yn) lies in the image of ν if and only if after multiply-
ing gn := gyn by an element of ˜EZEO(Wn+1(k)) we have gyn ≡ w̃z̃−1 in
˜EZEO(Wn+1(k))\GW(κ)

(

Wn+1(k)
)

. In this case we can take yn+1 = yn .
Recall that by construction we have a lift Spec(A0) → Hk of the map ζ� : S�0 →

H −Zipχ . It induces a map from the tangent space Tx0 of S�0 at x0 to the tangent space
TH ,c0 of Hk at the image c0 of the closed point of A0, that we identify with LieHk

by translating by c−1
0 . The smoothness of ζ� in Theorem 3.1 implies that the induced

map

θ : Lie(EZEO)× Tx0 → LieHk

is surjective. The possible lifts of yn to a Wn+1(k)-valued point of A is a principal
homogeneous space under Tx0 as we assume that our toroidal compactification S�

is smooth. Let y′
n be a lift corresponding to an element s ∈ Tx0 . Then Obs(y′

n) =
Obs(yn) + θ((0, s)). By the surjectivity of θ we can then find an s, and hence a
corresponding lift yn+1 = y′

n , and an element b ∈ Lie(EZEO) such that Obs(y′
n) =

θ((b, 0). This implies that after multiplying gn+1 := gyn+1 by an element in the
kernel of αn we have that gyn+1 ≡ w̃z̃−1 in ˜EZEO(Wn+1(k))\GW(κ)

(

Wn+1(k)
)

. This
concludes the proof of the inductive step and of the Proposition. ��

4 On themod pHodge–Tate periodmap

Wedescribe themap q2 : S(p∞) → F�G,μ−1,0 using certain formalmodels introduced
in [18].

Thanks to [6, Thm. IV.6.7] there exists a smooth toroidal compactifiction

S
�g

Kg,Qp
(pn) of the full level pn Siegel modular scheme SKg,Qp (pn) → SKg,Qp , asso-

ciated to the finite admissible cone decomposition �g fixed in (2.12). It defines a
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Sp2g(Z/pnZ)-cover

S
�g

Kg,Qp
(pn) → S

�g

Kg,Qp
.

Let T be the p-adic Tate module of the universal abelian scheme over SQp .
One has Tate tensors (set,α)α in the tensor algebra of T . Over the fiber product

SQp ×
S
�g
Kg ,Qp

S
�g

Kg,Qp
(pn) the étale sheaf T /pnT ∼= �/pn� is trivialized and it extends

to a constant sheaf Tn ∼= �/pn� over S�
Qp

×
S
�g
Kg ,Qp

S
�g

Kg,Qp
(pn). Let S�

Qp
(pn) be the

closed subscheme

S�
Qp
(pn) ⊂ S�

Qp
×

S
�g
Kg ,Qp

S
�g

Kg,Qp
(pn)

such that the isomorphism tn : Tn ∼= �/pn� sends themod pn-reduction of the tensors
(set,α)α in the tensor algebra of Tn to the tensors (sα)α of �/pn�.

Let S
�g
Kg
(pn) be the normalization of the toroidal compactification S

�g
Kg

of the Siegel

modular scheme in S
�g

Kg ,Qp
(pn). Similarly let S(pn), resp. S�(pn)be the normalization

of S, resp. S� in S�
Qp
(pn). It is finite over S, resp. S� by construction. By [18, Prop.

1.5] we have a map

d logn : T ∨
n (1) → �⊗ (OS�(pn)/pnOS�(pn)

)

given as follows. First of all the Cartier dual of the pn-torsion of the universal semi-

abelian scheme G over S
�g

Qp
(pn) is a quotient of T ∨

n (1) through which d logn factors.
Any such element extends uniquely to an element γ : G[pn] → Gm,S�(pn), defined
over the fppf topology of S�(pn). The pull-back of the standard invariant differential
on Gm defines an element of the invariant differentials of G[pn] that coincide with
the mod pn-reduction of the invariant differentials of G. Finally we use [6, Thm. 1.1]
to identify the sheaf of invariant differentials�G of the universal semiabelian scheme
G over S� , used in [18], with the first piece of the Hodge filtration � ⊂ H1

dR of the
canonical extension H1

dR described in Sect. 2.3 and used in [7]. We can now state [18,
Prop. 1.13] and [18, Sect. 2.3.1].

Denote by S�0 (pn) and S
�g
Kg,0

(pn) the mod p-reductions of S�(pn) and S
�g
Kg
(pn)

respectively. SetS�(pn) andS�g
Kg
(pn) to be the formal schemes defined by completing

S�(pn) along S�0 (pn), resp. of S
�g
Kg
(pn) along S

�g
Kg,0

(pn). Set τ : S�(pn) → S�g
Kg
(pn)

be the morphism induced by the map S�(pn) → S
�g
Kg
(pn). Let ζp a primitive p-th

root of unity.

Proposition 4.1 [18]. Given integers n ≥ g
p−1 + 1 and 1 ≤ m ≤ n − 1 there exist:

(i) admissible normal formal schemes S�(pn) and S�g
Kg
(pn), projective morphisms

S�(pn) → S�(pn) and S�g
Kg
(pn) → S�g

Kg
(pn) inducing an isomorphism on the
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adic generic fiber and a morphism τ : S�(pn) → S�g
Kg
(pn)making the following

diagram commute:

S�(pn)
τ−→ S�g

Kg
(pn)

⏐

	

⏐

	

S�(pn)
τ−→ S�g

Kg
(pn);

(ii) aOS�
(pn)

-submodule�mod ⊂ �, locally free of rank g, such (ζp −1)� ⊂ �mod.

There is a similar statement over S�g
Kg
(pn) and the sheaves over S�(pn) are

obtained from those on S�g
Kg
(pn) by pull-back via the morphism S�(pn) →

S�g
Kg
(pn) in (i);

(iii) a surjective map

HTm : (

�∨/pm�∨) ⊗ OS�
(pn)

(1) → �mod/pm�mod

induced by the map d logn and the identification tn : Tn ∼= �/pn�. There is a

similar statement over S�g
Kg
(pn) and the map HTm over S�(pn) is obtained from

the one on S�g
Kg
(pn) by base change via the morphism S�(pn) → S�g

Kg
(pn) in

(i).

The sheaf �mod is independent of n and m and for 1 ≤ m′ ≤ m ≤ n − 1 the map
HTm′ is the reduction of HTm modulo pm′

.

Let S
�

0 (pn) be the scheme over κ given by the mod p special fiber of S�(pn).

Denote by
(

S
�

0 (pn)
)red the reduced scheme associated to S

�

0 (pn)

Recall that, using the Hodge cocharacter, we have defined a cocharacter χ of
(GZp )κ = Hκ and hence a decomposition � ⊗ κ = �0 ⊗ κ ⊕ �−1 ⊗ κ . Taking
the sequence�−1 ⊗κ ⊂ �⊗κ we get a base point in F�G,μ−1,0, i.e., an identification
as schemes over κ:

F�G,μ−1,0
∼= F�H ,χ−1 ∼= P−\Hκ .

Corollary 4.2 The subsheaf Ker(HT1) provided by Proposition 4.1 defines a map of
schemes over κ:

πHT,0 : (

S
�

0 (pn)
)red → P−\Hκ .

Proof Let P±
g be the parabolic of GSp2g,κ induced by the cocharacter χ± via the

inclusion Gκ ⊂ GSp2g,κ . Then Ker(HT1) provides a map S
�

0 (pn) → P−
g \GSp2g,κ .

The Hodge–Tate period map πHT is functorial with respect to morphims of Shimura
data (G, X) → (

GSp2g,Hg
)

by [5, Thm. 2.1.2, Thm. 2.1.3]. By [18] the integral
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Hodge–Tate period map for the Siegel variety S�g
Kg
(p∞) → F�GSp2g,μ

−1 is compatible

with the one constructed by Scholze in [22]. Hence the image of S�(p∞) is contained

in F�G,μ−1 . By the compatibilities of HT1 over S�(pn) and S�g
Kg
(pn) respectively (see

Proposition 4.1 (iii)) the composite morphism on special fibers

S
�

0 (pn) → S
�g
Kg,0

(pn) → F�GSp2g,μ
−1,0,

provided by Ker(HT1), factors through the image of the composite F�G,μ−1,0 →
F�GSp2g,μ

−1,0
∼= P−

g \GSp2g,κ . Such image coincides with P−\Hκ as P− = Hκ ∩ P−
g

and the map P−\Hκ → P−
g \GSp2g,κ is a closed immersion. The claim follows. ��

We need to restate the Corollary using Sect. 2.1.1 in order to express the fine
Deligne–Lusztig stratification on F�H ,χ−1,0 in terms of the Weyl group W . Let I− be
the type opposite to the type I of P . Thanks to Lemma 2.8 we have an isomorphism
as schemes over k

P−\Hk ∼= PI−\Hk, h �→ ỹ−1h̃z.

Via the projection map

PI−\Hk → [

EZ−\Hk
]

we get a stratification on P−\Hk indexed by the elements of I− W with closure relation
described by the order relation �; given two elements w and w′ ∈ I− W we write
w � w′ if and only if there exists x ∈ WI− such that xwϕ(x)−1 ≤ w′ (for the Bruhat
order on W ). We let

γ : F�Hk ,χ
−1,0

∼= P−\Hk ∼= PI−\Hk −→ [

EZ−\Hk
]

(4)

be the composite map.
For later purposes we prove the following result about the modulo p Hodge–Tate

period map.

Proposition 4.3 The map πHT,0 is surjective.

Proof Let S
�
(pn) → S�(pn) be the projective scheme over W(κ) and the morphism

to S�(pn) algebraizing themorphism of formal schemeS�(pn) → S�(pn) of Propo-
sition 4.1(i). Such morphism is projective and it an isomorphism over Qp. Consider

the invertible sheaf L on S
�
(pn) algebraizing the sheaf det�mod on S�(pn) and let

L0 be the induced invertible sheaf on S
�

0 (pn). The sheaf L is base point free and
after inverting p it coincides with the Hodge bundle by Proposition 4.1(ii). In partic-

ular, its restriction to the S(pn)Qp , identified with an open subscheme of S
�
(pn), is

ample. Take a large enough power Lh which is very ample on S(pn)Qp . Choosing a
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W(κ)-basis of global sections we get a map

� : S
�
(pn) −→ PN

W(κ).

As S
�
(pn) is projective over W(κ), the morphism � is projective and its image

D�(pn) is closed. After inverting p, it is an immersion on S(pn)Qp so that the image
of �, after inverting p, has dimension equal to the dimension d of SQp . In particular,
D�
0 (pn) := D�(pn) ∩ PN

κ is equidimensional of dimension d. Denote by �0 the
morphism induced by� on the mod p special fibers. Consider the Stein factorization

πHT,0 : S
�

0 (pn)red → Y → P−\Hκ

with S
�

0 (pn)red → Y surjective with connected fibers and Y → P−\Hκ finite. Over

S
�

0 (pn)red the sheaf L0 is the pull-back of the tautological invertible sheaf L taut on

P−\Hκ via πHT,0. Hence the restriction of �0 to S
�

0 (pn)red factors via Y . Let Y ′ ⊂ Y
be an irreducible component dominating an irreducible component of D�

0 (pn); it must
have dimension ≥ d.

The scheme P−\Hκ is irreducible and has dimension equal to the dimension of the
unipotent radical of P , which is also d. As the map Y ′ → P−\Hκ is finite, it must

be surjective. Hence the map πHT,0 : S
�

0 (pn)red → P−\Hκ is surjective and the claim
follows. ��

5 Proof of Theorem 1.1

Thanks to Corollary 4.2 the two maps of topological spaces q1 : Sad(p∞) → S�0
and q2 : Sad(p∞) → F�G,μ−1,0 factor through a morphism Sad(p∞) → S

�

0 (pn),

the projective morphism u : S
�

0 (pn) → S�0 and the map πHT,0 : (

S
�

0 (pn)
)red →

F�G,μ−1,0
∼= P−\Hκ . Hence it suffices to prove the result for Fp-points of S

�

0 (pn).
Consider the two maps

ζ ′
1 : (

S
�

k (pn)
)red u−→ S�k

ζ�−→ H − Zipχ ∼= [EZχ
EO

\Hk]

and

ζ ′
2 : (

S
�

k (pn)
)red πHT,0−→ P−\Hk

γ−→ [

EZχ−1
DL

\Hk
]

,

where γ is defined in (4) and the index k in S
�

k (pn) denotes the base change to k.
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5.1 The setup

Take a closed point x0 of S�0 (pn). Suppose it is defined over a finite extension F of κ .
First lift the image x ′

0 of x0 in S�0 to aW(F)-valued point x ′ of S� such that the induced
W(F)[p−1]-point lies in S: this can be done as S� is log-smooth over W(κ). Then

lift x ′, viewed as a W(F)-point of S� , to a OK -valued point x of S�(pn) for some
finite field extension W(κ)[1/p] ⊂ K . Let W(κ)[1/p] ⊂ K0 ⊂ K be the maximal
unramified extension. We will assume that F is the residue field of K0. This gives, in
particular,

(i) an abelian variety A over K0, with semistable model ˜A over W(F) and special
fiber ˜AF such that the Galois group of K acts trivially on Tp A/pnTp A;

(ii) elements (set,α)α in the tensor algebra of étale cohomology of A, identified with
the dual of the p-adic Tate module Tp(A) of A, fixed by the Galois group of K0;

(iii) a trivilization d : Tp(A)∨ ∼= �, sending the tensors (set,α)α to the elements (sα)α;
(iv) a finite and free W(F)-module H0 := (x ′)∗(H), pull back of the log crystal H

defined in Sect. 3.1 and identified with the contravariant log Dieudonné module
H0(˜AF) of ˜AF via [16, Prop. 1.3.5], endowed with a Frobenius linear operator ϕ
and elements (scris,α)α in the tensor algebra of H0, fixed by ϕ;

(v) a saturated W(F)-submodule ω0 ⊂ H0 such that ϕ(ω0) ⊂ pH0 and a lattice
ωmod := (x ′)∗

(

�mod
) ⊂ ω0 ⊗W(F)OK , pull-back of the sheaf�mod of Proposi-

tion 4.1, such that the Hodge–Tate map Tp(A∨)⊗OCp → ω0⊗W(F)OCp factors
via a surjective map

HT : Tp(A∨)⊗ OCp −→ ωmod ⊗OK OCp ;

(vi) a trivilization q : H0 ∼= �⊗ W(F) such that ω0 is mapped isomorphically onto
�0 ⊗W(κ) W(F) and it sends the tensors (scris,α)α to the elements (sα)α;

Thanks to [16, Prop. A.2.2] we have a comparison morphism

αst : Tp(A∨)⊗Zp
̂Ast −→ H0 ⊗W(F)

̂Ast · 1
t
.

The ring ̂Ast is a variant of Fontaine period rings introduced in [3]: it is the p-adic
completion of theDP-Acris-algebra Acris〈X〉, it is endowedwith an action of theGalois
groupof K0,with an Acris-linear derivation N andwith aFrobeniusϕ, it admits aGalois
equivariant map ϑ : ̂Ast → OCp restricting to the classical map of Fontaine on Acris
and sending X �→ 0. The element t ∈ Acris is the classical period of Fontaine. The
map αst is a map of ̂Ast-modules, compatible with all these extra structures. By [16,
Prop 1.4.10, Cor. 3.3.9] it is an isomorphism after inverting t and it sends (set, α)α to
(scris,α)α .

Write ̂Bst := ̂Ast[t−1]. There is a Galois equivariant map ̂Ast → B+
dR (see [3,

Sect. 7]). Consider the base change α+
dR(A) of αst(A) to B+

dR. By loc. cit., it coincides
with the classical de Rham comparison isomorphism of Fontaine after inverting t . In
particular,
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538 F. Andreatta

Corollary 5.1 The reduction ofαst via ̂Ast → OCp is the map d log : Tp A∨⊗ZpOCp →
�

˜A ⊗W(F)OCp of Proposition 4.1. Moreover, H0 ⊗W(F)
̂Ast is contained in the image

of αst.

Proof Consider the map αst(A∨) for the dual abelian variety,

αst(A∨) : Tp A ⊗Zp
̂Ast −→ H0(˜A

∨
F
)⊗W(F)

̂Ast · 1
t
.

Then H0(˜A∨
F
) ∼= H0(˜AF)

∨ = H∨
0 by [16, Prop. 1.3.5] and (Tp A)∨ · t ∼= Tp(A∨).

Taking the ̂Ast-dual of αst(A∨) and using these identifications we get a map

βst : H0 ⊗W(F)
̂Ast −→ Tp(A∨)⊗Zp

̂Ast. (5)

We claim that βst ◦ αst is multiplication by t . This can be proved after inverting t .
Notice that by [16, Prop. A.2.7] the base change of the maps αst and βst to ̂Bst are
already defined over the subring Bst ⊂ ̂Bst. Then the fact that βst◦αst is multiplication
by t can be checked after base change to BdR, as the induced map Bst → BdR is
injective. The base change of αst and βst to BdR are Fontaine’s classical de Rham
comparsion isomorphisms. The claim follows then from the fact that the de Rham
comparison isomorphsims are compatible with the Poincaré duality in étale and de
Rham cohomology respectively. ��

5.2 A description of �′
1(x0) and �′

2(x0)

Fix a basis C of � as Zp-module. Define g ∈ GZp (W(F)) to be

g := q ◦ ϕ

p
|ω0 ⊕ ϕ|q−1(�−1⊗W(κ)W(F)) ◦ q−1 : �⊗W(κ) W(F)) −→ �⊗W(κ) W(F)).

Here q is the trivialization in Sect. 5.1(vi). Let g0 ∈ H(F) be the reduction of g modulo
p; recall that H = (GZp )Fp . As explained in Sect. 2.3

ζ ′
1(x0) = [g0] ∈ EZEO(k)\H(k).

Assume ζ ′
1(x0) ∈ Hwz̃−1 for some w ∈ I W and with z := wK

0 , see Lemma 7.1 for
the notation. Thanks to Proposition 3.8 there exists a lift x ′ in S� such that, possibly
after multiplying g by an element γ = (a, b(p)) of ˜EZEO(W(k)) with a ∈ ˜P(W(k))
and b ∈ ˜P−(W(k)), we have wz̃−1 = ag(b(p))−1.

We denote by F the basis q−1(C) of H0. Write a = u+� and b(p) = u−�(p) for
their decomposition using ˜P = Ru ˜P · ˜L and ˜Q = Ru ˜Q · ˜L(p). We let A be the basis
of H0 such that the matrix of change of basis is AMF (Id) = a−1. Thanks to Lemma
2.13 we have

AMA(p) (ϕ) = ag

(

p 0
0 1

)

(

a(p))−1 = ag
(

�(p))−1
(

p 0
0 1

)

(

u(p)
+

)−1 = wz̃−1u−
(

p 0
0 1

)

(

u(p)
+

)−1
,
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as

(

p 0
0 1

)

commutes with ˜L(p), and wz̃−1 = ag
(

�(p)
)−1

u−1− . We remark that r− :=

u−
(

p 0
0 1

)

∈ z̃
˜B

(

W(k)[p−1]) and that u+ ∈ Ru ˜P(W(k)) as

(

p 0
0 1

)

∈ ˜T
(

W(k)[p−1])

and u− ∈ Ru ˜P(p)
−

(

W(k)
) ⊂ z̃Ru ˜B

(

W(k)
)

. In particular, we have the following for-
mula:

AMA(p) (ϕ) = wz̃−1 · r− · u(p)
+ , r− ∈ z̃

˜B
(

̂Ast
[

p−1]), u+ ∈ Ru ˜P(̂Ast). (6)

On the other hand we have a surjective map

HT ◦ d−1 : �⊗ OCp (1) −→ Tp A∨ ⊗ OCp −→ ωmod ⊗OK OCp

defining the point πHT(x), where d is the trivialization in 5.1(iii). Take h ∈ GZp (OCp )

to be an element such that Ker(HT ◦ d−1) is the filtration h(�−1 ⊗W(F) OCp ). Then
h0, which is h modulo p, represents πHT,0(x0) and

ζ ′
2(x0) = [h0(h

(p)
0 )−1] ∈ EZopp(k)\H(k).

We let v ∈ I− W be such that ζ ′
2(x0) lies in the v-stratum as defined in Corollary 4.2

and the discussion that follows the Corollary, that is,

v = ỹ−1h0(h
(p)
0 )−1̃z ∈ EZ−(k)\H(k) ∼= I− W .

Recall that y := Iw0 = w
I−
0 and, denoting by ϕ the automorphism of W defined by

Frobenius on Gk , we have ϕ(y) = z.
Denote by E = d−1(C) the basis of Tp(A)∨ given by pull back via d of the given

basis C of �. Lift h ∈ G(OCp ) to an element ˜h ∈ G
(

̂Ast
)

via the surjective map

ϑ : ̂Ast → OCp . Then˜h(˜h(p))−1 ∈ G
(

̂Ast
)

lifts h0(h
(p)
0 )−1. Here˜h(p) is defined using

the Frobenius ϕ on ̂Ast. Let D be the basis of Tp(A)∨ ⊗ ̂Ast defined by˜h−1 · d. Then
the matrix of change of basis expressing E as a combination of D is DME (Id) = ˜h.
Let Frobenius ϕ on Tp(A)⊗ ̂Ast be 1⊗ ϕ. Its matrix with respect to the basis E is the
identity so that

DMD(p) (ϕ) = DME (Id)E ME (p) (ϕ)E (p) MD(p) (Id) = ˜h(˜h(p))−1. (7)

5.3 Reduction steps

We let τ ∈ G(̂Bst) be the element τ = AMD(αst). It is the matrix of

((aq)⊗ 1) ◦ αst ◦ ((˜h−1d)⊗ 1)−1 : �⊗ ̂Ast −→ Tp(A∨)⊗Zp
̂Ast

−→ H0 ⊗W(F)
̂Ast −→ �⊗ ⊗Zp

̂Ast

with respect to the given basis C of �. Then,
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Proposition 5.2 Assume that p > 3. There exists a ̂Ast-algebra R+ with the following
properties:

(i) R+ is t-torsion free and local with maximal ideal m and residue field k and
the quotient map j : R+ → k is compatible with the map ̂Ast → k given by
composing ϑst : ̂Ast → OCp and the residue field map OCp → k. We write
R := R+[t−1];

(ii) τ and τ (p), viewed in G(R), admit decompositions τ = β · � and τ (p) = β ′ · �′
such that β ∈ ỹ

˜B(R) and β ′ ∈ z̃
˜B(R) and � and �′ are in G(R+) and their

reduction � and �
′

modulo m lie in L(k) and satisfy �
′ = �

(p)
.

(iii) we have a decomposition as in (ii) with the same � of (ii), if we replace τ and
τ (p) with s · τ , resp. (s · τ)(p), for some s ∈ Ru ˜P(̂Ast).

Proof We write τ as

τ =
(

a b
c d

)

∈ End(�)⊗ ̂Ast

with a ∈ End(�0)⊗W(κ)
̂Ast, b ∈ Hom(�1,�0)⊗W(κ)

̂Ast etc.
Due to Corollary 5.1 we have that b, c, d are 0 modulo Ker(ϑst) and if we write

δ =
(

m n
u v

)

∈ End(�⊗ ̂Ast) for the matrix DMA(βst) of the morphism βst of (5) we

have

δ · τ = τ · δ = t1�.

Then also m, n and u lie in Ker(ϑst).
Consider the ring Ast

0,p−1,ω defined in Sect. 6. It is a ̂Ast-algebra, themapϑst extends

to a map ϑ0,p−1,ω : A0,p−1,ω → OCp and Ker(ϑst) ⊂ ωAst
0,p−1,ω. The element t ∈

Acris is equal to [ε] − 1 times a unit of Acris (see for example [4, Lemme 6.2.13]). As

[ε] − 1 = ([ε 1
p ] − 1

)

ω times a unit of Ainf we conclude that t = ([ε 1
p ] − 1

)

ωg with
g a unit of Acris. Hence

τ ′ := μ̃(ω)−1τ =
(

a b
cω−1 dω−1

)

, δ′ := δ · (μ̃(ω)ω−1) =
(

mω−1 nω−1

u v

)

are both elements of End(�)⊗ Ast
0,p−1,ω and

δ′ · τ ′ ≡ [p
1

p−1 ]12g

modulo Ker(ϑ st
0,p−1,ω).

As ϑ0,p−1,ω(b) = 0, the reduction τ ′ of τ ′ modulo Ker(ϑ0,p−1,ω) lies in P−(Cp).
Thanks to Lemma 6.3we can find τ0 ∈ ˜L(Ainf) and τ1 ∈ ỹ

˜B
(

Ainf
[[p]−1

])∩End(�)⊗
Ainf such that τ ′ ≡ τ1τ0 in End(�)⊗ OCp (via the map ϑ st

0,p−1,ω). We define δ0 and
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δ1 simillarly. Then

(δ1δ0) · (τ1τ0) ≡ [p
1

p−1 ]12g

modulo Ker(ϑ). We now pass to Ast
r ,p−1,ω, for 1 > r > 1

p−1 . It is a Ast
0,p−1,ω-algebra

and ϑ0,p−1,ω extends to the morphism ϑr ,p−1,ω by Lemma 6.1. Corollary 6.2 implies
that

(δ1δ0) · (τ1τ0) = [p
1

p−1 ]D (8)

with D ∈ G(Ast
r ,p−1,ω).

Let us now work with Ast
r ,s,[p]rω with s = p − 1 − r . Using Lemma 6.1 again, we

know that it is a Ast
r ,p−1,ω-algebra and ϑr ,p−1,ω extends to the morphism ϑr ,s,[p]rω.

Moreover, Ker(ϑ0,p−1,ω) ⊂ [p]r Ast
r ,s,ω by Lemma 6.1. Hence, τ ′ ≡ τ1τ0 modulo

[p]r Ast
r ,s,[p]rω. Consider the matrix

τ ′′ := (τ1τ0)
−1τ ′ =

(

a′ b′
c′ d ′

)

∈ GZp

(

Ast
r ,s,[p]rω[p]−1) ∩ End(�)⊗ Ast

r ,p−1,ω

[[p]−1].

Due to (8) we have that (τ1τ0)−1 is in End(�) ⊗
(

[p
−1
p−1 ] · Ast

r ,s,[p]rω
)

so that

[p
1

p−1 ]
(

a′ b′
c′ d ′

)

is in End(�) ⊗ Ast
r ,s,[p]rω and is congruent to [p

1
p−1 ]12g modulo

[p]r Ast
r ,s,[p]rω. Hence τ ′′ is a matrix congruent to 12g modulo [p]r− 1

p−1 and, hence, it

is invertible as Ast
r ,s,[p]rω is [p]-adically complete and separated by Lemma 6.1, that

is τ ′′ ∈ G
(

Ast
r ,s,[p]rω

)

.

In conclusion, we have τ = β�with β := μ̃(ω)τ1 ∈ ỹ
˜B−

(

Ast
r ,s,[p]rω

[[p]−1 ·ω−1
])

and � := τ0 · τ ′′ ∈ GZp

(

Ast
r ,s,[p]rω

)

such that � ≡ τ 0 ∈ L(k); here �, resp. τ 0, is the

image of �, resp. τ0 in GZp (k) = H(k) via the map jr ,s : Ast
r ,s,[p]rω → k defined by

ϑr ,s,[p]rω composed with the quotient OCp → k.

Frobenius ϕ on ̂Ast extends to a map ϕ : Ast
r ,s,[p]rω −→ Ast

pr ,s,[p]prϕ(ω) (see

Lemma 6.1). The latter is well defined, together with the map jpr ,s : Ast
pr ,s,[p]prϕ(ω) →

k, if and only if pr < s = (p − 1) − r , i.e., if there exists r > 1
p−1 such that

(p + 1)r < p − 1 which is equivalent to require that p > 3 and explains the assump-
tion. Then

τ (p) = β ′�′, β ′ = ϕ(β) ∈ z̃
˜B

(

Ast
pr ,s,[p]prϕ(ω)

[[p]−1 · ϕ(ω)−1]), �′ = ϕ(�) ∈ GZp

(

Ast
r ,s,[p]rω

)

.

By construction �
′ = �

(p) ∈ L(p)(k). Here ϕ(β) and ϕ(�) are defined by applying ϕ to
the entries of the matrices β and �. They lie in z̃

˜B as ϕ(y) = z and in GZp respectively
as they are both subgroups of GSp(�) defined over Zp.
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Finally ω = [p]([p]pr−1 p
[p]pr − 1) is equal to [p] times a unit in Ast

pr ,s,[p]prϕ(ω).

Analogously ϕ(ω) = p
(

1 − [p]s

p [p]p−s
)

is p times a unit in Ast
r ,s,[p]rω. Hence both

Ast
r ,s,[p]rω and Ast

pr ,s,[p]prϕ(ω) map to Ast
pr ,s,[p]pr p. We let R+ be the localization of

Ast
pr ,s,[p]pr p with respect to the maximal ideal defined by the kernel of the map

jpr ,s : Ast
pr ,s,[p]pr p → k. As t = ([ε 1

p ] − 1
)

ωu with u a unit in R+ and ω = [p]
times a unit in R+, inverting t or inverting [p] in R+ gives the same ring R. As

p = [p]p−1 = p · [p]p−1

p then p is invertible in R as well. As R+ is p-torsion free and

p ∈ [p]pr Ast
pr ,s,[p]pr p, then R+ is also [p]-torsion free.

For (iii) the same argument for s · τ in place of τ holds. We only need to prove that
one obtains a decomposition with the same �. Define

τ ′′′ := μ̃(ω)−1s · τ = (

μ̃(ω)−1sμ̃(ω)
)(

μ̃(ω)−1τ
)

.

Then s′ = μ̃(ω)−1sμ̃(ω) is congruent to 12g modulo ω as s ∈ Ru ˜P(̂Ast). Hence,
τ ′′′ ≡ τ1τ0 in End(�) ⊗ OCp . Then the argument continues as before and we get a
decomposition s · τ = β ′′�′′ with β ′′ ∈ ỹ

˜B(R) and �′′ ∈ G(R+) and �′′ ≡ τ 0 ≡ �0
modulo m as wanted. ��

Remark 5.3 If one is interested in a decomposition of τ as in Proposition 5.2, one can
work with BdR and the proof is much easier. It is the need to decompose τ (p) as well
that forced us to look into the finer structure of ̂Ast. As we need the existence of a
positive rational number r such that r > 1

p−1 and (p + 1)r < p − 1 the hypothesis
p ≥ 5 is forced on us.

5.4 Conclusion

Recall that τ = AMD(αst). It follows from (6) and (7) that we have the following
equality in G(R):

τ˜h(˜h(p))−1((u+ · τ)(p))−1 = wz̃−1r−.

Decompose τ = β� and u+ · τ = ρq as in Proposition 5.2 with � and q ∈ GZp (R
+)

such that � = q =: �0 ∈ L(k) modulo m and β and ρ ∈ y
˜B(R). Consider the class

γ := �˜h(˜h(p))−1(q(p))−1 ∈ ỹ
˜B(R+)\G(R+)/z̃

˜B(R+).

Its image γ0 via j : R+ → k is γ0 = �0h0(h
(p)
0 )−1(�

(p)
0 )−1 ∈ ỹ B(k)\G(k)/z̃ B(k).

We also have

γ ≡ βγ
(

ρ(p))−1 = τ˜h(˜h(p))−1((u+ · τ)(p))−1 = wz̃−1r− = wz̃−1
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in ỹ
˜B(R)\G(R)/z̃

˜B(R) as r− ∈ z̃
˜B(R) by (6). In conclusion,

γ0 = �0h0(h
(p)
0 )−1(�

(p)
0 )−1 ≤− wz̃−1

for the Bruhat order ≤− on G/z̃
˜B (with respect to the left action of ỹ

˜B).
Recall that we have chosen h0 so that ỹ−1h0(h

(p)
0 )−1̃z = v ∈ I− W . It is the same

class as ỹ−1γ0 z̃ for the order relation � on I− W . Consider the isomorphism

δ : G/z̃
˜B → G/˜B, [g] �→ [

ỹ−1g̃z
];

it is equivariant with respect to the left action of ỹ
˜B on the left hand side, resp. ˜B

on the right hand side. In particular, it is order preserving considering on G/˜B the
standard Bruhat order. Hence,

δ
(

�0h0(h
(p)
0 )−1(�

(p)
0 )−1) ≤ ỹ−1w

for the standard Bruhat order. Recall that the class of ỹ in the Weyl group W is Iw0
so that the class of ỹ−1 is w I

0 . Thanks to Lemma 7.2, the map

σ0 : I W −→ I− W , w �→ y−1w

is an order reversing bijection and we have

v = δ
(

�0h0(h
(p)
0 )−1(�

(p)
0 )−1) � σ0(w)

in I− W as wanted.

6 Appendix I: Fontaine’s rings

Given the tiltC�
p ofCp and the tiltO�

Cp
ofOCp , we have Fontaine’s classical ring Acris.

It is the p-adic completion of the DP envelope of Ainf = W(O�

Cp
) with respect to the

kernel of the surjectivemapϑ : Ainf → OCp . The idealKer(ϑ) is principal. Generators

are, for example, ([ε]−1)/([ε1/p]−1)or p−[p]where ε = (1, ζp, ζp2 , . . .) ∈ O�

Cp
is a

compatible sequence of primitive pn-th roots of unity and p = (p, p1/p, p1/p2 , . . .) ∈
O�

Cp
is a compatible sequence of pn-th roots of p. Let ω be a generator of Ker(ϑ).

We also have the ring ̂Ast := Acris〈X〉, introduced by Breuil [3], given by the p-
adic completion of the DP polynomial ring Acris[X ]. The map ϑ extends to a map
ϑst : ̂Ast → OCp sending X �→ 0. It is also endowed with a Frobenius, extending the
classical one on Acris, requiring that ϕ(X) = (1 + X)p − 1.
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544 F. Andreatta

Given elements r and s ∈ Q with 0 ≤ r ≤ s let

Ar ,s = Ainf

{

p

[p]r ,
[p]s

p

}

,

be the p-adic completion of the ring Ainf[W , Z ]/([p]r W − p, pZ − [p]s,W Z −
[p]s−r ). It coincides with the p-adic completion of the subring Ainf

[

p
[p]r ,

[p]s

p

]

of

Frac(Ainf) by [2, Cor. 2.2]. For γ ∈ Ar ,s a non-zero element we define

Ast
r ,s,γ = Ainf

{

p

[p]r ,
[p]s

p
,

X

pγ

}

to be the p-adic completion of the ring

Ainf[W , Z , X ,Y ]/([p]r W − p, pZ − [p]s,W Z − [p]s−r , pγY − X
)

.

For r < 1 < s the map ϑst estends to a map

ϑr ,s,γ : Ast
r ,s,γ −→ OCp , W �→ p1−r , Z �→ ps−1,Y �→ 0.

For r < s we also have the map

jr ,s : Ast
r ,s,γ −→ k,

that on Ainf is the composite of ϑ with the quotient mapOCp → k on the residue field
and that sends W , Z , X and Y to 0. It coincides with the composite of the quotient
map OCp → k with ϑr ,s,γ whenever the latter exists.

Lemma 6.1 Assume that p ≥ 3. Then

(1) For every s ≤ p − 1 the map Ainf → Ast
r ,s,γ extends to a map ̂Ast → Ast

r ,s,γ .

We have Ker(ϑst) ⊂ [p]min(r ,1)Ast
r ,s,γ and Ker(ϑst) ⊂ ωAst

r ,s,γ if γ ∈ ωAr ,s .
Moroever, the ring Ast

r ,s,γ is p-torsion free and p-adically, and hence [p]-adically,
complete and separated.

(2) For r < 1 < s the kernel of ϑr ,s,γ is generated by (ω,W −[p]1−r , Z −[p]s−1,Y ).
(3) For r < r ′ < 1 < s′ < s and α ∈ Ar ′,s′ a non-zero element, there are unique mor-

phisms of Ainf-algebras Ar ,s → Ar ′s′ , resp. of ̂Ast-algebras Ast
r ,s,γ → Ast

r ′,s′,αγ
sending W �→ [p]r ′−r W , Z �→ [p]s−s′

Z, Y �→ αY .

(4) For pr < s Frobenius ϕ on ̂Ast extends uniquely to a ring homomorphism
ϕ : Ast

r ,s,γ → Ast
pr ,s,ϕ(γ ) such that ϕ(W ) = W , ϕ(Z) = [p](p−1)s Z , ϕ(Y ) =

Y · (1+X)p−1
X .

Proof (1) The ring Ar ,s is proven to be p-torsion free and p-adically complete and
separated in [2]. As Ast

r ,s,γ is the p-adic completion of Ar ,s[X ,Y ]/(pγY − X) ∼=
Ar ,s[Y ], also Ast

r ,s,γ is p-torsion free and p-adically complete and separated.
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By definition of ̂Ast to prove the first claim it suffices to show that in Ast
r ,s,γ the

ideal generated by ω and X admits divided powers for ω = p − [p]. As Ast
r ,s,γ is

p-torsion free, it suffices to prove that ωpn ∈ pn !ωAr ,s and X pn ∈ pn !γ Ast
r ,s . The

p-adic valuation of pn ! is pn−1
p−1 . As pn − pn−1

p−1 ≥ pn−1 for p ≥ 3 the second claim

is clear. Next we show that ωpn ∈ p
pn−1
p−1 ωAr ,s . First ωp−1 ∈ (p, [p])p−1Ainf ⊂

(p, [p]p−1)Ainf ⊂ p Ar ,s as
[p]p−1

p ∈ Ar ,s by assumption. Hence ωp ∈ pωAr ,s .

Assuming that ωpn ∈ p
pn−1
p−1 ωAr ,s one deduces that ωpn+1 ∈ p

pn+1−p
p−1 ωp Ar ,s ⊂

p
pn+1−p

p−1 pωAr ,s . As p
pn+1−p

p−1 +1 = p
pn+1−1

p−1 we conclude that ωpn+1 ∈ p
pn+1−1

p−1 ωAr ,s .
This then holds for every n by induction and implies the claim.

For the second statement notice that the idealKer(ϑst) is generated by theDPpowers
of ω and X . We have shown that the divided powers of X lie in p Ast

r ,s,γ and that the
divided powers of ω lie in ωAr ,s ⊂ (p, [p])Ar ,s . As (p, [p])Ar ,s ⊂ ([p]r , [p])Ar ,s

the claim follows.
The last statement follows remarking that [p]s = [p]s

p · p in Ast
r ,s,γ and the latter is

p-adically complete and separated.
(2), (3) and (4) are direct computations left to the reader using the explicit description

of the rings involved. ��

Corollary 6.2 Take s ≥ p − 1. Let M be an n × n matrix with coefficients in ̂Ast.

(1) Let M be the reduction of M modulo Ker(ϑst). Assume that there exist r and q ∈ Q

with 0 ≤ q < min(r , 1) and r ≤ s and an n ×n matrix N with coefficients in OCp

such that N M = pq1n. Then there exists an n × n matrix N with coefficients in
̂Ast

r ,s,γ such that M N = N M = [p]q1n.

(2) Let M be the reduction of M modulo p. Assume that there exist q and r ∈ N[1/p]
with 0 ≤ q < r ≤ s and an n ×n matrix N with coefficients in ̂Ast/p̂Ast such that
N M = [p]q1n. Then there exists an n × n matrix N with coefficients in ̂Ast

r ,s,γ
such that M N = N M = [p]q1n.

Proof (1) Lift N to a matrix N ′ with coefficients in ̂Ast. Then N ′M = [p]q1n + A
with A a matrix with coefficients in Ker(ϑst). Then A is a matrix with coefficients
in [p]min(r ,1)Ast

r ,s,γ by Lemma 6.1. Hence, [p]q1n + A = [p]q B with B a matrix

with coefficients in Ast
r ,s,γ congruent to the identity modulo [p]min(r ,1)−q . Thus B

is invertible as its determinant is a unit by Lemma 6.1. Take N := B−1N ′.
(2) As before lift N to a matrix N ′ with coefficients in ̂Ast. Then N ′M = [p]q1n + A

with A with coefficients in p̂Ast and, hence, with coefficients in [p]r Ast
r ,s,γ . Hence,

[p]q1n + A = [p]q B with B a matrix with coefficients in Ast
r ,s,γ congruent to the

identity modulo [p]r−q . Thus B is invertible and N := B−1N ′ is the sought for
matrix.

��
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6.1 An approximation result

The map ϑ : Ainf → OCp extends to a map ϑ : Ainf
[[p]−1

] → Cp, sending [p] �→ p,
which is surjective. Following the conventions in the paper we fix GZp ⊂ GSp2g,Zp

a

reductive subgroup and a parabolic subgroup ˜P ⊂ GOCp
containing a Borel subgroup

˜B ⊂ ˜P defined over Zp. We let ˜L ⊂ ˜P be the induced standard Levi subgrpoup. We
write B, L , P for the induced subgroups of GCp .

Lemma 6.3 Let h ∈ GZp (Ainf) and let A ∈ h
˜P(Cp) be an element such that, viewed

as a matrix in GSp2g

(

Cp
)

, it has coefficients in M2g×2g
(OCp

)

. Then, there exist
matrices a ∈ h

˜L(Ainf) and A′ ∈ h
˜B

(

Ainf
[[p]−1

])

such that A′, viewed as matrix

in GSp2g

(

Ainf
[[p]−1

])

, has coefficients in M2g×2g
(

Ainf
)

and (A′ · a) ≡ A modulo
Ker(ϑ).

Proof We prove the statement for h = 1 and A ∈ ˜P(Cp). The other statement is
proven from this by conjugating by h.

Decompose A = u · � with u ∈ Ru P(Cp) (the unipotent radical of P) and � ∈
L(Cp). Let ˜BL := ˜B ∩˜L be the Borel subgroup of ˜L defined by ˜B. By the properness
of the Grassmanian variety ˜BL\˜L we have that

˜BL(Cp)\˜L(Cp) = (

˜BL\˜L)

(Cp) = (

˜BL\˜L)(OCp

) = ˜BL(OCp )\˜L(OCp ).

Hence we can write � ∈ L(Cp) = ˜L(Cp) as u′ ·a with u′ ∈ ˜BL(Cp) and a ∈ ˜L(OCp ).
As the map ˜L

(

Ainf
) → ˜L(OCp ) is surjective by the smoothness of ˜L we can lift a to

an element a ∈ ˜L
(

Ainf
)

.

Define A
′ := uu′ ∈ B(Cp).We are left to show thatwe can lift A

′
to an element A′ ∈

˜B
(

Ainf
[[p]−1

])

which has coefficeints in Ainf when viewed in M2g×2g
(

Ainf
[[p]−1

])

.

As ˜B overOCp is the semidirect product of a split torus ˜T and a unipotent group ˜U , and
the latter is a split extension of Ga’s, we are left to prove the statement for G := Gm

and G := Ga . Given a non-zero element s ∈ G(Cp) ⊂ Cp, let α be its p-adic
valuation. Then s = pαso with s0 ∈ G

(OCp

)

. As G
(

Ainf
) → G

(OCp

)

is surjective,
we can lift s0 to an element s̃0 ∈ G

(

Ainf
)

and then s̃ := [

pα
]

s̃0 ∈ G
(

Ainf
[[p]−1

])

lifts s as wanted. We need to show that the lift can be taken in M2g×2g
(

Ainf
)

. Notice
that this can be proven after conjugating by an element of GL2g(OCp ).

We claim that, after possibly conjugating by an element of GL2g(OCp ) , we may
assume that ˜B ⊂ ˜Bstd, with ˜Bstd ⊂ GL2g,Zp the standard Borel subgroup of upper
tringular matrices, and that ˜T is contained in the standard torus of ˜Bstd. Indeed, extend
˜B to a Borel subgroup ˜B ′ of GL2g,OCp

: first extend it over Qp by extending the

connected solvable subgroup ˜BQp to a maximal connected solvable subgroup ˜B ′
Qp

of

GL2g,Qp
. Since the scheme of Borel subgroups ˜Bstd

Zp
\GL2g,Zp is proper, theQp-valued

point defined by ˜B ′
Qp

extends to a Zp-valued point so that, after possibly conjugation

by an element of GL2g(Zp), we may assume that ˜BQp ⊂ ˜Bstd
Qp

and, hence, ˜B ⊂ ˜Bstd.
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Asmaximal tori in ˜Bstd are conjugate overOCp wemay also assume that˜T is contained
in the standard torus of ˜Bstd of diagonal matrices.

By our assumption we now have that A
′
lies in the upper triangular matrices in

M2g×2g
(OCp

)

. Consider the components A
′
1 on˜T (Cp) and A

′
2 in ˜U (Cp). By construc-

tion they lie in the diagonal matrices and the upper triangular matrices in M2g×2g,OCp

respectively. In particular, the various projections of A
′
2 via the decomposition (as

schemes) ˜U ∼= Gr
a all lie in Ga(OCp ) and hence A

′
2 can be lifted to a matrix A′

2 in
˜U

(

Ainf
) ⊂ M2g×2g

(

Ainf
)

.

Fix an isomorphism ˜T ∼= Gd
m and lift A

′
1 = (s′

1, . . . , s′
d) to an element A′

1 of
˜T

[

Ainf[p]−1
])

as explained above. Its image in GL2g is a diagonal matrix of the form
([

pα1
]

s̃1, . . . ,
[

pα2g
]

s̃2g
)

with s̃1, . . . , s̃2g ∈ Gm(Ainf) and α1, . . . , α2g ∈ Q. As the

image of A
′
1 in the diagonal matrices of GL2g lies in M2g×2g

(OCp

)

then each αi must

be non-negative. Then A′ := A′
1 · A′

2 is a lift of A
′
in ˜B

(

Ainf
[[p]−1

])

with the required
property. ��

7 Appendix II: some facts aboutWeyl groups

We recall some facts from [7, Sect. 1.4] and [21, Sect. 3.5]. Let H be a connected
reductive group over an algebariclly closed field k. Fix a maximal torus T and a Borel
B. Let P be a parabolic subgroup of H of type I . Every elementw in W can be written
uniquely asw = w JwJ forwJ ∈ WJ andw J ∈ W J and then �(w) = �(wJ )+�(w J ).
Similarly we have a unique decomposition w = wI

Iw for wI ∈ WI and Iw ∈ I W
and then �(w) = �(wI )+ �(Iw). The groups W , WJ and WI contain unique elements
of maximal length, denoted by w0, wJ ,0, wI ,0 respectively. By maximality they are
elements of order 2 and w0 has the property that it sends positive roots to negative
roots and that for every w ∈ W

�(ww0) = �(w0w) = �(w0)− �(w).

In particular, J := w0 I is the type opposite to I .We also deduce from the uniqueness of
the decomposition above that in W J and in I W we have unique elements of maximal
lengthw J

0 ∈ W J and Iw0 ∈ I W , characterized by the property thatwI ,0
Iw0 = w0 =

w J
0wJ ,0. Conjugation by w0 defines an involution ι0 : W → W preserving the length

of elements. In particular, it preserves the set of simple reflections �. Then,

Lemma 7.1 The map ι0 : W → W , w �→ w0ww0, has the following properties

(a) ι0 identifies WJ = ι0(WI ) and J = ι0(I ). In particular, it induces mutually inverse
and length preserving isomorphisms WJ → WI and WI → WJ ;

(b) ι0 identifies W J = ι0(W I ) (resp. J W = ι0(
I W )) and induces mutually inverse

and length preserving bijections W J → W I and W I → W J (resp. J W ∼= I W );
(c) ι0 identifies wI ,0 = ι0(wJ ,0) = w0wJ ,0w0 and, in particular, we have w J

0 = Iw0
and w I

0 = Jw0.
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Proof All assertions are trivial except for the identity w J
0 = Iw0 that follows from

Iw0 = wI ,0w0 = w0wJ ,0w0w0 = w0wJ ,0 = w J
0 . ��

Lemma 7.2 (1)The map W → W , sendingw → w−1, is an order and legth preserving
bijection. If w = w IwI with w I ∈ W I and wI ∈ WI then w−1 = w−1

I (w I )−1 and
w−1

I ∈ WI and (w I )−1 = Iw−1 ∈ I W .
(2)The map W → W , sendingw �→ w0wwI ,0, induces an order reversing bijection

W I → W I such that �(w0wwI ,0) = �(w I
0)− �(w).

Similarly the map W → W , sending w �→ wI ,0ww0, induces an order reversing
bijection I W → I W such that �(wI ,0ww0) = �(w I

0)− �(w).
(3) The map σ0 : W → W , sending w �→ w I

0w, satisfies the following properties:

(i) it is a bijection and it sends bijectively I W → J W ;
(ii) it satisfies �(w I

0w) = �(w J
0 )− �(w) for every w ∈ I W ;

(iii) it reverses the orders � on I W and J W , defined as follows. Let ≤ be the Bruhat
order on W and let z = ϕ(w I

0). For w and w′ ∈ I W (resp. in J W ) we say that
w′ � w iff there exists u ∈ WI (resp. u ∈ WJ ) such that uw′zϕ(u)−1z−1 ≤ w

(resp. uw′ϕ(u)−1 ≤ w) .

Proof (1) is clear.
(2) We prove the first statement. The second is obtained from the first using the order

and length preserving bijection W I → I W given by w �→ w−1 obtained from
(1). First we compute lengths. For every w ∈ W I and every y ∈ WI we have
�(wy) = �(w) + �(y). Then �(w0wy) = �(w0)− �(y) − �(w). So for y = wI ,0
we get that �(w0wwI ,0) = �(w0)− �(wI ,0)− �(w) = �(w I

0)− �(w) as wanted.
On the other hand the function y �→ �(w0wy) is minimized for �(y) maximal,
i.e., for y = wI ,0. Hence,w0wwI ,0 is the element in the cosetw0wWI of minimal
length, i.e., w0wwI ,0 ∈ W I .

(3) As w I
0 = w0wI ,0, the given map is the composite of the map W → W , w �→

wI ,0ww0, and of the map ι0 : W → W ,w �→ w0ww0. These are both involutions
and hence σ0 is a bijection on W . It sends bijectively I W to J W , reversing the
Bruhat orders ≤, thanks to Claim (2) and Lemma 7.1.
Write y := w I

0 for simplicity. Take w and w′ ∈ I W such that w′ � w and let
u ∈ WI be such that uw′zϕ(u)−1z−1 ≤ w. This implies that uw′zϕ(u)−1z−1 ∈ I W .
We deduce that yuw′zϕ(u)−1z−1 = (yuy−1)(yw′)ϕ(yuy−1)−1 ≥ yw. Write
t := yu−1y−1. Then t(yw)ϕ(t)−1 ≤ yw′. Note that yuy−1 = w I

0uIw0 =
w0

(

wI ,0uwI ,0
)

w0 as y−1 = Iw0 by Claim (1). Since wI ,0uwI ,0 ∈ WI , we conclude
that t ∈ WJ thanks to Lemma 7.1 so that yw � yw′. ��
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