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Abstract
Weconsider approximate lattices in nilpotent Lie groups.With every such approximate
lattice one can associate a hull dynamical system and, to every invariant measure
of this system, a corresponding unitary representation. Our results concern both the
spectral theory of the representation and the topological dynamics of the system. On
the spectral side we construct explicit eigenfunctions for a large collection of central
characters using weighted periodization against a twisted fiber density function. We
construct this density function by establishing a parametric version of the Bombieri–
Taylor conjecture and apply our results to locate high-intensity Bragg peaks in the
central diffraction of an approximate lattice. On the topological side we show that
under some mild regularity conditions the hull of an approximate lattice admits a
sequence of continuous horizontal factors, where the final horizontal factor is abelian
and each intermediate factor corresponds to a central extension. We apply this to
extend theorems of Meyer and Dani–Navada concerning number-theoretic properties
of Meyer sets to the nilpotent setting.
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1 Introduction

1.1 Goals and scope

This article is concerned with the spectral theory of hulls of uniform approximate lat-
tices in locally compact second countable (lcsc) groups. Uniform approximate lattices,
as introduced in [6], are a common generalization of uniform lattices in lcsc groups
and Meyer sets [24,25] in abelian lcsc groups. With a uniform approximate lattice �

in a lcsc group G one associates a topological dynamical system G � ��, where the
so-called hull �� is defined as the orbit closure of � in the Chabauty space of G.

If � is a uniform lattice in G, then �� is just the homogeneous space G/�, hence
carries a unique G-invariant measure. In general, �� need not admit an invariant
measure, nor does such a measure have to be unique if it exists. However, in many
cases of interest, in particular if G is amenable or � is a “model set” [7], there does
exist an invariant measure ν� on��, and in this case one is interested in the associated
Koopman representation G � L2(��, ν�) and its (irreducible) subrepresentations.

In the case where G is abelian there is a well-developed spectral theory of hull-
dynamical systems. Since Meyer sets in lcsc abelian groups are mathematical models
of quasi-crystals, this theory can be applied to study diffraction of quasi-crystals; in this
context one is particularly interested in understanding the experimentally observable
phenomenon of sharp Bragg peaks in the diffraction picture. We refer the reader to
the extensive bibliography of [1] for references on this classical theory.

One of our initial motivations was to establish the existence of a relatively dense
set of large Bragg peaks for uniform approximate lattices in the Heisenberg group,
which we expect to be relevant for modelling quasi-crystals in Euclidean spaces in
the presence of a magnetic field. To achieve this we had to develop a relative spectral
theory comparing the hull of an approximate lattice in the Heisenberg group to the
hull of its projection in Euclidean space.

We then discovered that our method applies much more widely. Namely, we were
able to establish a relative version of spectral theory which applies to hulls of large
classes of uniform approximate lattices in quite general extensions of lcsc groups.
This relative theory is specific to the non-abelian case and has no counterpart in the
classical theory.

1.2 General setting: Uniform approximate lattices aligned to an extension

While we will obtain our strongest results in the setting of nilpotent Lie groups, most
of our basic results work in the following general setting. Let G be a lcsc group
which admits a non-trivial closed normal subgroup N , set Q := G/N and denote by
π : G → Q the canonical projection. Given a uniform approximate lattice� ⊂ G we
consider the projection � := π(�) and the fibers of π |� : � → � which we identify
with subsets of N by a suitable translation.

Proposition 1.1 (Alignment with respect to a projection) Let � ⊂ G be a uniform
approximate lattice. Then the following conditions on � are equivalent:

(i) � = π(�) is a uniform approximate lattice in Q
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(ii) Some fiber of π |� is a Meyerian subset of N .
(iii) All fibers of π |� over a relatively dense subset of π(�) are Meyerian subsets of

N .

Here, a Meyerian subset of a lcsc group is a subset which satisfies all the axioms
of a uniform approximate lattice except for symmetry under inversion; in the abelian
case Meyerian subsets are just the harmonious sets of Yves Meyer (cf. Definition 2.7
below). If � satisfies the equivalent conditions of Proposition 1.1 then we say that �
is aligned with N .

Given an approximate lattice� in G which is aligned with N with projection � :=
π(�), it is natural to ask whether the associated hull-dynamical systems G � ��

and Q � �� can also be related. Note that if � is a subgroup, then �� is always a
continuous factor of ��. In our case this is not the case in full generality; however,
we have:

Theorem 1.2 (Existence of continuous horizontal factors) Assume that π : G → Q
admits a continuous section. Let � be an N-aligned uniform approximate lattice and
� := π(�).

(i) The projection π induces a continuous factor map π∗ : �� → �� if and only
if � has uniformly large fibers in the sense that there exists a uniform constant
R > 0 such that all fibers of � are R-relatively dense in N.

(ii) The condition that � has uniformly large fibers can always be arranged by pass-
ing to a commensurable uniform approximate lattice, which can be chosen to be
contained in �2.

1.3 Examples of aligned uniform approximate lattices from nilpotent Lie groups

Natural examples of aligned uniform approximate lattices arise from nilpotent Lie
groups:

Theorem 1.3 (Universally aligned characteristic subgroups) Let G be a nilpotent 1-
connected Lie group. If G is non-abelian, then there exists a non-trivial characteristic
abelian subgroup N � G such that every uniform approximate lattice G is aligned
with N. In particular, every uniform approximate lattice in G gives rise to a uniform
approximate lattice in G/N.

Our original proof established that N can always be chosen to be Z(CG([G,G])),
the center of the centralizer of the commutator. After finishing the work on this article
we learned from Machado that he has established that all uniform approximate lat-
tices in nilpotent Lie groups are subsets of model sets [22]. By standard arguments
concerning lattices in nilpotent Lie groups (as explained below) this implies:

Theorem 1.4 (S. Machado) The group N in Theorem 1.3 can always be chosen to be
the center Z(G) of G (or the commutator subgroup [G,G] of G).

In view of this result will mostly focus on central extensions (rather than general
abelian extensions) below. This allows us to avoid some major technical difficulties
related to non-central extensions.
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1678 M. Björklund, T. Hartnick

1.4 The vertical part of the spectrum

From now on let G be a connected lcsc group, � ⊂ G a uniform approximate lattice
and let Z � G be a central normal subgroup. Assume that Z is 1-connected (so
that π : G → Q := G/Z admits a continuous section, see [28, Thm. 2]), that �

is Z -aligned with uniformly large fibers and that �� admits a G-invariant ergodic
probability measure ν�. By Theorem 1.2 we then have a continuous G-factor map
π∗ : �� → ��, and we denote by ν� the push-forward of ν�. We then find a
subrepresentation

L2(��, ν�)hor ⊂ L2(��, ν�)

on which Z acts trivially and which is isomorphic to L2(��, ν�) as a representation
of Q = G/Z . We refer to this subrepresentation as the horizontal part of L2(��, ν�).

To further analyze L2(��, ν�) one would like to understand also the vertical part,
i.e. subrepresentation on which Z acts non-trivially. More specifically, we would like
to determine the central pure-point spectrum of L2(��, ν�) as given by

specZpp(L
2(��, ν�)) := {ξ ∈ ̂Z | L2(��, ν�)ξ �= {0}},

where ̂Z denotes the Pontryagin dual of Z and given ξ ∈ ̂Z we denote

L2(��, ν�)ξ := { f ∈ L2(��, ν�) | ∀z ∈ Z : f (z−1g) = ξ(z) f (g)}.
Given ξ ∈ specZpp(L

2(��, ν�))wewould also like to construct explicit eigenfunctions

in L2(��, ν�)ξ .

1.5 A relative version of the Bombieri–Taylor conjecture

Our construction of explicit eigenfunction in L2(��, ν�)ξ relies on the existence of
twisted fiber densities of�. This existence is guaranteed by the following result, which
can be seen as a relative version of Hof’s solution to the Bombieri-Taylor conjecture
[18]. Here we assume for simplicity that Z ∼= R

n ; we denote by BT Euclidean balls
of radius T around 0 and by mZ Lebesgue measure on Z . Furthermore, for every
�′ ∈ �ξ and δ′ ∈ π(�′) we denote by �′

δ′ the fiber of π |�′ over δ′ (considered as a
subset of Z , see Sect. 2.3).

Theorem 1.5 (Relative Bombieri–Taylor conjecture) Let � ⊂ G be a Z-aligned uni-
form approximate lattice with uniformly large fibers and assume that �� admits a
G-invariant measure ν�. Then for every ξ ∈ ̂Z there exists a G-invariant ν�-conull
subset �ξ ⊂ �� such that for all �′ ∈ �ξ and δ′ ∈ π(�′) the following limit exists:

Dξ (�
′, δ′) := lim

T→∞
1

mZ (BT )

∑

z∈�′
δ′∩BT

ξ(z)

The function Dξ is called the twisted fiber density function associated with ξ .
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1.6 Twisted periodization operators and central Bragg peaks

Using the twisted fiber density functions one can define twisted periodization opera-
tors

Pξ : Cc(Q) → L2(��, ν�), (Pξ ϕ)(�′) :=
∑

δ′∈π(�′)
ϕ(δ′)Dξ (�

′, δ′).

While this operator may look unfamiliar at first sight, it is actually related to classical
objects, at least in the case of lattices in the Heisenberg group. Indeed, write the
Heisenberg group as a central extension H3(R) = R ⊕ω R

2, with underlying cocycle
ω : R

2 × R
2 → R given by a symplectic form. Let � ⊂ R

2 and � ⊂ R be lattices
with ω(�,�) ⊂ � so that � := �⊕ω � is a lattice in the Heisenberg group. We will
see in (7.6) below that

Pξ f ((t, v)�) = Dξ (�, e) ·
∑

δ∈�

ϕ(v + δ)ξ(t + ω(v, δ)),

and - up to the normalization constant Dξ (�, e) - this operator appears frequently in
time frequency analysis, see [16].

It turns out thatPξ takes values in L2(��, ν�)ξ , but it will be 0 for all but countably
many ξ ∈ ̂Z . To give a criterion for non-triviality of the operatorPξ we choose r > 0
such that� is r -uniformly discrete, and given q ∈ Q denote byCc(Br/2(q)) the space
of continuous functions on Q supported in an r/2-neighbourhood around q.

Proposition 1.6 (Central diffraction coefficients) For every q ∈ Q the restriction
Pξ |Cc(Br/2(q)) extends to a bounded linear map

P
(q)
ξ : L2(Br/2(q)) → L2(��, ν�)ξ

and there exists a constant cξ ≥ 0 such that for all q ∈ Q,

‖P(q)
ξ f ‖2 = cξ · ‖ f ‖2 for all f ∈ L2(Br/2(q)).

In particular, ‖P(q)
ξ ‖op = c1/2ξ and ξ ∈ specZpp(L

2(��, ν�)) if cξ �= 0.

One can show that c1 �= 0 and that 0 ≤ cξ ≤ c1 for all ξ ∈ ̂Z . We will explain in
Proposition 1.8 that the numbers cξ can be interpreted as (central) diffraction coeffi-
cients. Motivated by this interpretation we say that ξ is a central (1 − ε)-Bragg peak
with respect to ν� provided cξ ≥ (1 − ε)c1. Then our main result is as follows:

Theorem 1.7 (Relative denseness of central Bragg peaks) Let � ⊂ G be a Z-aligned
uniform approximate lattice with uniformly large fibers and assume that �� admits
a G-invariant measure ν�. Then for every ε ∈ (0, 1) the set of central (1 − ε)-Bragg
peaks with respect to ν� is relatively dense in ̂Z.
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1680 M. Björklund, T. Hartnick

In the “absolute case” where Q = {e} is trivial and thus G is abelian, this recovers
a result of Strungaru [29]. Theorem 1.7 implies in particular that specZpp(L

2(��, ν�))

is relatively dense in ̂Z , but it is in fact a much stronger statement. For example, in
the case of aperiodic model sets the central pure point spectrum is actually dense in
̂Z , whereas the set of central (1 − ε)-Bragg peaks is a Delone set.

1.7 Relation to central diffraction

Wenow turn to the promised interpretation of the numbers cξ as diffraction cofficients.
In the absolute case, the coefficients cξ can be interpreted as coefficients of the pure-
point part of the diffraction measure, and hence the Bragg peaks can be “seen” in the
diffraction picture of quasi-crystals. This result generalizes to the present setting in
the following form.

Recall first that if G is abelian and ν� is a G-invariant measure on ��, then
one can define the corresponding auto-correlation measure η = η(ν�), which is a
Radon measure on G and can be obtained by sampling along �′ − �′ for a ν�-
generic�′ ∈ ��. The corresponding diffractionmeasure is then defined as the Fourier
transform η̂, see. e.g. [1,7].

In the setting of Theorem 1.7 the auto-correlation measure η = η(ν�) can be
decomposed as a sum

η =
∑

δ∈�2

ηδ,

where � = π(�) and ηδ is a certain fiber measure supported on π−1(q). The fiber
measure ηe over the identity is a positive-definite Radonmeasure on Z , and we refer to
it as the central auto-correlation of�with respect to ν�.We then define the associated
central diffraction measure as its Fourier transform η̂e. In this context, the numbers
cξ admits the following interpretation:

Proposition 1.8 (Interpretation of central diffraction coefficients) In the setting of The-
orem 1.7 the pure point part (η̂e)pp of the central diffraction measure is given by

(η̂e)pp =
∑

ξ∈specZpp(L2(��,ν�))

cξ δξ .

1.8 Nilpotent Lie groups and universally aligned towers

In nilpotent Lie groups, Theorem1.7 can be applied iteratively. Indeed, letG = G1 be a
nilpotent 1-connected Lie group, and defineG2 := G1/Z(G1),G3 := G2/Z(G2) etc.
until you reach an abelian group Gn . Let moreover� = �1 be a uniform approximate
lattice inG and denote by�2, . . . , �n its projections toG2, . . . ,Gn . If j ∈ {1, . . . , n},
then � j is a uniform approximate lattice in G j and a relatively dense set of fibers of
� j consists of Meyerian sets in Z(G j ). Under mild additional assumptions on �, one

123



Spectral theory of approximate lattices... 1681

then has a sequence of continuous G-factors

��1 → ��2 → · · · → ��n .

If we fix a G-invariant measure ν1 on ��1 and denote by ν j its push-forward to �� j ,
then we obtain a corresponding sequence of measurable G-factors

(��1 , ν1) → (��2 , ν2) → · · · → (��n , νn).

The spectral theory of (��n , νn) can be studied using the well-developed spectral
theory of Meyer sets in abelian lcsc groups. Theorem 1.7 allows us to understand the
“relative spectral theory” of the extensions (�� j , ν j ) → (�� j+1 , ν j+1).

Example Consider the (2n+1)-dimensionalHeisenberg groupG = H2n+1(R). This is
a 2-step nilpotentLie groupwith one-dimensional center Z , and the quotient Q = G/Z
is isomorphic to R

2n . The unitary dual ̂G of G is the disjoint union of two parts: The
equivalence classes of irreducible unitary G-representations of G with trivial central
character are parametrized by the unitary dual of Q, which is homeomorphic to R

2n .
Morever, for every ξ ∈ ̂Z\{1} ∼= (R\{0}) there is a unique equivalence class of unitary
G-representations with central character ξ ; representatives are given by the so-called
Schrödinger representations. If we denote this “Schrödinger part” of the unitary dual
of G by ̂GSch, then we have a decomposition

̂G = ̂GSch � ̂Q ∼= (R\{0}) � R
2n .

The induced topologies on R\{0} and R
2n are the usual ones, but ̂G is not Hausdorff,

and in the topology of ̂G the subset R
2n is contained in the closure of any neighbour-

hood of 0 in R\{0} ⊂ R. We will say that a subset of ̂G is relatively dense if it is
relatively dense in both R\{0} and R

2n with respect to the usual Euclidean metrics.
Now let � be a uniform approximate lattice in G, let � := π(�) and assume that

� has uniformly large fibers. Concrete examples for n = 3 are given by the sets

� =
⎧

⎨

⎩

⎛

⎝

1 a1 + b1
√
2 a3 + b3

√
2

0 1 a2 + b2
√
2)

0 0 1

⎞

⎠ | a j , b j ∈ Z,

|a1 − b1
√
2| < R1,

|a2 − b2
√
2| < R2,

|a3 − b3
√
2| < R3

⎫

⎬

⎭

.

for arbitrary parameters R1, R2, R3 > 0 and certain relatively dense subsets thereof.
If we fix a G-invariant probability measure ν� on ��, then Theorem 1.7 says that for
ε ∈ (0, 1) the central (1− ε)-Bragg peaks of � with respect to ν� are relatively dense
in ̂GSch, and the classical abelian theory implies that the (1− ε)-Bragg peaks of � are
relatively dense in ̂Q. Their union is thus relatively dense in ̂G, and in particular the
pure point spectrum of L2(��, ν�) is relatively dense in ̂G.

The example can in principle be extended to higher step nilpotent Lie groups,
but some new difficulties arise. Most notably, we do not know how to isolate isotypic
components of representationswith the samecentral character, a phenomenonabsent in
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the Heisenberg groups and related to the question of square-integrability of irreducible
unitary representations. Also, the bookkeeping becomes more tedious in higher step.
We leave it to future work to resolve these issues.

We would like to mention that the theory of iterated aligned central extensions also
has applications to the theory of uniform approximate lattice (and, more generally,
Meyerian sets) beyond spectral theory. For example, we explain in Appendix C how
this theory can be used to generalize theorems of Meyer and Dani–Navada concerning
number-theoretic properties of Meyer sets to the setting of nilpotent Lie groups.

1.9 Organization of this article

This article is organized as follows: In Sect. 2we collect various preliminaries concern-
ing uniform approximate lattices, Meyerian sets and extensions of lcsc groups. Further
background concerning nilpotent Lie groups is contained in Appendix A. In Sect. 3
we study Meyerian sets aligned to a given extension and establish Proposition 1.1. In
Sect. 4 we discuss various examples and establish Theorem 1.3. Section 5, Sects. 6
and 7 are the core of this article and establish Theorem 1.5, Theorems 1.2 and 1.7
respectively. Section 8 explains the relation between Bragg peaks and atoms of the
central diffraction as summarized in Proposition 1.8. Appendix B contains our origi-
nal proof of Theorem 1.3, which in the body of the text is deduced from Machado’s
embedding theorem. This alternative proof provides another example of a universally
aligned tower. Appendix C gives the application of aligned towers to number theoretic
properties of Meyerian sets alluded to above.

2 Preliminaries onMeyerian sets and extensions of lcsc groups

2.1 Delone sets and their hulls

We start by recalling some basic facts concerning Delone sets in lcsc groups; a con-
venient reference for our purposes is [6]. Given a metric space (X , d) and a metric
space and constants R > r > 0, a non-empty subset � ⊂ X is called

(i) r -uniformly discrete if d(x, y) ≥ r for all x, y ∈ � with x �= y;
(ii) R-relatively dense if for every x ∈ X there exists y ∈ � such that d(x, y) ≤ R;
(iii) a (r , R)-Delone set if it is both r -uniformly discrete and R-relatively dense.

We then say that (r , R) are Delone parameters for �. If we do not wish to specify the
Delone parameters we simply say that � is a Delone set.

Remark 2.1 (Delone sets in groups, cf. [6]) A metric on a topological group G is
called left-admissible if it is left-invariant, proper and induces the given topology;
such a metric exists if and only if G is lcsc. If d is any left-admissible metric on
G, then a subset � is uniformly discrete in (G, d) if e is not an accumulation point
of �−1� and relatively dense in (G, d) if and only if there exists a compact subset
K ⊂ G such that G = �K . In particular, the notion of a Delone set in a lcsc group
is independent of the choice of left-admissible metric used to define it, whereas the

123



Spectral theory of approximate lattices... 1683

Delone parameters may depend on the choice of metric. A Delone set � ⊂ G is said
to have finite local complexity (FLC) if�−1� is locally finite, i.e. closed and discrete.

Two Delone sets �,�′ ⊂ G are called commensurable if there exist finite subsets
F1, F2 ⊂ G such that � ⊂ �′F1 and �′ ⊂ �F2. If � ⊂ G is a Delone set, then a
subset �′ ⊂ � is Delone if and only if it is relatively dense in �, i.e. if there exists
a finite set F ⊂ G such that � ⊂ �′F . In particular, if two Delone sets �,�′ are
contained in a common Delone set, then they are commensurable.

From now on let G be a lcsc group and let d be a left-admissible metric on G.

Remark 2.2 (Chabauty–Fell topology) Given R > r > 0 we denote by C (G),Ur (G),
DR(G) and Delr ,R(G) the collections of closed, r -uniformly discrete, R-relatively
dense and (r , R)-Delone subsets of (G, d). The Chabauty–Fell topology on C (G) is
the topology generated by the basic open sets

UK = {A ∈ C (G) | A ∩ K = ∅} and UV = {A ∈ C (G) | A ∩ V �= ∅},

where K and V runs through all compact, respectively open subsets ofG. With respect
to this topology the space C (X) is compact (in particular, Hausdorff) and second
countable, hence metrizable. Moreover, the action of G on C (G) is jointly continuous
and for all R > r > 0 the subspaces Ur (G), DR(G) and Delr ,R(G) are closed in
C (G), hence compact.

Since the Chabauty–Fell topology is metrizable, it is characterized by convergence
of sequences (rather than nets), which admits the following explicit description [3]:

Lemma 2.3 Let Pn, P ∈ C (G). Then Pn → P in the Chabauty–Fell topology if and
only if the following two conditions hold:

(i) If (nk) is an unbounded sequence of natural numbers and pnk ∈ Pnk converge to
p ∈ G, then p ∈ P.

(ii) For every p ∈ P there exist elements pn ∈ Pn such that pn → p. ��
We can now make precise the notion of a hull as mentioned in the introduction:

Definition 2.4 Given � ∈ C (G), the hull of � is defined as the orbit closure

�� := {g.� | g ∈ G} ⊂ C (G).

From the corresponding properties of C (G) one deduces that �� is compact and that
G acts jointly continuously on ��, i.e. G � �� is a topological dynamical system.
Moreover, if� is r -uniformly discrete or R-relatively dense inG, then every�′ ∈ ��

has the same property. In particular, the hull of a Delone set consists of Delone sets,
and if� is relatively dense, then∅ /∈ ��; the converse is also true (see [6, Prop. 4.4]):

Lemma 2.5 Let � ∈ C (G). Then � is relatively dense if and only if ∅ /∈ ��. ��
Throughout this article we will use the following consequence of Lemma 2.3 (see

[6, Lemma 4.6]):
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1684 M. Björklund, T. Hartnick

Lemma 2.6 Let G be a lcsc group and � ∈ C (G). Then for all �′ ∈ �� there is an
inclusion (�′)−1�′ ⊂ �−1�. In particular, if � has finite local complexity, then

(�′)−1�′ ⊂ �−1�. �

2.2 Meyerian sets and their characterizations

Throughout this subsection, G denotes a lcsc group. Given subsets X ,Y ⊂ G we
denote by

XY := X · Y := {xy | x ∈ X , y ∈ Y }

their Minkowski product, by X−1 its set of inverses of elements of X , and given k ∈ N

we denote by

Xk = {x1 · · · xk | x1, . . . , xk ∈ X}.

its k-fold Minkowski product. For distinction we will denote the k-fold Cartesian
product of X by X×k .

Definition 2.7 A Delone subset � of a lcsc group G is calledMeyerian if (�−1�)k is
uniformly discrete for all k ∈ N. A Meyerian subset is called a uniform approximate
lattice if it is moreover symmetric (i.e. � = �−1) and contains the identity.

The following characterizations of uniform approximate lattice are established in
[6].

Lemma 2.8 Let G be a lcsc group and let � ⊂ G be a relatively dense subset which
is symmetric and contains the identity. Then � is a uniform approximate lattice if and
only if one of the following mutually equivalent conditions holds:

(m1) �3 is locally finite, i.e. closed and discrete.
(m2) �k is uniformly discrete for all k ≥ 1.
(m3) � is uniformly discrete and there exists a finite subset F ⊂ G such that �2 ⊂

�F. ��
Characterization (m3) ofLemma2.8 relates uniformapproximate lattices to approx-

imate subgroups in the sense of Tao [30]. Recall that a subset � ⊂ G is called an
approximate subgroup if it is symmetric and contains the identity and there exists a
finite subset F ⊂ G such that�2 ⊂ �F . In this terminology, (m3) says that a uniform
approximate lattices is the same as a Delone approximate subgroup (just as a uniform
lattice is the same as a Delone subgroup).

The approximate subgroup property is invariant under many basic constructions
(see e.g. [6,10]). For example images and pre-images of approximate subgroups
under group homomorphisms are again approximate subgroups. While intersections
of approximate subgroups with subgroups need not be approximate subgroups again,
we have the following replacement (see e. g. [10]):
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Lemma 2.9 Let � be a group, let � < � be a subgroup and let � ⊂ � be an
approximate subgroup. Then �2 ∩ � is an approximate subgroup of �.

Proof Let F ⊂ � be finite such that �2 ⊂ F� and set

T := {t ∈ F3 | t� ∩ � �= ∅}.

For every t ∈ T pick an element xt ∈ t� ∩ �. Given t ∈ T and x ∈ t� ∩ � we have
x−1
t x ∈ �2 ∩ �, hence x ∈ xt (�2 ∩ �). This shows that

t� ∩ � ⊂ xt (�
2 ∩ �),

and since �4 ⊂ F3� we deduce that

(�2 ∩ �)2 ⊂ �4 ∩ � ⊂ F3� ∩ � ⊂
⋃

t∈T
t� ∩ � ⊂

⋃

t∈T
xt (�

2 ∩ �)

=
(

⋃

t∈T
xt

)

(�2 ∩ �),

which shows that � is an approximate subgroup of �, since T is finite. ��
We observe that if � is a relatively dense subset of a lcsc group G, then �−1� is

still relatively dense (since it contains a translate of �). It is moreover symmetric and
contains the identity. In particular, � ⊂ G is a Meyerian subset if and only �−1� is a
uniform approximate lattice. This observation together with Proposition 2.8 implies:

Corollary 2.10 Let G be a lcsc group and let � ⊂ G be a Delone set. Then � is
Meyerian if and only if one of the following mutually equivalent conditions holds:

(M1) (�−1�)3 is locally finite, i.e. closed and discrete.
(M2) (�−1�)k is uniformly discrete for all k ≥ 1.
(M3) �−1� is uniformly discrete and there exists a finite subset F ⊂ G such that

(�−1�)2 ⊂ �−1�F. ��
Meyerian subsets of compactly-generated abelian lcsc groups are calledMeyer sets,

and these admit a long list of additional characterizations (see e.g. [25]), among which
the following are relevant to the present article.

Lemma 2.11 Let A be a compactly-generated abelian lcsc group and let � ⊂ A be
a relatively dense subset. Then � is a Meyer set if and only if one of the following
mutually equivalent conditions holds:

(Me1) � − � is uniformly discrete.
(Me2) � ± � ± · · · ± � is uniformly discrete for any choice of signs.
(Me3) � is uniformly discrete and there exists a finite subset F ⊂ A such that

� − � ⊂ � + F.
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(Me4) � is harmonious, i.e. the subset

̂�ε = {χ ∈ ̂A | ∀ λ ∈ � : |χ(λ) − 1| < ε} ⊂ ̂A (2.1)

is relatively dense for all ε > 0. ��
It is established in [5, Theorem 32] (generalizing results from [6]) that if G is a lcsc

group which contains a Meyerian subset (hence a uniform approximate lattice), then
it is necessarily unimodular. In view of this fact we make the following convention.

Convention 2.12 All lcsc groups in this article are assumed to be unimodular.

2.3 Extensions of lcsc groups

We now introduce some notation concerning group extensions which will be used
throughout this article. We say that (G, N , Q, π, s) is an extension of lcsc groups if
G is a lcsc group, N � G is a closed normal subgroup and Q = G/N , π : G → Q
denotes the canonical projection and s : Q → G is a Borel section, i.e. a Borel
mesurable right inverse to π . Recall from Convention 2.12 that we always implicitly
assume G, N and Q to be unimodular.

Note that the canonical projection π : G → Q always admits a Borel section by
[31, Appendix B]. It will be convenient for us to include a fixed choice of such a section
into our data. We say that the extension (G, N , Q, π, s) is topologically split if s is
continuous. The existence of such a continuous section is equivalent to triviality of
the principal N -bundle G → Q; in particular a continuous sections exists whenever
Q is contractible.

Given an extension of lcsc groups (G, N , Q, π, s) we define

αs : Q → Aut(N ), αs(q)(n) := s(q)ns(q)−1,

βs : Q × Q → N , βs(q1, q2) := s(q1)s(q2)s(q1q2)
−1.

If c : N → Inn(N ) denotes conjugation, then α := αs and β := βs satisfy the Schreier
factor system relations

α(q1) ◦ α(q2) = c(β(q1, q2)) ◦ α(q1q2), (2.2)

β(q1, q2)β(q1q2, q3) = α(q1)(β(q2, q3))β(q1, q2q3). (2.3)

Under the mutually inverse Borel isomorphisms

ι : N × Q → G, (n, q) �→ ns(q)

and ι−1 : G → N × Q, g �→ (gs(π(g))−1, π(g))

multiplication on G get intertwined with a multiplication on N × Q which is given
by

(n1, q1)(n2, q2) = (n1αs(q1)(n2)βs(q1, q1), q1q2) (n1, n2 ∈ N , q1, q2 ∈ Q).
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Conversely, let Q, N be lcsc groups. If α : Q → Aut(N ) and β : Q × Q → N
satisfy the Schreier factor system relation (2.2) and (2.2) and both β and the map
Q × N → N , (q, n) �→ α(q)(n) are Borel measurable, then Q × N becomes a group
under the multiplication

(n1, q1)(n2, q2) = (n1α(q1)(n2)β(q1, q1), q1q2) (n1, n2 ∈ N , q1, q2 ∈ Q),(2.4)

and there is a unique lcsc group topology on Q × N whose associated Borel structure
agrees with the product Borel structure. We denote the resulting lcsc group by N ×α,β

Q. Thus if (G, N , Q, π, s) is an extension of lcsc groups, then G is Borel isomorphic
to N ×αs ,βs Q, and if the extension is topologically split, then this isomorphism is
moreover a homeomorphism.

In the sequel, (G, N , Q, π, s) will always denote an extension of lcsc groups. We
will always tacitly identify G with N ⊕αs ,βs Q. If � ⊂ G is a subset, then for every
δ ∈ � := π(�) we define the fiber of � over δ by

�δ := N ∩ �s(δ)−1 = {x ∈ N | xs(δ) ∈ �} (2.5)

Then, under the identification G ∼= N ⊕αs ,βs Q, we have

� =
⋃

δ∈�

�δ × {δ}, (2.6)

Moreover, for every δ ∈ �2 we have

�2
δ =

⋃

{(δ1,δ2)∈�×�|δ=δ1δ2}
�δ1αs(δ1)(�δ2)βs(δ1, δ2). (2.7)

We say that N ×α,β Q is untwisted if α is the trivial homomorphism; in this case we
also write N ×β Q := N ×α,β Q. Similarly, the extension (G, N , Q, π, s) is called
untwisted if αs is trivial; it is called abelian, if N is an abelian subgroup of G. An
abelian extension is untwisted iff N is contained in the center of G; it is then called
a central extension. If the extension (G, N , Q, π, s) is abelian (respectively central),
then we will usually denote the normal subgroup N by A (respectively Z ).

If (G, Z , Q, π, s) is a central extension, then we usually write Z additively; then
multiplication on Z ×β Q is given by

(z1, q1)(z2, q2) = (z1 + z2 + β(q1, q2), q1q2) (z1, z2 ∈ Z , q1, q2 ∈ Q). (2.8)

In view of unimodularity of Z , Q and G this implies that if mZ and mQ denote Haar
measures on Z and Q respectively, then a Haar measure on G = Z ×β Q is given by

mG = mZ ⊗ mQ . (2.9)

In the sequel, when dealing with central extensions, we will always assume that Haar
measures mZ , mQ and mG have been chosen in this way. From (2.8) we also deduce
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that

(z, q)−1 = (−z − β(q, q−1), q−1) (z ∈ Z , q ∈ Q). (2.10)

If the section s : Q × Q → Z is symmetric and s(e) = e then βs(e, q) = βs(q, e) =
0. Moreover, (z, q)−1 = s(q)−1z−1 = z−1s(q−1) and hence (z, q)−1 = (−z, q).
Comparing this to (2.10) we deduce that βs(q, q−1) = 0. Thus if s is a symmetric
section with s(e) = e, then

βs(e, q) = βs(q, e) = βs(q, q−1) = 0 (q ∈ Q). (2.11)

3 Extensions aligned to aMeyerian set

3.1 Characterizations of aligned extensions

Consider a uniform lattice � in R
n and let R

n = V ⊕ W be a decomposition of R
n .

Denote by π : R
n → V the projection along W . For almost all choices of V and

W (with respect to the unique invariant measure classes on the corresponding Grass-
mannians), the projection π(�) will be dense in V and the fibers will be singletons.
One then says that � is in general position with respect to the splitting R

n = V ⊕ W .
However, for special choices of V and W the projection will again be a uniform lat-
tice, and all fibers will be translates of a uniform lattice. We then say that � and the
extension W → R

n → V are aligned. More generally we define the following.

Definition 3.1 Let (G, N , Q, π, s)be an extension of lcsc groups and let�be aDelone
set in G. We say that � and π are aligned if � := π(�) ⊂ Q is a Delone set in Q.
If � and π are aligned we also say that � is π -aligned or that π is aligned with � or
that N is aligned with �.

Definition 3.2 Let G be a lcsc group. A normal subgrop N is universally aligned if it
is aligned with any Meyerian subset of G.

Clearly, R
n does not admit any non-trivial universally aligned normal subgroups

(since no subspace is aligned with respect to an arbitrary uniform lattice), hence
the existence of universally aligned normal subgroups is a non-abelian phenomenon.
We will construct examples of universally aligned normal subgroups in nilpotent Lie
groups below, after establishing various different characterizations of alignment which
are summarized in the following theorem.

Theorem 3.3 (Characterizations of alignment) Let (G, N , Q, π, s) be an extension of
lcsc groups and � ⊂ G be a uniform approximate lattice and � := π(�). Then the
following are equivalent.

(i) There exists δ ∈ � such that the fiber �δ is relatively dense.
(ii) There exists a relatively dense subset � ⊂ � such that for every δ ∈ � the fiber

�δ is relatively dense.
(iii) � is π -aligned, i.e. the projection � is uniformly discrete.

123



Spectral theory of approximate lattices... 1689

(iv) There exists δ ∈ � such that the fiber �δ is Meyerian.
(v) There exists a relatively dense symmetric subset � ⊂ � such that for every

δ ∈ � the fiber �δ is Meyerian.
(vi) The projection � is a uniform approximate lattice.

We observe that Proposition 1.1 is contained in Theorem 3.3.

Remark 3.4 (Meyerian sets vs. uniform approximate lattices) The theorem does not
apply directly to Meyerian sets wich are not symmetric, but if �o ⊂ G is a Meyerian
subset, then we can apply the theorem to the associated uniform approximate lattice
� := �−1

o �o. We claim that if π is aligned with �, then it is aligned with �o, hence
in particular π is universally aligend iff it is aligned with every uniform approximate
lattice in G. To prove the claim we first observe that π(�o) is always relatively dense,
since if G = �oK with K compact, then Q = π(�o)π(K ) and π(K ) is compact.
Now if π is aligned with �, then π(�) is a uniform approximate lattice, hence if
k ∈ N, then (π(�o)

−1π(�o))
k = π(�)k is uniformly discrete for all k ∈ N. Then

also π(�o) is uniformly discrete, hence Delone, and it is Meyerian by (M2) from
Lemma 2.10.

Remark 3.5 Some of the implications in Theorem 3.3 are immediate:

• Firstly, the implications (ii)⇒(i), (v)⇒(iv)⇒(i) and (vi)⇒(iii) hold by definition.
• Secondly, the image of an approximate subgroup under a group homomorphism
is always an approximate group. Moreover, if � is relatively dense in G, then � is
relatively dense in Q by the argument in Remark 3.4. In view of Characterization
(m3) from Lemma 2.8 this shows that (iii)⇔(vi).

• Dually one can observe that if � ⊂ G is uniformly discrete, then the fibers �δ are
uniformly discrete for all δ ∈ π(�). Indeed, if there are xn �= yn ∈ �δ such that
x−1
n yn → e, then, by definition, xns(δ), yns(δ) ∈ � and

(xns(δ))
−1yns(δ) = s(δ)−1x−1

n yns(δ) → s(δ)−1es(δ) = e,

contradicting uniform discreteness of �. Now if � is Meyerian, then (�−1�)k is
uniformly discrete for all k ∈ N, hence so is (�−1�)k ∩ N = ((�−1�)k)e by the
previous argument. It thus follows from (2.5) that for all δ ∈ �,

(�−1
δ �δ)

k ⊂ ((�s(δ)−1)−1�s(δ)−1)k ∩ N = s(δ)((�−1�)k ∩ N )s(δ)−1,

which shows that (�−1
δ �δ)

k is uniformly discrete. We thus see from Characteriza-
tion (M2) from Lemma 2.10 that a fiber�δ is Meyerian if and only if it is relatively
dense. This shows that (i)⇔(iv) and (ii)⇔(v).

We are thus left with proving the implications (i)⇒(iii) and (iii)⇒(ii).

As far as the implication (i)⇒(iii) is concerned, it is a special case of the following
more general observation. Here a subset of a lcsc group G is called locally finite if it is
discrete and closed. Every uniformly discrete set has this property, and hence powers
of approximate lattices have this property by Characterization (m2) from Lemma 2.8.
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Proposition 3.6 Let � ⊂ G be a subset such that �−1�2 ⊂ G is locally finite and let
� := π(�). Assume that for some δ ∈ � the fiber �δ is relatively dense in N. Then
� is uniformly discrete.

Proof Let Kδ ⊂ N be compact such that N = �δKδ and λk, μk ∈ � such that
π(λk)

−1π(μk) → e. There then exist nk ∈ N such that λ−1
k μknk → e. Write

nk = ξkuk where ξk ∈ �δ and uk ∈ Kδ . Then ξks(δ) ∈ � and hence

(λ−1
k μkξks(δ))(s(δ)

−1uk) = λ−1
k μknk → e.

Since s(δ)−1uk ∈ s(δ)−1Kδ , we may assume by passing to a subsequence that
s(δ)−1uk converges to some g ∈ G, and hence

αk := λ−1
k μkξks(δ) → g−1.

Now, by definition, αk ∈ �−1�2, which is locally finite. Thus for all sufficiently large
k we have αk = g−1, and since ξk ∈ N we deduce that

π(λk)
−1π(μk) = π(g−1)δ−1.

Since π(λk)
−1π(μk) → e we have π(g−1)δ−1 = e, and hence π(λk) = π(μk) for

all sufficiently large k. Thus e is not an accumulation point of �−1�, and hence � is
uniformly discrete by Remark 2.1. ��

We mention in passing that, unlike Theorem 3.3, Proposition 3.6 also applies to
Meyerian sets which are not symmetric:

Corollary 3.7 Let � ⊂ G be Meyerian and let � := π(�). Assume that for some
δ ∈ � the fiber �δ is relatively dense in N. Then � = π(�) is Meyerian.

Proof Consider � := �−1�. Since � is a uniform approximate lattice, �−1�2 is
locally finite. If � has a relatively dense fiber, then � has a relatively dense fiber. It
thus follows from the lemma that π(�) is uniformly discrete, and since� is contained
in a translate of π(�), we deduce that it is uniformly discrete as well, henceMeyerian.

��
At this point we have completed the proof of Theorem 3.3 except for the implication

(iii)⇒(ii), which will be proved in the next subsection using dynamical tools. Before
we turn to this proof, let us discuss a possible strengthening on Condition (ii) of the
theorem. Given a Delone set� ⊂ G with projection� := π(�) and R > 0 we define

�(R) := {δ ∈ � | �δ is R-relatively dense in N }.

Condition (ii) says that
⋃

�(R) is relatively dense in Q. We say that � has R-large
fibers if �(R) is relatively dense in Q for some fixed R > 0.
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Corollary 3.8 (Large aligned approximate lattices) Let (G, N , Q, π, s) be a measur-
ably split extension and let �,�′ be uniform approximate lattices in G such that
�2 ⊂ �′. Then � is π -aligned if and only if �′ is π -aligned, and in this case there
exists R > 0 such that�′

e is R-relative dense and�′ has R-large fibers. In particular,
if � is a uniform approximate lattice, and �2 is π -aligned, then the identity fiber �2

e
is a uniform approximate lattice in N.

Proof Let � := π(�) and �′ := π(�′). If �′ is π -aligned, then �′ is uniformly
discrete. Since �′ contains a translate of �, it follows that � is uniformly discrete,
hence� is π -aligned. Conversely, if� is π -aligned, then� contains a relatively dense
fiber. It follows that �2 and hence �′ contain a relatively dense fiber as well. This
shows that �′ is π -aligned. We have thus established that � is π -aligned if and only
if �′ is π -aligned.

Now let� ⊂ � as in Condition (ii) of Theorem 3.3 and let δo ∈ �. Pick R > 0 such
that �δo is R-relatively dense. Then for every δ ∈ � we have a chain of inclusions

(�δo s(δo))(�δs(δ)) ⊂ �2
δoδ

s(δoδ) ⊂ �′
δoδ

s(δoδ),

i.e. �′
δoδ

contains a translate of �δo . Thus if we define �(2) := δo� ⊂ �′, then for

every θ ∈ �(2) the fiber�′
θ is R-relatively dense. Now the set�(2) is relatively dense,

since� is, and it contains the identity since� is symmetric and thus e = δoδ
−1
o ∈ �(2).

This finishes the proof. ��
Many natural examples of uniform approximate lattices contain the square of a

uniform approximate lattices. For example, this is true for the class of model sets
discussed in Sect. 4.1 below, since every model set contains the square of a model
set associated with the same cut-and-project scheme, but with smaller window. How-
ever, it is not the case that every uniform approximate lattice contains the square of
a uniform approximate lattice. The answer is negative, even in R (despite the fact
that every uniform approximate lattice in R is a subset of a model set), but explicit
counterexamples are hard to come by.

Example (A uniform approximate lattice in R not containing a square) As far as we
know, Kříž [19, Proposition 33] was the first to construct, albeit in a very different
language, a uniform approximate lattice � in R which does not contain any set of the
form B− B, where B ⊂ R is relatively dense. In particular, such� cannot contain the
square of a uniform approximate lattice. Since the translation between Kříž’ language
and ours is not immediate, we take some time here to explain the connection.

We say that a set P ⊂ Z is density intersective if P ∩ (A− A) �= ∅ for every subset
A ⊂ Nwith positive upper asymptotic density, andwe say that R ⊂ Z is chromatically
intersective if R∩(B−B) �= ∅ for every relatively dense subset B ⊂ Z. Every density
intersective set is chromatically intersective, but the converse is not true: As explained
in [23, Sect. 3.3], Kriz’ Theorem (which is stated in graph-theoretical terms in his
paper) implies that there exists a chromatically intersective set R, which is not density
intersective. Let us fix a set A ⊂ Z with positive upper asymptotic density such that
R ∩ (A − A) = ∅, and define � := A − A. By a result of Følner [13], the set � is
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relatively dense in Z, and thus in R. Since it is symmetric and contains the identity,
� is an approximate lattice in R. We claim that � does not contain a set of the form
B − B, where B ⊂ R is relatively dense. Indeed, if it did, then B must clearly be a
relatively dense subset of Z. However, since R is chromatically intersective,

∅ �= R ∩ (B − B) ⊂ R ∩ � = ∅,

which is a contradiction.

3.2 Killing inessential fibers

The purpose of this subsection is to complete the proof of Theorem 3.3 by establish-
ing the remaining implication (iii)⇒(ii). Throughout this subsection we denote by
(G, N , Q, π, s) an extension of lcsc groups. Given a subset � ⊂ G with projection
� := π(�) we define the essential and inessential part of � by

�ess := {δ ∈ � | �δ ⊂ N relatively dense} and �iness := �\�ess.

Fibers over points in �ess and �iness are called essential and inessential fibers respec-
tively.

Lemma 3.9 (Killing inessential fibers) Let � ⊂ G be a non-empty subset such that
� := π(�) is discrete and let δo ∈ �iness. Then there exists a sequence (nk) in N
with the following properties:

(i) nk� converges to some �′ ∈ ��.
(ii) π(�′) ⊂ �\{δo}.
(iii) If for some R > 0 and δ ∈ � the fiber �δ is R-relatively dense in N, then so is

�′
δ .

Proof Since �δ0 is not relative dense in N we can find for every R > 0 and element
aR ∈ N such that BR(aR) ∩ �δo = ∅. Then a−1

R �δo ∩ BR(e) = ∅ and hence
a−1
R �δo → ∅ in C (N ). Since C (G) is compact, we can find a sequence of radii Rk

such that a−1
Rk

� converges to some �′ in C (G). We fix such a sequence once and for

all and set nk := a−1
Rk

. Then the sequence (nk) satisfies (i), and we will show that it
also satisfies (ii) and (iii). Indeed we have

� =
⋃

δ∈�

�δ × {δ} ⇒ nk .� =
⋃

δ∈�

(nk .�δ) × {δ}

and we claim that

�′ :=
⋃

δ∈�

�′
δ × {δ}, where �′

δ = lim
k→∞ nk�δ.

This claim implies (ii), since nk�δo = a−1
Rk

�δo → ∅, and also (iii), since being
R-relatively dense is a closed property in the Chabauty-Fell topology.
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To prove the claim we recall that by Lemma 2.3 the assumption nk� → �′ is
equivalent to the two conditions

(nk j ∈ Nk j , (tk j , δ jk ) ∈ �, nk j (tk j , δk j ) → (t, δ)) ⇒ (t, δ) ∈ �′,
∀(t, δ) ∈ �′ ∃(tk, δk) ∈ � : nk(tk, δk) → (t, δ).

Now we use the fact that for all n ∈ N we have π(n�) = π(�) = � and that
� is discrete. The condition nk j (tk j , δk j ) → (t, δ) thus implies that nk j δk j = δ for
sufficiently large j and in particular δ ∈ �. We may thus restate the first condition as

(nk j ∈ Nk j , tk j ∈ �δ, nk j tk j → t) ⇒ t ∈ �′
δ,

Similarly, using again discreteness of �, we can reformulate the second condition as

∀t ∈ �′
δ ∃tk ∈ �δ : nktk → t .

Appealing again to Lemma 2.3 we deduce that nk�δ → �′ as claimed. ��
Corollary 3.10 (Fibrocide lemma) Let � ⊂ G be a non-empty countable subset such
that � := π(�) is discrete. Then there exists a sequence (nk) in N with the following
properties:

(i) nk� converges to some �′ ∈ ��.
(ii) π(�′) = �ess.
(iii) For every δ ∈ �ess the fiber �′

δ is relatively dense in N.

Proof We fix an enumeration of the countable set �iness, say �iness = {δ1, δ2, . . . }
and for δ ∈ �ess we choose Rδ > 0 such that�δ is R-relatively dense. Inductively we
are going to produce sets �(0), �(1), �(2), · · · ∈ �� with the following properties:

(1) �(n) ∈ N .� ⊂ ��.
(2) π(�(n)) ⊂ � = �ess ∪ �iness.
(3) π(�(n)) = �ess ∪ {δn+1, δn+2, . . . }.
(4) �

(n)
δ is Rδ-relatively dense for all δ ∈ �ess and n ∈ N.

For this we first set�(0) := �; then (1)–(4) hold for n = 0 by definition. Now assume
that�(0), �(1), . . . , �(r) have been constructed and satisfy (i)-(iii). By Lemma 3.9 we
find a sequence (n(r)

k ) in N such that n(r)
k �(r) → �(r+1) with π(�(r+1)) ∩ �iness ⊂

{δr+2, . . . } and such that �
(r+1)
δ is Rδ-relatively dense for all δ ∈ �ess. Now �(r+1)

satisfies (1) by construction, and hence also satisfies (2). Since also (4) holds by
construction, we then have

π(�(r+1)) = (π(�(r+1)) ∩ �ess) ∪ (π(�(r+1)) ∩ �iness)

= �ess ∪ (π(�(r+1)) ∩ �iness).

and hence (3) follows from π(�(r+1))∩�iness ⊂ {δr+2, . . . }, finishing the induction.
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By compactness of N .� a subsequence (�(nk )) of (�(n)) converges to some �′ ∈
N .� and by discreteness of � we have (as in the proof of Lemma 3.9)

�
(nk )
δ → �′

δ for all δ ∈ �.

If δ ∈ �iness, then we deduce from (3) that�′
δ = ∅, which establishes (ii). If δ ∈ �ess,

then all of the sets �
(nk )
δ are Rδ-relatively dense, hence also �′

δ is Rδ-relatively dense.
This establishes (iii) and finishes the proof. ��

Using fibrocide we can now complete the proof of Theorem 3.3.

Proof of Theorem 3.3 Only the implication (iii)⇒(ii) remains to be proved. Assume
for contradiction that � is discrete, but that �ess is not relatively dense in Q. Then by
Corollary 3.10 there exist nk ∈ N such that nk� converges in C (G) to some �′ with
π(�′) = �ess not relatively dense in Q. On the other hand, if R > 0 is chosen such
that � is R-relatively dense in G, then each of the translates nk� is also R-relatively
dense in G, and hence the limit �′ is R-relatively dense in G. This implies that π(�′)
is relatively dense in Q, which is a contradiction. ��

3.3 A fiber dichotomy for one-dimensional extensions

We conclude this section by a lemma concerning fibers of Meyerian sets in one-
dimensional extensions. Note that if� is a uniform lattice inR

n and V is a codimension
one subspace of R

n , then any projection of � onto V either is aligned, or otherwise all
of the fibers are singletons. We can generalize this observation to our setting by using
the following observation of Fish [12, Prop. 3.1].

Lemma 3.11 (Fish) Let � ⊂ R be a discrete approximate subgroup. Then � is rela-
tively dense in R if and only if it is infinite. ��

Using this lemma we can show that when projecting uniform approximate lattices
along one-dimensional extensions either all fibers are uniformly finite, or a lot of fibers
are infinite.

Proposition 3.12 (Fiber dichotomy forR-extensions)Let (G, N , Q, π, s) be an exten-
sion of lcsc groups with N ∼= R and let � ⊂ G be a uniform approximate lattice.
Then exactly one of the following two alternatives hold:

(1) � is π -aligned, and hence the fiber over a relatively dense subset of π(�) are
relatively dense in N.

(2) For every fixed k ∈ N the fibers of �k are uniformly finite.

Proof Let � := π(�). We first observe that

(�2k)e ⊃
⋃

δ∈�k

(�k)δs(δ)
−1(�k)δ−1)s(δ),

and hence if the fibers of �k are not uniformly finite, then the identity fiber (�2k)e
of �2k is infinite. In this case �2k

e = (�k)2 ∩ N is an infinite discrete approximate
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subgroup of N ∼= R by Lemma 2.9, and hence relatively dense in N by Lemma 3.11.
By Theorem 3.3 this implies that π(�k) is uniformly discrete, and hence π(�) is
uniformly discrete, which shows that � is π -aligned. This shows that (1) holds when-
ever (2) fails. By Theorem 3.3, (1) implies that � has a relatively dense fiber, hence
an infinite fiber, which excludes (2), showing that exactly one of the two alternatives
holds. ��

4 Examples of alignedMeyerian sets

4.1 Alignedmodel sets

An important class of examples of Meyerian sets is given bymodel sets in lcsc groups
[6,24]. We briefly recall the definition; we warn the reader that the terminology varies
in the literature.

Definition 4.1 Let G and H be lcsc groups and denote by πG and πH the coordinate
projections ofG×H , and let� < G×H be a discrete subgroup andW ⊂ G compact.
Then the associated cut-and-project set is

� := �(G, H , �,W ) := πG((G × W ) ∩ �).

The triple (G, H , �) is called a uniform cut-and-project scheme if� is a uniform lattice
which projects injectively to G and densely to H , and W ⊂ H is called a window if it
is compact with non-empty interior. If (G, H , �) is a uniform cut-and-project scheme
and W is a window, then �(G, H , �,W ) is called a model set.

If (G, H , �) is a cut-and-project scheme, then we set �G := πG(�) and �H :=
πH (�); we then define the associated ∗-map τ : �G → H by the relation τ ◦ πG |� =
πH |� , which is well-defined since πG |� is injective. We then have

� := �(G, H , �,W ) = τ−1(W ), �G = 〈�〉, �H = τ(�G) and � = graph(τ ).

Such a description is typically not available for more general cut-and-project sets.

Example Let G := H := R, � := {(a + b
√
2, a − b

√
2) ∈ R × R | a, b ∈ Z} and

W := [−R, R] for some R > 0. Then the associated model set in R is given by

�R = {a + b
√
2 ∈ R | a, b ∈ Z, |a − b

√
2| ≤ R}. (4.1)

The associated ∗-map is given by Galois conjugation τ : Z[√2] → R, a + b
√
2 �→

(a + b
√
2)∗ := a − b

√
2.

Remark 4.2 (Model sets and uniform approxiate lattices) Concerning the relation
between model sets and uniform approximate lattices we observe:

(i) Every model set is a Meyer set, and hence every relatively dense subset of a
model set is a Meyer set [6,24]. For example, the sets�R from (4.1) are uniform
approximate lattices.
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(ii) If (G, H , �) is a uniform cut-and-project scheme andW is a symmetric window
which contains the identity, then the model set�(G, H , �,W ) is symmetric and
contains the identity, hence is a uniform approximate lattice by (i).

(iii) General cut-and-project sets need not be relatively dense, even if � is a uniform
lattice; counterexamples are given by weak model sets like the set of primitive
lattice points in Z

2, cf. [1].
(iv) However, every cut-and-project set is necessarily discrete, and even of finite local

complexity. Indeed, if � = �(G, H , �,W ) is a cut-and-project set

�−1� = πG((G × W ) ∩ �)−1πG((G × W ) ∩ �)

= πG((G × W−1) ∩ �)πG((G × W ) ∩ �)

= πG(((G × W−1) ∩ �)((G × W ) ∩ �))

⊂ πG(((G × W−1)(G × W )) ∩ �)

⊂ πG((G × W−1W ) ∩ �),

and hence for every compact subset K ⊂ G we have

�−1� ∩ K ⊂ πG((G × W−1W ) ∩ �) ∩ K ⊂ πG((K × W−1W ) ∩ �),

which is finite since K × W−1W is compact and � is locally finite, since it is
discrete and a subgroup.

(v) In the generality of lcsc groups it is not known whether every uniform approxi-
mate lattice is a relatively dense subset of a model set [6, Problem 1].

In the compactly-generated abelian case, the following is a famous theorem of
Meyer [24].

Theorem 4.3 (Meyer embedding theorem) Every Meyer set (in particular, every uni-
form approximate lattice) in a compactly-generated lcsc abelian group can be realized
as a relatively dense subset of a model set. ��

This was recently extended to the case of connected nilpotent Lie groups by
Machado [22, Cor. 1.2]:

Theorem 4.4 (Machado embedding theorem) Every uniform approximate lattice in
a connected nilpotent Lie group G can be realized as a relatively dense subset of a
model set.

Remark 4.5 Actually, Machado establishes several more refined results in [22]. We
need the following version (which is contained in [22, Thm. 1.1]) below: If G is 1-
connected and � ⊂ G is a uniform approximate lattice, then � ⊂ �(G, H , �,W ),
where H is a 1-connected nilpotent Lie group, � is a uniform lattice in G × H and
W ⊂ H is a window. If we insist that H be 1-connected, then we cannot ensure that
� projects densely to H (even if G and � are abelian), so in general �(G, H , �,W )

will not be a model set, but we will not need this property anyway.

Questions about alignment of model sets to a given projection can sometimes be
reduced to questions about alignment of the underlying lattice.
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Proposition 4.6 (Alignment of model sets vs. alignment of lattices) Let (G, H , �)

be a cut-and-project scheme, and let π : G → G and π ′ : H → H be surjective
morphisms of topological groups. If � is (π × π ′)-aligned, then for every window W
the model set � = �(G, H , �,W ) is π -aligned.

Proof Denote by πG, πH (respectively πG, πH ) the factor projections of G × H
(respectively G × H ). By assumption, � := (π × π ′)(�) is a discrete subgroup of
G × H . Moreover, since W is compact, the set W := π ′(W ) is also compact. Since
the diagram

G × H
πG

π×π ′

G

π

G × H
πG

G

commutes we deduce that

π(�) = π(πG((G × W ) ∩ �)) = πG((π × π ′)((G × W ) ∩ �))

⊂ πG((π × π ′)(G × W ) ∩ (π × π ′)(�)) = πG((G × W ) ∩ �).

Now πG((G × W ) ∩ �) = �(G, H , �,W ) is a cut-and-project set, hence uniformly
discrete by Remark 4.2. It thus follows that π(�) is uniformly discrete, i.e. � is
π -aligned. ��
Remark 4.7 The proof of Proposition 4.6 actually shows that if� is a subset of amodel
set associated with the cut-and-project scheme (G, H , �), then π(�) is a subset of a
cut-and-project set associated with the cut-and-project scheme (G, H ,W ).

4.2 Nilpotent Lie groups and universally aligned towers

We now apply Proposition 4.6 to the special case of uniform approximate lattices in
nilpotent Lie groups (see Appendix A for background and notation). We are going to
show:

Theorem 4.8 (Centers of 1-connected nilpotent Lie groups are universally aligned)
The center Z(G) of a 1-connected nilpotent Lie group G is universally aligned.

Remark 4.9 (i) For Theorem 4.8 to hold, it is crucial that we divide by the full center
of the group G. If Z is merely a central normal subgroup of G, then the image
of a Meyerian subset of G in G/Z need not be Meyerian. If G is abelian, it can
even be dense.

(ii) If � ⊂ G is an approximate lattice, then also �2 is an approximate lattice in G,
and Theorem 4.8 implies that both � and �2 are π -aligned. With Theorem 3.3
and Corollary 3.8 we conclude that � = π(�) and �2

e are approximate lattices
in Q and N respectively and that there exists R > 0 such that �2

e is R-relative
dense and �2 has R-large fibers.
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Theorem 4.8 is a consequence of Proposition 4.6, Theorem 4.4 and the following
standard observation concerning lattices in nilpotent Lie groups.

Proposition 4.10 Let G be a 1-connected nilpotent Lie group with center Z(G) and
let π : G → G/Z(G). Then every uniform lattice � ∩ Z(G) is π -aligned, and π(�)

is a uniform lattice in G/Z(G).

Proof By [26, Prop. 2.17] the intersection � ∩ Z(G) is a uniform lattice in Z(G). It
then follows from Characterization (i) of Theorem 3.3 (applied with δ := e) that � is
π -aligned. ��
Proof of Theorem 4.8 By the results of Machado mentioned in Remark 4.5 we can find
a 1-connected nilpotent Lie group H , lattice � < G × H and window W ⊂ H such
that � ⊂ �(G, H , �,W ). Since the center of G × H is given by Z(G × H) =
Z(G) × Z(H), it follows from Proposition 4.10 that the lattice � is aligned to the
projection G × H → G/Z(G) × H/Z(H). It thus follows from Proposition 4.6
(applied toG := G/Z(G) and H := H/Z(H)) that�(G, H , �,W ) is Z(G)-aligned.
Consequently, if π : G → G/Z(G) denotes the canonical projection, then π(�) ⊂
π(�,G, H ,W ) is uniformly discrete, i.e. � is Z(G)-aligned as well. ��

The construction in Theorem4.8 can of course be iterated. To discuss such iterations
we introduce the following terminology.

Definition 4.11 Let G1, . . . ,Gn+1 be 1-connected nilpotent Lie groups and for every
j ∈ {1, . . . , n} let A j�G j be a non-trivial closed abelian normal subgroup.We say that
(G1, . . . ,Gn+1) is an abelian tower for G1 if Gn+1 is abelian and G j+1 = G j/A j

is abelian for all j = 1, . . . , n. This abelian tower is called a characteristic tower
(respectively a central tower) if A j is characteristic (respectively central) in G j for
every j ∈ {1, . . . , n}.
Example Let G be an arbitrary nilpotent Lie group. Define G1 := G, G2 :=
G1/Z(G1), G3 := G2/Z(G2) etc. until you reach an abelian group Gn+1. Since
G1, . . . ,Gn+1 are 1-connected by Remark A.1, this defines a characteristic central
tower for G called the maximal central tower.

If G = G1, . . . ,Gn+1 is an abelian tower for G and 1 ≤ j < k ≤ n + 1, then we
denote by πk

j : G j → Gk the canonical projections.

Definition 4.12 Let G be a 1-connected nilpotent Lie group and let � ⊂ G be Mey-
erian. We say that an abelian tower (G1, . . . ,Gn+1) for G is aligned with � if all
of the projections (πk

1 )1<k≤n+1 are aligned with �. We say that (G1, . . . ,Gn+1) is
universally aligned if it is aligned with every uniform approximate lattice � ⊂ G.

Remark 4.13 If (G1, . . . ,Gn+1) is an abelian tower aligned with �, then by Char-
acterization (vi) of Theorem 3.3 the iterated projections � j := π

j
1 (�) are uniform

approximate lattices for all j = {1, . . . , n + 1} which satisfy

πk
j (� j ) = �k for all 1 ≤ j < k ≤ n + 1.
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In particular, �n+1 is a Meyer set in the abelian group Gn+1, and the uniform lattice
�n inGn projects to�n+1 and has a relatively dense set of fibers which areMeyer sets
in the abelian group An . More generally, for all j ∈ {1, . . . , n} the approximate lattice
� j projects to � j+1 and has a relatively dense set of fibers which are Meyer sets in
the abelian group A j . Thus if � admits an aligned tower, then it can be constructed
starting from a Meyer set in an abelian group by iterated extensions, in which most
fibers are again Meyer sets.

Corollary 4.14 (Existence of universally aligned towers) Every 1-connected nilpotent
Lie group G admits a universally aligned characteristic central tower. In fact, the
maximal central tower is universally aligned.

Proof LetG be a 1-connected nilpotent Lie group and denote by (G = G1, . . . ,Gn+1)

it maximal central tower is universally aligned. Furthermore, let� = �1 be a uniform
approximate lattice in G = G1 and for 1 < k ≤ n+1 set�k := πk

1 (�). We then have
to show that �2, . . . , �n+1 are uniform approximate lattices. For this we observe that
�k+1 = πk+1

k (�k), whereπk+1
k : Gk → Gk/Z(Gk)denotes the canonical projection,

which is universally aligned byTheorem4.8. Since�1 is a uniform approximate lattice
inG1 andπ2

1 us universally aligned,we deduce that�2 is a uniformapproximate lattice
inG2. Inductively we then see that�2, . . . , �n+1 are uniform approximate lattice and
hence the maximal central tower is universally aligned. ��

Let us mention that the maximal central tower is not the only universally aligned
characteristic abelian tower in G. The following curious example will be discussed in
Appendix B below.

Example Given a 1-connected nilpotent Lie group G we define

A[G] :=
{

Z(G), if G is 2-step nilpotent,
Z(CG([G,G])), if G is at least 3-step nilpotent.

Then A[G] is a closed connected characteristic abelian subgroup of G, and hence
G/A[G] is 1-connected (see Remark A.1 and Lemma B.3). We thus obtain a charac-
teristic abelian tower for G by setting G1 := G, G2 := G1/A[G1], G3 := G2/A[G2]
etc. We will show in Appendix B that this tower is also universally aligned (but not
central), and this proof does not use the Machado embedding theorem (Theorem 4.4).

When we started working on approximate lattices in nilpotent Lie groups, the
Machado embeddding theorem and Corollary 4.14 were not yet available, and much
of the theory below was developed with the tower from the previous example in mind.
Nevertheless wewill workwith themaximal central tower below, since it is technically
convenient to work with central extensions only.

4.3 Split uniform approximate lattices and symplectic products

We now provide some further examples of centrally aligned uniform approximate
lattices, which are not a priori assumed to be subsets of model sets. Throughout this
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subsection let (G, Z , Q, π, s) be a central extension with associated cocycle β = βs :
Q × Q → Z . Given subset � ⊂ Z and � ⊂ Q we denote their Cartesian product
by � ⊕β � ⊂ Z ⊕β Q. Under our standing identification of G with Z ⊕β Q this
corresponds to the subset �s(�) ⊂ G. We want to find conditions on � and � under
which � := � ⊕β � is Meyerian or a uniform approximate lattice and aligned to π .

Definition 4.15 Auniform approximate lattice� ⊂ G is called a split uniformapprox-
imate lattice if it is π -aligned and of the form � = � ⊕β � for subsets � ⊂ Z and
� ⊂ Q.

There is an obvious necessary condition on � and � for � to be π -aligned.

Lemma 4.16 (Necessary condition) If � = � ⊕β � is a split uniform approximate
lattice in G, then � and � are uniform approximate lattices in Z and Q respectively.

Proof If � = � ⊕β �, then by construction π(�) = � and for all δ ∈ � we have
�δ = �s(δ)−1. Thus if � is a π -aligned uniform approximate lattice, then � has to
be a uniform approximate lattice and �s(δ)−1 has to be Meyerian for some δ ∈ �.
The latter implies that � is Meyerian, and hence a uniform approximate lattice, since
� = �e is symmetric and contains the identity. ��
Remark 4.17 From the proof of Lemma 4.16 we see that if � is split, then all of its
fibers are translates of each other, hence they are all R-relatively dense for the same
R > 0.

Towards sufficient conditions for split uniform approximate lattices we observe:

Lemma 4.18 If � ⊂ Z and � ⊂ Q are relatively dense, then � := � ⊕β � is
relatively dense in G, and if � and � are uniformly discrete, then � is uniformly
discrete.

Proof Assume that there exist compact subsets KZ ⊂ Z and KQ ⊂ Q such that
Z = �KZ and Q = �KQ . Given (z, q) ∈ G we choose δ ∈ � and k2 ∈ KQ

such that q = δk2 and ξ ∈ � and k1 ∈ KZ such that ξ + k1 = z − β(δ, k2). Then
(ξ, δ)(k1, k2) = (ξ + k1 +β(δ, k2), δk2) = (z, q), which shows that �(K1 ⊕β K2) =
G. This proves the first statement; for the second statement assume that � and � are
uniformly discrete, let ξn, ξ ′

n ∈ �, δn, δ′
n ∈ � and assume that (ξn, δn)(ξ ′

n, δ
′
n)

−1 → e.
By (2.10) we have

(ξn, δn)(ξ
′
n, δ

′
n)

−1 = (ξn, δn)(−ξ ′
n − β(δ′

n, (δ
′
n)

−1), (δ′
n)

−1)

= (ξn − ξ ′
n − β(δ′

n, (δ
′
n)

−1 + β(δn, (δ
′
n)

−1), δn(δ
′
n)

−1) −→ (0, e)

Since � is uniformly discrete, considering the second coordinate yields δn = δ′
n for

all sufficiently large n, hence the first coordinate implies that ξn − ξ ′
n → 0, which

by uniform discreteness of � yields ξn = ξ ′
n for sufficiently large n. This finishes the

proof. ��
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It thus follows from Characterization (m1) from Lemma 2.8 that � = � ⊕ � is a
π -aligned uniform approximate lattice if and only if� and� are uniform approximate
lattices and �3 is locally finite. Now if ξi ∈ � and δi ∈ �, then

3
∏

i=1

(ξi , δi ) = (ξ1 + ξ2 + ξ3 + β(δ1, δ2) + β(δ1δ2, δ3), δ1δ2δ3)

= (ξ1 + ξ2 + ξ3 + β(δ1, δ2δ3) + β(δ2, δ3), δ1δ2δ3).

The second coordinate is contained in �3, which is uniformly discrete. Thus �3 is
uniformly discrete if and only if the set

�3 + {β(δ1, δ2) + β(δ1δ2, δ3) | δ1, δ2, δ3 ∈ �} ⊂ �3 + β(�2,�) + β(�,�)

is uniformly discrete. If β(�2,�) ⊂ �k for some k ∈ N, then this set is contained in
�3+2k , which is uniformly discrete by assumption. This proves:

Proposition 4.19 (Sufficient conditions) If � ⊂ Z and � ⊂ Q are uniform approxi-
mate lattices and β(�2,�) ⊂ �k for some k ∈ N, then � = � ⊕β � is a π -aligned
uniform approximate lattice. ��

We now provide concrete examples of split uniform approximate lattices in 1-
connected 2-step nilpotent Lie groups. We recall from Proposition A.2 that these are
of the form G = Z ⊕β Q where Q and Z are real vector spaces of positive dimension
and β : Q × Q → Z is a non-degenerate, antisymmetric bilinear map. We will
consider G as a central extension of Q by Z and denote by π : G → Q the canonical
projection. If Z = Z(G) is one-dimensional, then β is simply a symplectic form;
for this reason we refer to split uniform-approximate lattices in 1-connected 2-step
nilpotent Lie groups as symplectic products.

By Proposition 4.19 if � ⊂ Z and � ⊂ Q are uniform approximate lattices, then
� ⊕β � is a symplectic product provided β(�2,�) ⊂ �k for some k ∈ N. Since β

is bilinear we have β(�2,�) ⊂ β(�,�) + β(�,�), hence the condition simplifies
to β(�,�) ⊂ �2k .

We can now give a concrete example of a symplectic product in the Heisenberg
group.

Example The three-dimensional Heisenberg group is given by H3(R) = R⊕β R
2 with

underlying symplectic form β((x1, x2), (y1, y2)) := x1y2 − x2y1. If we abbreviate

τ : Z[√2] → R, a + b
√
2 �→ (a + b

√
2)∗ := a − b

√
2,

then by (4.1) for every R > 0 we obtain a uniform approximate lattice in R by

�R = {x ∈ Z[√2] | x∗ ∈ [−R, R]}.

123



1702 M. Björklund, T. Hartnick

Note that for R1, R2 > 0 we have �R1�R2 ⊂ �R1R2 since τ is a ring homomorphism
and thus

|(x1x2)∗| = |x∗
1 | · |x∗

2 | ≤ R1R2 (x1 ∈ �R1, x2 ∈ �R2).

Thus if we choose R1, R2, R3 > 0 arbitrarily and define

� := �R1 × �R2 and � := �R3,

then or all k > 2R1R2/R3 we have β(�,�) ⊂ 2�R1�R2 ⊂ �k . We thus deduce that
� := � ⊕β � is a symplectic product in H3(R). Explicitly,

� =
{

(a3 + b3
√
2, (a1 + b1

√
2, a2 + b2

√
2))

∈ H3(R) | a j , b j ∈ Z,

|a1 − b1
√
2| < R1,

|a2 − b2
√
2| < R2,

|a3 − b3
√
2| < R3

⎫

⎬

⎭

. (4.2)

5 Existence of twisted fiber densities in alignedMeyerian sets

5.1 Asymptotic densities with respect to nice Følner sequences

If N is a lcsc group and � ⊂ N is a locally finite subset, then the lower and upper
asymptotic densities of � with respect to a family (FT ) of subsets of N of positive
Haar measure are defined as

d(�) := lim
T

|� ∩ FT |
mH (FT )

and d(�) := lim
T

|� ∩ FT |
mH (FT )

.

It the two coincide thenwe say that� has an asymptotic densitywith respect to (FT ). In
this section we are going to consider the questions of existence of asymptotic densities
for fibers of an aligned uniform approximate lattices in certain amenable extension of
lcsc groups. The sequences (FT ) we will consider will be special Følner sequences.

Definition 5.1 Let N be an amenable group. A right-Følner sequence (FT ) for N is
called nice provided it satisfies the following properties:

• (FT ) is nested.
• For every K ⊂ N compact there exists TK > 0 such that for all T > 0

FT K ∪ FT K
−1 ⊂ FT+TK . (5.1)

• (FT ) has exact volume growth, i.e. if mN denote a left-Haar measure on N , then
for every T0 > 0 we have

lim
T→∞

mN (FT+T0)

mN (FT )
= 1. (5.2)
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If N ∼= R
n , then Euclidean balls FT := BT (0) form a nice (right-)Følner sequence,

and this is the examplewe aremost interested in. For 1-connected nilpotent Lie groups,
it was established by Breuillard [9] that balls with respect to suitable metrics form
nice right-Følner sequences. We do not know, which other amenable groups admit
nice Følner sequences.

Concerning upper/lower asymptotic densities with respect to nice right-Følner
sequences we observe the following general bounds.

Lemma 5.2 Let N be an amenable lcsc group, let (FT ) be a nice right-Følner sequence
in N and let � ⊂ N be a locally finite subset.

(i) If � is r-uniformly discrete, then d(�) ≤ (mN (Br (e)))−1 < ∞.
(ii) If � is R-relatively dense, then d(�) ≥ (mN (B2R(e)))−1 > 0.

Proof Let us abbreviate �T := � ∩ FT .
(i) By (5.1) we may choose To > 0 such that for all T > 0 we have Nr (�T ) ⊂

FT Br (e) ⊂ FT+To . Since� is r -uniformly discretewehave Nr (�T ) = ⊔

ξ∈�T
Br (ξ).

This implies

mN (Nr (�T )) = |�T | · mN (Br (e)),

and hence

|�T |
mN (FT )

= mN (Nr (�T ))

mN (FT ) · mN (Br (e))
≤ mN (FT+To)

mN (FT )
· 1

mN (Br (e))
.

In view of (5.2) this implies the desired bound.
(ii) By (5.1) we may choose To > 0 such that for all sufficiently large T we

have FT−To BR(e) ⊂ FT . We claim that FT−To ⊂ N2R(�T ); this would imply
mN (FT−To) ≤ |�T | · mN (B2R(e)) and hence

|�T |
mN (FT )

≥ mN (FT−To)

mN (FT )
· 1

mN (B2R(e))
,

which implies the desired bound in view of (5.2). Thus assume for contradiction that
the claim fails. Then for arbitrarily large T we coulde find x ∈ FT−To such that
d(x, ξ) ≥ 2R for all ξ ∈ �T . On the other hand, since� is R-relatively dense we find
η ∈ � such that d(x, η) ≤ R. This implies x−1η ∈ BR(e) and thus η = x(x−1η) ∈
FT−To BR(e) ⊂ FT , hence η ∈ � ∩ FT = �T , a contradiction. ��

5.2 Twisted fiber densities

For the remainder of this section we are going to consider Delone sets� of finite local
complexity which are aligned with a given extension (G, N , Q, π, s) of lcsc groups,
where N is an amenable group which admits a nice right-Følner sequence (FT ) (e.g.
abelian or a 1-connected nilpotent Lie group).We are going to show that generic fibers
of elements of the hull of � have densities with respect to (FT ). In fact, we are going
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1704 M. Björklund, T. Hartnick

to establish a more general result concerning twisted versions of densities along such
Følner sequences. This more general result will play a major role in our study of the
spectral theory of hulls of Meyerian subsets of nilpotent Lie groups below. To state
our result, we denote by Hom(N , T) the space of continuous group homomorphism
from N into the unit circle T ⊂ C

×.

Theorem 5.3 (Existence of twisted asymptotic fiber densities) Let (G, N , Q, π, s) be
an extension of lcsc groups, and assume that N is amenable and admits a nice right-
Følner sequence (FT ). Let� ⊂ G be a π -aligned Delone set of finite local complexity
and assume that there exists a G-invariant probability measure ν� on ��. Then for
every ξ ∈ Hom(N , T) there exists a G-invariant ν�-conull subset �ξ ⊂ �� such
that for all �′ ∈ �ξ and δ′ ∈ π(�′) the following limit exists:

Dξ (�
′, δ′) := lim

T→∞
1

mN (FT )

∑

z∈�′
δ′∩FT

ξ(z)

Note that Theorem 1.5 from the introduction is a special case of this theorem. The
case where Q = {e} and N = G is abelian was treated by Hof in the context of
his work on the Bombieri–Taylor conjecture [18] (and in a more general context also
by Lenz, see [21, Sect. 6], see in particular Theorem 5). By definition, D1(�

′, δ′) is
the asymptotic density of the fiber �′

δ′ with respect to (FT ). In the sequel, given a
character ξ ∈ Hom(N , T), we thus refer to Dξ as the ξ -twisted fiber density function.

5.3 The image of the hull under an aligned projection

In this subsection we establish a general result about the image of hulls of FLCDelone
sets under aligned projection. We will need this result for the proof of Theorem 5.3,
but it is also of independent interest. For the moment we can allow (G, N , Q, π, s)
to be an arbitrary extension of lcsc groups, i.e. we do not need to assume that N is
amenable.

Proposition 5.4 (Uniformuniformdiscreteness of the hull under an alignedprojection)
Let � ⊂ G be a π -aligned FLC Delone set whose projection � := π(�) is uniformly
discrete. Then for every �′ ∈ �� the projection �′ := π(�′) is uniformly discrete.
Moreover, there exists a uniform constant r > 0 such that for every �′ ∈ �� the
projection �′ := π(�′) is r-uniformly discrete.

Proof Since� is uniformly discrete there exists r > 0 such that for all distinct δ1, δ2 ∈
� we have d(δ1, δ2) > r . Now let �′ ∈ �� and �′ := π(�′). By Lemma 2.6 we
have (�′)−1�′ ⊂ �−1� and hence (�′)−1�′ ⊂ �−1�. In particular, for all distinct
δ′
1, δ

′
2 ∈ �′ there exist (necessarily distinct) δ1, δ2 ∈ � such that (δ′

1)
−1δ′

2 = δ−1
1 δ2

and hence

d(δ′
1, δ

′
2) = d((δ′

1)
−1δ′

2, e) = d(δ−1
1 δ2, e) = d(δ1, δ2) > r .

This shows that �′ is r -uniformly discrete. ��
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In the proof of Theorem 5.3 we will apply Proposition 5.4 in the following form.

Corollary 5.5 In the situation of Theorem 5.3 there exists an open symmetric identity
neighbourhood U ⊂ Q with the following property: If �′ ∈ �� and �′ := π(�′),
then

(�′)−1�′ ∩U 2 = {e}.

Proof By Proposition 5.4 there exists a uniform constant r > 0 such that all �′ =
π(�′) are r -uniformly discrete. This implies that (�′)−1�′ ∩ Br/2(e) = {e}, and
hence we may choose U := Br/4. ��

5.4 Proof of Theorem 5.3

We now return to the setting of Theorem 5.3.We will reduce the proof to the following
version of the pointwise ergodic theorem.

Lemma 5.6 (Pointwise ergodic theorem) For every h ∈ C(��) and ξ ∈ Hom(N , T)

there exists a ν�-conull subset �ξ(h) ⊂ �� such that the limit

πξ (h)(�′) := lim
T→∞

1

mN (FT )

∫

FT
ξ(n)h(n−1�′)dmN (n) (5.3)

exists for all �′ ∈ �ξ(h).

Remark 5.7 By a suitable Wiener–Wintner theorem one can get rid of the dependence
of�ξ(h) on ξ ; since the above lemma is sufficient for our purposes, we will not pursue
this here.

To apply the pointwise ergodic theorem, we need a way to produce continuous
functions on the hull. We recall from [6] that there is a well-defined periodization
map

P : Cc(G) → C(��), P f (�′) :=
∑

x∈�′
f (x).

In fact, such a periodiziation map exists whenever � ⊂ G is a Delone subset of finite
local complexity. For the proof of Theorem 5.3 we will apply the pointwise ergodic
theorem to periodizations of certain functions on G which we now construct.

Remark 5.8 (A family of functions on Q) Using Corollary 5.5 we choose a symmetric
identity neighbourhood U in Q such that U 2 ∩ (�′)−1�′ = {e} for all �′ ∈ π(��).
We also choose a smaller identity neighbourhood V such that V ⊂ U . Since Q is
second countable we then find a countable set P ⊂ Q such that PV = Q. The sets
U , V and P will be fixed from now on. We also fix a function κ ∈ Cc(Q) such that
supp κ ⊂ U and κ|V = 1.
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Given q1, q2 ∈ Q we set κq1(q2) := κ(q−1
1 q2). Since PV = Q we then find for

every q ∈ Q an element pq ∈ Q such that κpq (q) = 1. Since supp(κ) ⊂ U we have
p−1
q ∈ Uq−1. Note that if �′ ∈ �� and �′ := π(�′), then for all δ1, δ2 ∈ �′ we

have

κpδ1
(δ1) = 1 and κpδ1

(δ2) = 0 if δ1 �= δ2.

Indeed, if κpδ1
(δ2) �= 0, then p−1

δ1
δ2 ∈ U , hence p−1

δ1
∈ Uδ−1

2 ∩ Uδ−1
1 . This implies

δ−1
2 δ1 ∈ UU−1 ∩ (�′)−1�′ = {e}, and hence δ1 = δ2 and thus κpδ1

(δ2) = 1 by the
choice of pδ1 . We deduce that if δ′ ∈ �′, then for any function θ : Q → C we have

∑

δ′′∈�′
κpδ′ (δ

′′)θ(δ′′) = θ(δ′). (5.4)

We can now prove Theorem 5.3 in the untwisted case ξ = 1. We will need the
following lemma, that follows from standard convolution estimates and will be proved
in Subsection 5.5 below. Here, given ψ ∈ Cc(N ) and a locally finite subset � ⊂ N ,
we abbreviate

Qψ(�) :=
∑

t∈�

ψ(t).

Lemma 5.9 Let K ⊂ N be a compact identity neighbourhood and ρ ∈ Cc(N ) be
non-negative with ‖ρ‖1 = 1 and supp(ρ) ⊂ K. Then for every locally finite subset
� ⊂ N we have

∣

∣� ∩ FT
∣

∣ ≤
∫

FT+TK

(Qρ)(n−1.�) dmN (n) ≤ ∣

∣� ∩ FT+2TK

∣

∣. (5.5)

Proof of Theorem 5.3 for ξ = 1 Let U , V , P, κ as in Remark 5.8, let K ⊂ N be
a compact identity neighbourhood and ρ ∈ Cc(N ) be non-negative with ‖ρ‖1 = 1
and supp(ρ) ⊂ K . Then for every p ∈ P we have ρ ⊗ κp ∈ Cc(G) and thus
P(ρ ⊗ κp) ∈ C(��). For every p ∈ P Lemma 5.6 now yields a corresponding
conull subset �1(P(ρ ⊗ κp)) ⊂ ��. Since P is countable the subset

�1 :=
⋂

p∈P

�1(P(ρ ⊗ κp))

is conull in ��. By definition, for all �′ ∈ �1 and δ′ ∈ π(�′) the limit

I1(�
′, δ′) := lim

T→∞
1

mN (FT )

∫

FT
P(ρ ⊗ κpδ′ )(n

−1.�′) dmN (n)

exists. By (5.1) we can choose TK > 0 such that for all T > 0 we have FT ⊂
FT K−1 ⊂ FT+TK , and in view of exact volume growth of the sequence (FT ) and the
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definition ofP we can then rewrite the limit I1(�′, δ′) as

I1(�
′, δ′) = lim

T→∞
1

mN (FT )

∫

FT+TK

P(ρ ⊗ κpδ′ )(n
−1.�′) dmN (n).

Weare going to show that D1(�
′, δ′) is equal to this limit. Fromnowonwefix�′ ∈ �1

and δ′ ∈ �′ := π(�′). We first observe that by (5.4),

D1(�
′, δ′, T ) := |�′

δ′ ∩ FT |
|mN (FT )| = 1

|mN (FT )|
∑

δ′′∈�′
κpδ′ (δ

′′)|�′
δ′′ ∩ FT |.

By (5.5) we thus deduce that

D1(�
′, δ′, T ) = 1

|mN (FT )|
∑

δ′′∈�′
κpδ′ (δ

′′)|�′
δ′′ ∩ FT |

≤ 1

|mN (FT )|
∑

δ′′∈�′
κpδ′ (δ

′′)
∫

FT+TK

(Qρ)(n−1.�′
δ′′) dmN (n)

≤ 1

|mN (FT )|
∑

δ′′∈�′
κpδ′ (δ

′′)|�′
δ′′ ∩ FT+2TK |

= |mN (FT+2TK )|
|mN (FT )| · D1(�

′, δ′, T + 2TK ).

Now observe that, unravelling definitions, we have

∑

δ′′∈�′
κpδ′ (δ

′′)(Qρ)(n−1.�′
δ′′) = P(ρ ⊗ κpδ′ )(n

−1.�′), (5.6)

and hence

D1(�
′, δ′, T ) ≤ 1

mN (FT )

∫

FT+TK

P(ρ ⊗ κpδ′ )(n
−1.�′) dmN (n)

≤ |mN (FT+2TK )|
|mN (FT )| · D1(�

′, δ′, T + 2TK ).

We deduce that

lim D1(�
′, δ′, T ) ≤ I1(�

′, δ′) ≤ lim
T→∞

|mN (FT+2TK )|
|mN (FT )| lim D1(�

′, δ′, T + 2TK )

= lim D1(�
′, δ′, T ),

which proves that D1(�
′, δ′, T ) converges to I1(�′, δ′). ��

The case of twisted fiber densities can be reduced to the case ξ = 1, using the
following variant of Lemma 5.9; here given η,ψ ∈ L1(N ,mN ) we denote their
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convolution by

(η ∗ ψ)(t) :=
∫

N
η(n)ψ(n−1t)dmN (n) =

∫

N
η(n−1)ψ(nt)dmN (n).

Lemma 5.10 Let K ⊂ N be a compact identity neighbourhood and ρ ∈ Cc(N ) with
supp(ρ) ⊂ K. Then for every locally finite subset � ⊂ N and η ∈ L∞(N ) we have

∣

∣

∣

∣

∣

∣

∑

t∈�∩FT

(η ∗ ρ)(t) −
∫

FT+TK

η(n) (Qρ)(n−1.�) dmN (n)

∣

∣

∣

∣

∣

∣

≤ ∣

∣(FT+2TK \FT ) ∩ �
∣

∣ · ‖ρ‖1 · ‖η‖∞. (5.7)

Proof of Theorem 5.3 Fix ξ ∈ Hom(N , T). Let ρ ∈ Cc(N ) non-negative with ‖ρ‖1 =
1 and ρ̂(ξ̄ ) �= 0. Let K be a compact identity neighbourhood containing supp(ρ) and
choose TK > 0 such that for all T > 0 we have FT ⊂ FT K−1 ⊂ FT+TK . As in the
untwisted case we then define a conull subset of ��

�ξ :=
⋂

p∈P

�ξ(P(ρ ⊗ κp)),

where P and κ are as before, and fix �′ ∈ �ξ andδ′ ∈ �′ := π(�′). We are going to
show that the approximants Dξ (�

′, δ′, T ) := 1
|mN (FT )|

∑

t∈|�′
δ′∩FT | ξ(t) converge to

ρ̂(ξ̄ )−1 · Iξ (P(ρ ⊗ κδ′))(�′).
Note that by unimodularity of N we have

(ξ̄ ∗ ρ)(t) =
∫

N
ξ(n)ρ(nt)dmN (n) =

∫

N
ξ(nt−1)ρ(n)dmN (n) = ξ̄ (t) · ρ̂(ξ̄ ),

and thus

∑

t∈�∩FT

(ξ̄ ∗ ρ)(t) = ρ̂(ξ̄ ) ·
∑

t∈�∩FT

ξ(t).

Applying (5.7) wtih � := �′
δ′ and η := ξ̄ thus yields

∣

∣

∣

∣

∣

∣

∣

ρ̂(ξ̄ ) ·
⎛

⎜

⎝

∑

t∈�′
δ′∩FT

ξ(t)

⎞

⎟

⎠
−

∫

FT+TK

ξ(n)Q(ρ)(n−1.�′
δ′) dmN (n)

∣

∣

∣

∣

∣

∣

∣

≤ ∣

∣FT+2TK ∩ �′
δ′
∣

∣ − ∣

∣FT ∩ �′
δ′
∣

∣ (5.8)
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Now multiply both sides by mN (FT )−1 = κpK δ′(δ′)mN (FT )−1; using (5.4) and (5.6)
the left-hand side of (5.8) becomes

∣

∣ρ̂(ξ̄ ) · Dξ (�
′, δ′, T )

−mN (FT+TK )

mN (FT )

1

mN (FT+TK )

∫

FT+TK

ξ(n) P(ρ ⊗ κpδ′ )(n
−1.�′) dmN (n)

∣

∣

∣

∣

∣

,

and its second term converges to Iξ (P(ρ⊗κδ′))(�′) by the pointwise ergodic theorem
and exact volume growth. On the other hand, multiplying the right hand side of (5.8)
by mN (FT )−1 yields

∣

∣

∣

∣

mN (FT+2TK )

mN (FT )
· D1(�

′, δ′, T + 2TK ) − D1(�
′, δ′, T )

∣

∣

∣

∣

and since D1(�
′, δ′, T ) converges we deduce that this expression converges to 0. This

shows that

ρ̂(ξ̄ ) · Dξ (�
′, δ′, T ) −→ Iξ (P(ρ ⊗ κδ′))(�′),

and finishes the proof. ��

At this point we have finished the proof of Theorem 5.3 modulo Lemmas 5.9 and
5.10 which will be established in the next subsection.

5.5 Convolution estimates used in the proof of Theorem 5.3

The purpose of this subsection is to establish Lemmas 5.9 and 5.10 . We will work in
the following more general setting. Throughout this subsection let N be a unimodular
lcsc group with Haar measure mN . We denote by Cc(N )+ the set of non-negative
compactly supported continuous functions on N . Then the following general lemma
implies Lemma 5.9.

Lemma 5.11 Let B, B+ be Borel sets in N and K ⊂ N compact such that B ⊂
BK−1 ⊂ B+. Then for every ρ ∈ Cc(N )+ with ‖ρ‖1 = 1 and supp(ρ) ⊂ K we have

χB ≤ χB+ ∗ ρ ≤ χB+K .

Proof Since BK−1 ⊂ B+ we have

⋂

t∈B
(B+)−1t ⊃

⋂

t∈B
K B−1t ⊃ K ⊃ supp(ρ).
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Since N is unimodular, we obtain for all t ∈ B

(χB+ ∗ ρ)(t) =
∫

B+
ρ(n−1t)dmN (n) =

∫

(B+)−1t
ρ(x)dmN (x)

≥
∫

supp(ρ)

ρ(x)dmN (x) = 1,

which shows that χB+ ∗ ρ ≥ χB . Conversely, if (χB+ ∗ ρ)(t) �= 0, then there exists
n ∈ B+ with k := n−1t ∈ supp(ρ) ⊂ K and hence t = nk ∈ B+K . Since (χB+ ∗
ρ)(t) ≤ ‖ρ‖1 = 1, the lemma follows. ��
Proof of Lemma 5.9 Since FT ⊂ FT K−1 ⊂ FT+TK and FT+TK K ⊂ FT+2TK we can
apply Lemma 5.11 with B := FT and B+ := FT+TK to obtain

χFT ≤ χFT+TK
∗ ρ ≤ χFT+TK K ≤ χFT+2TK

.

Now integrate this inequality against the Dirac comb δ� := ∑

ξ∈� δξ and observe
that

∫

N
(χFT+TK

∗ ρ) dδ� =
∑

t∈�

∫

N
χFT+TK

(n)ρ(n−1t)dmN (n)

=
∫

FT+TK

(Qρ)(n−1.�) dmN (n),

whereas
∫

χFT dδ� = |� ∩ FT | and ∫

χFT+2TK
dδ� = |� ∩ FT+2TK |. ��

Similarly, the following general lemma implies Lemma 5.10.

Lemma 5.12 Let B, B+ be Borel sets in N and K ⊂ N compact such that B ⊂
BK−1 ⊂ B+. Then for every η ∈ L∞(N ,mN ) and ρ ∈ Cc(K ) and all t ∈ B we
have

(η ∗ ρ)(t) =
∫

B+
η(n)ρ(n−1t)dmN (n).

Proof If t ∈ B and ρ(n−1t) �= 0, then n−1t ∈ K and thus n ∈ BK−1 ⊂ B+. The
lemma follows. ��
Proof of Lemma 5.10 Apply Lemma 5.12 with B := FT and B+ := FT+TK and use
that if n ∈ FT+TK and n−1t ∈ supp(ρ), then t ∈ FT+TK K ⊂ FT+2TK to conclude
that

∫

FT+TK

η(n) (Qρ)(n−1.�) dmN (n) =
∑

t∈�

∫

FT+TK

η(n)ρ(n−1t)dmN (n)

=
∑

t∈�∩FT+2TK

(η ∗ ρ)(t).
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The left-hand side of (5.7) is thus given by

∣

∣

∣

∣

∣

∣

∑

t∈(�∩FT+2TK )\(�∩FT )

(η ∗ ρ)(t)

∣

∣

∣

∣

∣

∣

≤ ∣

∣(FT+2TK \FT ) ∩ �
∣

∣ ‖η ∗ ρ‖∞

≤ ∣

∣(FT+2TK \FT ) ∩ �
∣

∣ · ‖ρ‖1‖η‖∞,

which finishes the proof. ��

6 Existence of horizontal factors

6.1 The horizontal factor theorem

Throughout this section we consider topologically split extensions (G, Z , Q, π, s)
of lcsc groups. We will be mostly interested in the case where G is a 1-connected
nilpotent Lie group and Z is a closed connected central subgroup of G. In this case,
Q is automatically contractible by Remark A.1, hence the existence of a continuous
section s is automatic.

Now let � ⊂ G be a π -aligned uniform approximate lattice, so that in particular
� := π(�) is a uniform approximate lattice in Q. If � happens to be a subgroup of
G (i.e. a uniform lattice), then π induces a continuous G-equivariant surjection

π∗ : �� = G/� → Q/� = ��, �′ �→ π(�′)

between the respective hulls. One might expect naively, that a similar result also holds
for general uniform approximate lattices but, somewhat surprisingly, this is not the
case in complete generality.

To explain the problem that arises when one tries to extend the projection π to the
hull of �, we recall that � is said to have R-large fibers if the subset

�(R) := {δ ∈ � | �δ is R-relatively dense in N }.

is relatively dense in Q. If moreover � = �(R), then we say that � has uniformly
R-large fibers. The same notion can also be adapted to Meyerian sets which are not
symmetric.

If a Meyerian set �o has uniformly R-large fibers, then so does the associated
uniform approximate lattice � := �−1

o �o, hence by Theorem 3.3 π(�) is uniformly
discrete. This then implies that also π(�o) is uniformly discrete, hence Meyerian.
Thus if a Meyerian set has uniformly R-large fibers, then it is π -aligend and its image
under π is also Meyerian.

We can now formulate the main result of this section.

Theorem 6.1 (Horizontal factor theorem) Let (G, Z , Q, π, s) be a topologically split
central extension of lcsc groups, let � ⊂ G be Meyerian and � := π(�).
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(i) If� has uniformly large fibers, then there exists a unique continuousG-equivariant
surjection π∗ : �� → �� which maps � → �, and this map is given by
�′ �→ π(�′).

(ii) Conversely, if � is uniformly discrete and the map �� → C (Q) given by �′ �→
π(�′) is continuous, then � has uniformly large fibers.

The proof of Theorem 6.1 will be given in the next subsection. In the language of
dynamical systems, the theorem says that if � has uniformly large fibers, then �� is
a continuous G-factor of ��. It is called the horizontal factor of �� with respect to
π .

In view of the theorem, if we want to relate the dynamical systems of a Meyerian
set to the dynamical system of its projection in a continuous way, then we have no
choice but to assume uniformly large fibers. It is thus important for us to investigate,
how restrictive this condition is. Recall first that, by Remark 4.17, every split uniform
approximate lattice has uniformly large fibers.

In general, a π -aligned uniform approximate lattice need not have uniformly large
fibers, and even if it does, this property can easily be destroyed. Indeed, if � has
uniformly large fibers and if we define �′ as the uniform approximate lattice obtained
from � by replacing one fiber by a singleton, then �′ no longer has uniformly large
fibers. Note, however, that � and �′ are commensurable in this case.

Proposition 6.2 (Enforcing uniformly large fibers) Let (G, Z , Q, π, s) be a topolog-
ically split central extension and let � be a π -aligned uniform approximate lattice in
G. Then there exists a uniform approximate lattice �′ ⊂ G which is π -aligned, has
uniformly large fibers and is commensurable with � and contained in �2.

Note that Theorem 6.1 and Proposition 6.2 imply Theorem 1.2 from the introduc-
tion. The proof of the proposition is based on the following observation.

Lemma 6.3 Let (G, Z , Q, π, s) be a topologically split central extension, let � be a
π -aligned uniform approximate lattice in G and � := π(�). If for some R > 0 the
subset

�(R) := {δ ∈ � | �δR − relatively dense in Z} ⊂ �

is relatively dense in Q, then

�(R) :=
⋃

δ∈�(R)

�δ × {δ} ⊂ �.

is a π -aligned uniform approximate lattice with uniformly R-large fibers.

Proof Since� is symmetric and�e is R-relatively dense, we see that�(R) is symmet-
ric and contains the identity. Moreover, for all k ∈ N we have (�(R))k ⊂ �k , which
shows that (�(R))k is uniformly discrete. By Characterization (m2) of Lemma 2.8
it thus remains to show only that �(R) is Delone. For this we first observe that if
we denote by K the closed ball of radius R in Z , then for all δ ∈ �(R) we have
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�
(R)
δ + K = �δ + K = Z . On the other hand, there exists a compact subset L ⊂ Q

such that �(R)L = Q. Define M := K × L ⊂ G; we claim that �(R)M = G. Indeed,
let (z, q) ∈ G. Since Q = �(R)L there exist δ ∈ �(R) and l ∈ L such that q = δl.
Since Z = �

(R)
δ +K there then exists t ∈ �

(R)
δ and k ∈ K such that t+k+β(δ, l) = z.

This shows that

(z, q) = (t + k + β(δ, l), δl) = (t, δ)(k, l) ∈ �(R)M,

which finishes the proof. ��
Proof of Proposition 6.2 If � be an arbitrary π -aligned uniform approximate lattice,
thenwe deduce fromCorollary 3.8 that�2 is stillπ -aligned and that there exists R > 0
such that π(�2)(R) is relatively dense and contains the identity. It thus follows from
Lemma 6.3 that �′ := (�2)(R) has R-uniformly large fibers, and π(�′) ⊂ π(�2) is
uniformly discrete, hence �′ is π -aligned. Since � and �′ are both relatively dense
subsets of �2, they are commensurable. ��

6.2 Proof of the horizontal factor theorem

The proof of the horizontal factor theorem makes use of the following general obser-
vation. Here (G, Z , Q, π, s) is an arbitrary central extension of lcsc groups.

Proposition 6.4 (Fiberwise convergence) Let � ⊂ G be an FLC Delone set whose
projection � := π(�) is uniformly discrete and assume that �n → �′ in ��. Set
�n := π(�n) and �′ := π(�′). Then there exists ε > 0 such that for every for every
δ′ ∈ �′ there exist n0(δ′) ∈ N such that for all n ≥ n0(δ′) there exist δn ∈ �n with

�n ∩ Bε(δ
′) = {δn} and (�n)δn → �′

δ′ in C (Z).

The key step in the proof of Proposition 6.4 is the following lemma:

Lemma 6.5 Let � ⊂ C (G) be a closed subset and assume that there exists r > 0
such that for every � ∈ � the projection � := π(�) is r-uniformly discrete. Assume
that �n → � in� and set�n := π(�n) and� := π(�). Then for every δ ∈ � there
exists n0(δ) ∈ N such that for all n ≥ n0(δ) there exist δn ∈ �n with

�n ∩ Br/4(δ) = {δn} and (�n)δn → �δ in C (Z).

Proof Let δ ∈ � and choose λ ∈ �δ×{δ}. By Lemma 2.3.(ii) there exist λn ∈ �n with
λn → λ. If we set δn := π(λn), then δn ∈ �n and δn → δ. In particular there exists
n0(δ) such that for all n ≥ n0(δ)we have d(δn, δ) < r/4. We claim that for n ≥ n0(δ)
we have �n ∩ Br/4(δ) = {δn}. Indeed, if δ′

n ∈ �n ∩ Br/4(q) then d(δn, δ
′
n) ≤ r/2,

and hence δ′
n = δn , since �n is r -uniformly discrete by assumption. It remains to

show only that (�n)δn → �δ . For this we have to check Conditions (i) and (ii) from
Lemma 2.3: As for (i), assume that tnk ∈ (�nk )δnk converges to some t ∈ Z . Then
(tnk , δnk ) ∈ �nk and (tnk , δnk ) → (t, δ), and hence we deduce that (t, δ) ∈ �. This
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1714 M. Björklund, T. Hartnick

shows that t ∈ �δ and establishes (i). As for (ii), given t ∈ �δ we have (t, δ) ∈ �,
hence there exist λn = (tn, δn) ∈ �n with λn → λ. Then tn ∈ (�n)δn and tn → t ;
this establishes (ii) and finishes the proof. ��
Proof of Proposition 6.4 Set � := ��. By Proposition 5.4 there exists r > 0 such
that the projection �′ := π(�′) is r -uniformly discrete for every �′ ∈ �, and hence
Lemma 6.5 applies. We may thus choose ε := r/4. ��

We can now prove the horizontal factor theorem.

Proof of Theorem 6.1 (i) Uniqueness is clear from the fact that the G-orbit of � is
dense in ��, hence any continuous G-equivariant map is uniquely determined by the
image of �. As for existence, let G := G.(�,�). We claim that if (�′,�′) ∈ G ,
then �′ = π(�′). Assuming the claim for the moment, let us prove the proposition. It
follows from the claim that G is the graph of a map �� → C (Q) which sends � to
π(�). Since G is closed, the closed graph theorem implies that this map is continuous,
and since G is G-invariant, this map is G-equivariant. Since π(�) = � and the G-
orbit of � is dense in ��, the image is given by ��. This finishes the proof, and it
thus remains to establish the claim.

Thus let (�′,�′) ∈ G . We have to show that �′ = π(�′). By definition of G we
find elements mk = (zk, qk) ∈ G such that

mk .� → �′ and qk� → �′.

If λ′ ∈ �′ then by Lemma 2.3.(ii) there exist λk = (tk, δk) ∈ � such that

mk .λk → λ′, and hence qkδk = π(mk .λk) → π(λ′).

It thus follows from Lemma 2.3.(i) that π(λ′) ∈ �′, and hence π(�′) ⊂ �′.
To establish the converse inclusion we fix δ′ ∈ �′. By Lemma 2.3.(ii) there exists

elements δk ∈ � such that qkδk → δ′. By assumption there exists a universal constant
R > 0 such that each fiber �δk is R-relatively dense in Z with respect to some
left-admissible metric dZ on Z . This means that there exist elements tk ∈ �δk such
that

dZ (zk + β(qk, δk),−tk) = dZ (zk + tk + β(qk, δk), e) ≤ R. (6.1)

Since tk ∈ �δk we have (tk, δk) ∈ � and hence mk .(tk, δk) ∈ mk .�. Note that,
explicitly,

mk(tk, δk) = (zk, qk)(tk, δk) = (zk + tk + β(qk, δk), qkδk).

Now the first coordinate is bounded by (6.1), and the second coordinate converges to
δ′ by assumption. Passing to a subsequence we may thus assume that it converges to
some z ∈ Z . By Lemma 2.3.(i) we deduce that

(z, δ′) ∈ lim
k→∞mk .� = �′.
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Wededuce that δ′ ∈ π(�′), and since δ′ ∈ �′ was arbitrary this shows that�′ ⊂ π(�′)
and finishes the proof.

(ii) Assume that � does not have uniformly large fibers. Then for every n ∈ N we
find δn ∈ � such that �δn is not n-relatively dense. We then find zn ∈ Z such that
zn�δn ∩ Bn/3(e) = ∅. Now let �(n) := s(δn)−1zn� and �(n) := π(�(n)) = δ−1

n �.
Then

�(n)
e = β(δ−1

n , e)zn�δn = zn�δn .

We conclude that �(n)
e ∩ Bn/3(e) = ∅ and that �(n)

e �= ∅ and thus e ∈ �(n) for all n.
Since �(n) is a translate of � for all n ∈ N, there exists r > 0 such that all �(n) are
r -uniformly discrete. We conclude that �(n) ∩ Br (e) = {e} for all n ∈ N.

Since �� is compact we find a subsequence nk such that �(nk) converges to some
�′ ∈ ��. By Proposition 6.4 we would then have convergence �

(nk)
e → �′

e. Since

�
(nk)
e ∩ Bnk/3(e) = ∅ this implies �′

e = ∅ and thus e /∈ �′ := π(�′).
If the projection was continuous, then we would have convergence �(nk ) → �′,

but since e ∈ �nk for all k ∈ N and e /∈ �′, this is a contradiction with Lemma 2.3. ��

7 Pure-point spectrum of the hull for central extensions

7.1 General setting

The goal of this section is to develop the spectral theory of hulls of Meyerian sub-
sets of nilpotent groups. Throughout this section we consider a central extension
(G, Z , Q, π, S) of lcsc groups and a π -aligned uniform approximate lattice � ⊂ G.

Convention 7.1 Throughout this sectionwewill make the following assumptions con-
cerning G and �:

• We assume that Q is connected and that Z is 1-connected. The latter implies in
particular that Z admits a nice Følner sequence (FT ) in the sense of Definition 5.1,
and we fix such a Følner sequence once and for all. For example, we may simply
choose Euclidean balls.

• We assume that the section s is continuous (so that the extension is topologically
split). By [28, Thm. 2] this can always be arranged since Q is connected and Z is
1-connected.

• We assume that s is symmetric (i.e. s(q−1) = s(q)−1 for all q ∈ Q) and sat-
isfies s(e) = e. If G is a 1-connected nilpotent Lie group, or more generally if
elements of G have a unique continous square root g1/2 , then such a section
always exists. Indeed, if so is an arbitrary continuous section, then we can choose
s(q) := (so(q)so(q−1)−1)1/2.

• We assume that there exists a G-invariant probability measure on ��. If G is
amenable, then this is automatically satisfied since �� is compact, but in general
it is a non-trivial assumption.

• We assume that � has uniformly large fibers.
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1716 M. Björklund, T. Hartnick

The assumption on� can always be achieved by passing to a commensurable uniform
approximate lattice (Proposition 6.2). The assumptions on G are satisfied if G is
a 1-connected nilpotent Lie group and Z is closed and connected (see Remark A.1),
which is anyway ourmain case of interest. A typical example is given by the symplectic
product � from (4.2) in the 3-dimensional Heisenberg group H3(R).

From the assumptions in Convention 7.1 we can draw the following conclusions to
be used throughout this section.

• By (2.11), the cocycle β = βs associated with s satisfies βs(e, q) = βs(q, e) =
βs(q, q−1) = 0 for all q ∈ Q.

• Since s is continuous, we can identify G as a topological group with Z ⊕β Q.
• Since � is π -aligned, � := π(�) is a uniform approximate lattice in Q.
• By the horizontal factor theorem (Theorem 6.1) we have a continuous G-factor
map

π∗ : �� → ��, �′ �→ π(�′).

In particular the map �′ �→ π(�′) is Borel measurable on ��.

We now fix once and for all a G-ergodic probability measure ν� on �� and con-
sider the probability measure preserving dynamical system G � (��, ν�) and the
associated Koopman representation G → U (L2(��, ν�)).

We introduce the following notations: Given a unitary character χ ∈ ̂Z we denote
by

L2(��, ν�)χ := { f ∈ L2(��, ν�) | ∀z ∈ Z : z. f = χ(z) f }

the corresponding eigenspace of L2(��, ν�) (where z. f (�′) := f (z−1�′)) and by
πχ : L2(��, ν�) → L2(��, ν�)χ the orthogonal projection onto this eigenspace.
Since Z is central in G, the subspace L2(��, ν�)χ is G-invariant and πχ is a G-
equivariant linear map.

Example If G = H3(R) is the 3-dimensional Heisenberg group, Z its center and
χ a non-trivial character of Z , then there is up to unitary equivalence precisely
one irreducible unitary G-representation πχ with central character χ , the so-called
Schrödinger representation. In this case the eigenspace L2(��, ν�)χ is simply the
πχ -primary component of L2(��, ν�).

Definition 7.2 The pure point spectrum of Z in L2(��, ν�) is the subset of ̂Z given
by

specZpp(L
2(��, ν�)) := {χ ∈ ̂Z | L2(��, ν�)χ �= {0}}

We are going to show:

Theorem 7.3 (Relatively dense central pure point spectrum) Under the standing
assumptions from Convention 7.1 the pure point spectrum specZpp(L

2(��, ν�)) of

Z in L2(��, ν�) is relatively dense in ̂Z.
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We will actually establish a more refined result, which can be interpreted as “rel-
atively density of (1 − ε)-Bragg peaks for the central diffraction” for all ε ∈ (0, 1),
see Corollary 8.6.

7.2 Properties of twisted fiber densities

Throughout this subsection we adopt the notation of Theorem 7.3. We recall from
Theorem5.3 that for every ξ ∈ ̂Z there exists aG-invariant ν�-conull subset�ξ ⊂ ��

such that for all �′ ∈ �ξ and δ′ ∈ π(�′) the limit

Dξ (�
′, δ′) = lim

T→∞
1

mZ (FT )

∑

z∈�′
δ′∩FT

ξ(z) (7.1)

exists. We will denote

˜�ξ := {�′ ∈ �� | ∀δ′ ∈ π(�′) : D1(�
′, δ′) and Dξ (�

′, δ′) exist}. (7.2)

Since ˜�ξ ⊃ �1 ∩ �ξ , the set ˜�ξ is a conull set in ��.

Lemma 7.4 (Equivariance of twisted fiber densities) The set ˜�ξ is G-invariant, and
for all g = (z, q) ∈ G, �′ ∈ ˜�ξ and δ′ ∈ π(�′) we have

Dξ (g.�
′, q.δ′) = ξ(z) ξ(β(q, δ′))Dξ (�

′, δ′). (7.3)

Proof Given (�′, δ′) ∈ ˜�ξ we abbreviate

Dξ (�
′, δ′, T ) := 1

mZ (FT )

∑

t∈�′
δ′∩FT

ξ(t).

Given g = (z, q) ∈ G we then consider the error term

rT (ξ, g) :=
∣

∣

∣Dξ (g�
′, qδ′, T ) − ξ(z) ξ(β(q, δ′))Dξ (�

′, δ′, T )

∣

∣

∣

= ∣

∣ξ(z + β(q, δ))Dξ (g�
′, qδ′, T ) − Dξ (�

′, δ′, T )
∣

∣

= 1

mZ (FT )

∣

∣

∑

t∈(g.�′)q.δ′∩FT

ξ(t − z − β(q, δ)) −
∑

t∈�′
δ′∩FT

ξ(t)
∣

∣.

Now (g.�′)q.δ′ = �′
δ′ + z + β(q, δ′), and thus

(g.�′)q.δ′ ∩ FT = (

�′
δ′ ∩ (FT − z − β(q, δ′)

) + z + β(q, δ′).
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Plugging this into the above expression for rT (ξ, g) yields

rT (ξ, g) = 1

mZ (FT )

∣

∣

∑

t∈�′
δ′∩(FT −z−β(q,δ′))

ξ(t) −
∑

t∈�′
δ′∩FT

ξ(t)
∣

∣

≤
∣

∣(�′
δ′ ∩ (FT − z − β(q, δ′))) � (�′

δ′ ∩ FT )
∣

∣

mZ (FT )
.

By (5.1) we can now find some To = To(q, δ′) > 0 such that for all sufficiently large
T we have FT−To ⊂ FT − z − β(q, δ′) ⊂ FT+To , and hence

(�′
δ′ ∩ (FT − z − β(q, δ′))) � (�′

δ′ ∩ FT )

⊂ [(�′
δ ∩ FT+To)\(�′

δ′ ∩ FT )] ∪ [(�′
δ ∩ FT )\(�′

δ′ ∩ FT−To)].

We deduce that

rT (ξ, g) ≤ |�′
δ′ ∩ FT+To |
mZ (FT )

− |�′
δ′ ∩ FT−To |
mZ (FT )

.

Since (�′, δ′) ∈ ˜�ξ we conclude with (5.2) that both expressions converge to
D1(�

′, δ′), hence rT (ξ, g) → 0. Since Dξ (�
′, δ′, T ) → Dξ (�

′, δ′) this then implies
that

Dξ (g�
′, qδ′, T ) → ξ(z) ξ(β(q, δ′))Dξ (�

′, δ′).

In particular, Dξ (g�′, qδ′) exists, and similary D1(g�′, qδ′) exists. This shows that
(g�′, qδ′) ∈ ˜�ξ , and that it satisfies the desired formula. ��

We will also need the following boundedness property of twisted fiber densities:

Lemma 7.5 (Boundedness of twisted fiber densities) There exists a constant C > 0
such that for all ξ ∈ ̂Z and all�′ ∈ ˜�ξ and all δ′ ∈ π(�′) we have |Dξ (�

′, δ′)| ≤ C.

Proof Let λ′ ∈ �′ such that π(λ′) = δ′. Then by Lemma 7.4 we have

|Dξ (�
′, δ′)| = |Dξ ((λ

′)−1�′, e)| =
∣

∣

∣

∣

∣

∣

lim
T→∞

1

mZ (FT )

∑

z∈((λ′)−1�)e∩FT

ξ(z)

∣

∣

∣

∣

∣

∣

≤ lim
T→∞

|((�′)−1�′)e ∩ FT |
mZ (FT )

.

Now by (2.6) we have ((�′)−1�′ ⊂ �−1� = �2, hence

|Dξ (�
′, δ′)| ≤ lim

T→∞
(�2)e ∩ FT
mZ (FT )

= d((�2)e).

Since (�2)e is uniformly discrete, the lemma follows from Lemma 5.2.(i). ��
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Remark 7.6 Let us reformulate Lemma 7.4 and Lemma 7.5 in terms of the space

��,π := {(�′, δ′) ∈ �� × Q | δ′ ∈ π(�′)} ⊂ �� × Q.

This space comes equipped with a natural measure class [η] represented by the Radon
measure η defined by

η(ψ) =
∫

��

⎛

⎝

∑

δ′∈π(�′)
ψ(�′, δ′)

⎞

⎠ dν�(�′) (ψ ∈ Cc(��,π )).

To see that η is well-defined, we observe that the sum under the integral is finite, and
hence continuity of π implies continuity of the integrand. For every ξ we have an
[η]-conull subset ��,π,ξ ⊂ ��,π given by

��,π,ξ := {(�′, δ′) ∈ ˜�ξ × Q | δ′ ∈ π(�′)}, (7.4)

and the twisted fiber density function Dξ is defined and bounded on ��,π,ξ by
Lemma 7.5. Being measurable (as a pointwise limit of continuous functions) it thus
defines a function class Dξ ∈ L∞(��,π , [η]), and the function

ρξ : ��,π,ξ → [0,∞), (�′, δ′) �→ |Dξ (�
′, δ′)|2 (7.5)

defines an element of L∞(��,π , [η])G , the subspace of G-invariants.

7.3 Constructing eigenfunctions from twisted fiber densities

Throughout this subsection we adopt the notation of Theorem 7.3. Given a character
ξ ∈ ̂Z we are going to construct a family of explicit eigenfunctions for ξ using twisted
fiber density functions. A priori, it will not be clear whether these eigenfunctions are
zero; we will give a criterion for their non-triviality in the next subsection.

From now on we fix a character ξ ∈ ̂Z . Given ϕ ∈ Cc(Q) and �′ ∈ �ξ we define

(Pξ ϕ)(�′) :=
∑

δ′∈π(�′)
ϕ(δ′)Dξ (�

′, δ′),

where the sum is actually finite since�′ := π(�′) ∈ �� is uniformly discrete. In fact,
since there exists a uniform r > 0 such that all �′ ∈ �� are r -uniformly discrete, the
number of summmands in the sum defining Pξ ϕ(�′) is bounded independently of
�′. We thus deduce from Lemma 7.5 that Pξ ϕ ∈ L∞(��, ν�) ⊂ L2(��, ν�). We
refer to the operator

Pξ : Cc(Q) → L2(��, ν�), (Pξ ϕ)(�′) :=
∑

δ′∈π(�′)
ϕ(δ′)Dξ (�

′, δ′),

as the ξ -twisted periodization operator.
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Remark 7.7 Lemma 7.4 allows one to give a simple formula for the twisted periodiza-
tion operators in the case where � is actually a uniform lattice and moreover split in
the sense that � = � ⊕β �. In this case, �� = G.�, and for all (z, q) ∈ G we have

Dξ ((z, q)�, qδ) = Dξ ((z, e)(e, q)�, eqδ) = ξ(z) ξ(β(e, qδ))Dξ ((e, q)�, qδ)

= ξ(z) ξ(β(e, qδ))ξ(β(q, δ))Dξ (�, e)

= ξ(z + β(q, δ))Dξ (�, e),

hence the twisted periodization operator Pξ is given by

Pξ f ((z, q)�) = Dξ (�, e) ·
∑

δ∈�

ϕ(qδ)ξ(z + β(q, δ)). (7.6)

Proposition 7.8 (Eigenfunctions from twisted periodizations) For every ξ ∈ ̂Z the
twisted periodization operator Pξ takes values in the eigenspace L2(��, ν�)ξ .
In particular, if the twisted periodization operator Pξ is non-zero, then ξ ∈
specZpp(L

2(��, ν�)).

Proof Let z ∈ Z ; we identify z with the element (z, e) ∈ G. We deduce from (7.3)
that for all ϕ ∈ Cc(Q) and �′ ∈ ˜�ξ ,

(z.(Pξ ϕ))(�′) =
∑

δ′∈π(�′)
ϕ(δ′)Dξ ((z

−1, e)�′, e.δ′)

=
∑

δ′∈π(�′)
ϕ(δ′)ξ(z−1) ξ(β(e, δ))Dξ (�

′, δ′)

= ξ(z)
∑

δ′∈π(�′)
ϕ(δ′)ξ(0)Dξ (�

′, δ′)

= ξ(z) · Pξ ϕ(�′).

Since ˜�ξ is a conull set, this shows that Pξ ϕ(�′) ∈ L2(��, ν�)ξ . ��

7.4 Palmmeasures and diffraction coefficients

In order to derive a lower bound on the pure point spectrum specZpp(L
2(��, ν�)) from

Proposition 7.8 we need to give a criterion which ensures that the twisted periodization
operatorPξ is non-zero. In the present subsection,wewill derive such a criterion using
Palm measures.

Given ρ ∈ L∞(��,π , [η]) we can define a bounded linear functional ηρ on Cc(Q)

by

ηρ(ϕ) =
∫

��

⎛

⎝

∑

δ′∈π(�′)
ϕ(δ′)ρ(�′, δ′)

⎞

⎠ dν�(�′)
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If ρ is G-invariant, then so is ηρ , since

∫

��

⎛

⎝

∑

δ′∈π(�′)
ϕ(g−1δ′)ρ(�′, δ′)

⎞

⎠ dν�(�′)

=
∫

��

⎛

⎝

∑

δ′∈π(g�′)
ϕ(g−1δ′)ρ(g�′, δ′)

⎞

⎠ dν�(�′)

=
∫

��

⎛

⎝

∑

δ′′∈π(�′)
ϕ(δ′′)ρ(g�′, gδ′′)

⎞

⎠ dν�(�′).

From uniqueness of the Haar measure we thus deduce that for every ρ ∈
L∞(��,π , [η])G there exists a constant α(ρ) > 0 such that for all ϕ ∈ Cc(Q),

ηρ(ϕ) = α(ρ) ·
∫

Q
ϕ dmQ . (7.7)

The linear functional α is closely related to the so-called Palmmeasure from the theory
of point processes. By abuse of notation we also refer to α as the Palm measure on
��,π . In particular, we can apply this Palm measure to the functions ρξ from (7.5).
In the sequel we will abbreviate

cξ := α(ρξ ) = α(|Dξ |2).

Unravelling definitions, we see that cξ is characterized by the equation

∫

��

⎛

⎝

∑

δ′∈π(�′)
ϕ(δ′)|Dξ (�

′, δ′)|2
⎞

⎠ dν�(�′) = cξ ·
∫

Q
ϕ dmQ (ϕ ∈ Cc(Q)).(7.8)

Remark 7.9 At this point the numbers (cξ ) are just non-negative real numbers derived
from the twisted fiber densities. We will see in Theorem 8.3 below that they can be
interpreted as coefficients of the pure point part of the central diffraction measure of
� with respect to ν�.

We can now provide the promised criterion for non-triviality of the twisted peri-
odization operators Pξ .

Proposition 7.10 (Twisted periodization operators and diffraction coefficients) The
twisted periodization operator Pξ is non-zero if and only if cξ �= 0. Thus,

{ξ ∈ ̂Z | cξ �= 0} ⊂ specZpp(L
2(��, ν�)).

Concerning the proof of Proposition 7.10 we introduce the following notation. We
fix a choice (r , R) of Delone parameters for � := π(�) with respect to our fixed
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left-admissible metric on Q. Given q ∈ Q, we denote by Br/2(q) ⊂ Q the open
ball of radius r around the identity in Q and by Cc(Br/2(q)) ⊂ Cc(Q) the subset
of functions supported inside Br/2(q). Then Proposition 7.10 will follow from the
following lemma.

Lemma 7.11 For every q ∈ Q and ϕ ∈ Cc(Br/2(q)),

‖Pξ ϕ‖2L2(��,ν�)
= cξ · ‖ϕ‖2L2(Q,mQ)

.

Proof For every ϕ ∈ Cc(Q), �′ ∈ �� and �′ := π(�′) we have

|Pξϕ(�′)|2 =
∑

δ1,δ2∈�′∩supp(ϕ)

ϕ(δ1) Dξ (�
′, δ1) ϕ(δ2) Dξ (�′, δ2).

Since�′ ∈ ��, we know that�′ is r -uniformly discrete. Thus if supp(ϕ) has diameter
less than r , then |�′ ∩ supp(ϕ)| ≤ 1. This then implies that

|Pξ ϕ(�′)|2 =
∑

δ′∈�′
|ϕ(δ′)|2 |Dξ (�

′, δ′)|2,

and we deduce with (7.8) that

‖Pξ ϕ‖2L2(��,ν�)
=

∫

��

⎛

⎝

∑

δ′∈π(�′)
|ϕ(δ′)|2 |Dξ (�

′, δ′)|2
⎞

⎠ dν�(�′)

= cξ ·
∫

Q
|ϕ|2 dmQ = cξ · ‖ϕ‖2L2(Q,mQ)

,

which finishes the proof. ��
Proof of Proposition 7.10 If cξ �= 0 then we can pick any q ∈ Q and ϕ ∈ Cc(Br/2(q))

to produce an eigenfunction Pξ ϕ ∈ L2(��, ν�)ξ , which is then of non-zero norm
by Lemma 7.11. Conversely, assume that cξ = 0 and let ϕ ∈ Cc(Q) Using a partition
of unity we can write ϕ as a finite sum of the form ϕ = ϕ1 + · · · + ϕn where each
ϕ j is supported in an open ball of radius at most r/2. By Lemma 7.11 we then have
Pξ ϕ j = 0 for all j = 1, . . . , n and thus Pξ ϕ = 0. Since ϕ ∈ Cc(Q) was arbitrary
this proves Pξ = 0. ��
Remark 7.12 Let us define a norm on Cc(Q) by

‖ϕ‖ := inf
{

‖ϕ1‖L2(Q,mQ) + · · · + ‖ϕn‖L2(Q,mQ) | ϕ

= ϕ1 + · · · + ϕn, ∃q1, . . . , qn ∈ Q : supp(’j) ⊂ Br/2(q j )
}

and denote by Fr (Q) the completion of Cc(Q) under this norm. Since the Q-action
onCc(Q) preserves ‖·‖, it extends to an isometric action on the Banach spaceFr (Q).
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Also note that if supp(ϕ) has diameter at most r , then ‖ϕ‖ = ‖ϕ‖L2(Q,mQ), and hence

L2(Br/2(q),mQ) ⊂ Fr (Q) for all q ∈ Q.
Now assume that cξ �= 0, then for all ϕ ∈ Cc(Q) and ϕ1, . . . , ϕn ∈ Cc(Q) with

support of diameter at most r satisfying ϕ = ϕ1 + · · · + ϕn we have

‖Pξ ϕ‖L2(��,ν�) ≤
n

∑

j=1

‖Pξ ϕ j‖L2(��,ν�) = c1/2ξ ·
n

∑

j=1

‖ϕ j‖L2(Q,mQ),

and thus passing to the infimum yields ‖Pξ ϕ‖L2(��,ν�) ≤ c1/2ξ ‖ϕ‖, with equality if
the support of ϕ has diameter at most r . We thus deduce thatPξ extends to a bounded
linear operator

Pξ : Fr (Q) → L2(��, ν�)ξ with ‖Pξ‖op = c1/2ξ .

From (7.3) one deduces that this operator has the equivariance property

(z, q).(Pξ ϕ) = χ(z)Pξ

(

ϕ · β(q−1, ·)
)

.

7.5 Estimates on the diffraction coefficients

In view of Proposition 7.10 we have reduced the proof of Theorem 7.3 to showing
that cξ �= 0 for a relatively dense set of characters ξ ∈ ̂Z . In this subsection we will
establish a refined version of this result.

Since � is π -aligned, the fiber �e is relatively dense in Z , and hence (�2)e is
relatively dense in Z , hence a Meyer set (see Corollary 3.8). It is thus harmonious by
Lemma 2.11, i.e. for every ε > 0 the ε-dual

̂(�2)e
ε = {ξ ∈ ̂Z | ‖(ξ − 1)|�2‖ < ε} ⊂ ̂Z

is relatively dense in ̂Z . In view of this fact, the following proposition concludes the
proof of Theorem 7.3.

Proposition 7.13 (Estimates on diffraction coefficients) In the situation of Theorem7.3
the numbers cξ from (7.8) satisfy the following estimates.

(i) c1 > 0.

(ii) If ε ∈ (0, 1) and ξ ∈ ̂(�2)e
ε

, then (1 − ε) · c1 ≤ cξ ≤ c1.

In particular, if ε ∈ (0, 1) and ξ ∈ ̂(�2)e
ε

, then cξ �= 0 and hence ξ ∈
specZpp(L

2(��, ν�)).

Proof (i) If c1 = 0, then by (7.8) for all ϕ ∈ Cc(Q) we would have

∫

��

⎛

⎝

∑

δ′∈π(�′)
ϕ(δ′)|D1(�

′, δ′)|2
⎞

⎠ dν�(�′) = 0.
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1724 M. Björklund, T. Hartnick

This would contradict Lemma 5.2.(ii).

(ii) Fix ε ∈ (0, 1) and ξ ∈ ̂(�2)e
ε

. In view of (7.8) it suffices to show that for all
�′ in the conull subset �ξ ∩ �1 ⊂ �� and all δ′ ∈ π(�′) we have

(1 − ε) · |D1(�
′, δ′)| ≤ |Dξ (�

′, δ′)| ≤ |D1(�
′, δ′)|.

The upper bound holds for all ξ ∈ ̂Z by the triangle inequality, since ‖ξ‖∞ ≤ 1. To
establish the lower bound we fix �′ ∈ �ξ ∩ �1, δ′ ∈ π(�′) and n′ ∈ �′

δ′ . Since
(n′, δ′) ∈ �′ we have (n′, δ′)−1�′ ⊂ �−1� by Lemma 2.6. We deduce that

|ξ(t) − 1| < ε for all t ∈ ((n′, δ′)−1�′)e. (7.9)

On the other hand, by (7.3) we have

|Dξ (�
′, δ′)| = |Dξ ((n

′, δ′)−1.�′, e)|.

Combining these two observations we deduce that

|Dξ (�
′, δ′)| = |Dξ ((t, δ

′)−1�′, eQ)|
= ∣

∣ lim
T→∞

1

mN (FT )

∑

t∈((n,δ′)−1�′)eQ∩FT

ξ(t)
∣

∣

= ∣

∣ lim
T→∞

1

mN (FT )

∑

t∈((n,δ′)−1�′)eQ∩FT

(

1 + (ξ(t) − 1)
)

∣

∣

≥
⎛

⎜

⎝ lim
T→∞

1

mN (FT )

∑

t∈((n,δ′)−1�′)eQ∩FT

1

⎞

⎟

⎠

− lim
T→∞

1

mN (FT )

∑

t∈((n,δ′)−1�′)eQ∩FT

∣

∣

∣ξ(t) − 1
∣

∣

∣

≥ D1(�
′, δ′) − εD1(�

′, δ′),

where the last inequality follows from (7.9). This establishes the lower bound and
finishes the proof. ��

8 Central diffraction

8.1 Auto-correlationmeasures

We recall some basic facts about auto-correlation measures. The material of this sub-
section is taken from [7]. Let G be a lcsc group and � ⊂ G be a Delone subset of
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finite local complexity. Recall that the periodization map P was defined by

P : Cc(G) → C(��), P f (�′) :=
∑

x∈�′
f (x).

Given a G-invariant probability measure ν� on ��, the auto-correlation measure
η = η(�, ν�) of � with respect to the measure ν� is the unique positive-definite
Radon measure on G satisfying

η( f ∗ ∗ f ) = ‖P f ‖L2(��,ν�) ( f ∈ Cc(G)).

If G is amenable with Haar measure mG , then there exists a Følner sequence (Bt ) in
G such that for a ν�-generic choice of �′ ∈ �� the auto-correlation measure is given
by

η( f ) = lim
T→∞

1

mG(BT )

∑

x∈�′∩BT

∑

y∈�′
f (x−1y) ( f ∈ Cc(G)),

see [7]. If �� is uniquely ergodic, then one may choose �′ := �. From the above
formula one deduces that the auto-correlationmeasure is supported on (�′)−1�′.With
Lemma 2.6 we thus deduce that

supp(η) ⊂ �−1�. (8.1)

Since �−1� is closed and discrete, this implies in particular, that η is pure point.

8.2 Definition of central diffraction

From now on we fix a G-invariant probability measure ν� on �� and denote by η =
η(�, ν�) the associated auto-correlation measure, which by definition is a positive-
definite pure point Radon measure on G.

Remark 8.1 (The abelian case) Assume that Q = {e} is the trivial group so that
G = Z is abelian. Since η is positive-definite, it admits a Fourier transform η̂, which
is a positive Radon measure on the Pontryagin dual ̂G of G. This measure is then
called the diffraction measure of of � with respect to the measure ν�.

In the general case, the groupG is non-abelian, hence it does not admit a Pontryagin
dual. The most natural replacement for the Pontryagin dual in the wider context of
lcsc group is probably the unitary dual, but even for relatively tame examples (like
countable discrete groups), this space is rather ill-behaved—even for nilpotent Lie
groups it is non-Hausdorff, and we do not want to consider diffraction measures as
measures on such spaces. Depending on the class of groups under consideration, there
are several different ways to circumvent this problem and to define a Fourier transform
for positive-definite measures on lcsc groups:
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In [4] we considered lcsc groups G which admit a compact subgroup K such
that (G, K ) is a Gelfand pair. In this case, the spherical dual of the pair (G, K )

is a well-behaved (in particular, Hausdorff) subspace of the unitary dual of G, and
this allowed us to define a notion of spherical diffraction as the spherical Fourier
transform of the auto-correlation measure. While this measure does not capture the
full information about the corresponding Koopman representation, it does capture
the information about the spherical part of the representation. However, non-abelian
nilpotent Lie groups (like the Heisenberg group) do not fall into the framework of
spherical diffraction, at least not directly. (As explained in [4], certain nilpotent Lie
groups, including the Heisenberg group, admit extensions by compact Lie groups
which do fall into the framework of spherical diffraction, but this approach works
only for very few nilpotent Lie groups.)

We thus present a different approach to non-abelian diffraction here,which is specif-
ically tailored to the study of nilpotent Lie groups and based on the fact that such groups
admits a vertical (i.e. central) and a horizontal direction. To measure the vertical infor-
mation we are going to define a “central diffractionmeasure” for the subgroup Z < G,
which is abelian and hence admits a nice Fourier theory.

To explain the construction of this measure, we recall from (8.1) that η is supported
in the uniform approximate lattice �2 = �−1�, say

η =
∑

x∈�−1�

cη(x)δx .

By our assumption, the set �2 is π -adapted, and hence �2 = π(�2) is a uniform
approximate lattice in Q. We can now decompose η as a discrete sum

η =
∑

δ∈�2

η̃δ, where η̃δ :=
∑

x∈π−1(δ)

cη(x)δx .

Here for each δ ∈ �2 the measure η̃δ is supported on π−1(δ) = Zs(δ), and we
can identify it with a measure ηδ on the abelian group Z by translating it by right-
multiplication by s(δ)−1. We refer to the measures (ηδ)δ∈�2 as the fiber measures of
η.

While the auto-correlation measure η is positive-definite, the fiber measures ηδ will
not be positive-definite in general, but he fiber measure

ηe =
∑

x∈�2∩Z

cη(x)δx

over the identity is always positive definite, hence Fourier-transformable. Indeed if
ϕ ∈ Cc(Q) is supported in a sufficiently small identity neighbourhood andψ ∈ C(Z),
then ηe(ψ

∗ ∗ ψ) = η((ψ ⊗ ϕ)∗ ∗ (ψ ⊗ ϕ)) ≥ 0.

Definition 8.2 The measure η̂e ∈ R(̂Z) is called the central diffraction measure of �

with respect to ν�.
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8.3 Atoms of the central diffractionmeasure

We keep the notations of Convention 7.1 and the previous subsection. The goal of this
subsection is to provide a formula for the pure point part η̂epp of the central diffraction
measure η̂e of � with respect to ν� so that, by definition,

η̂e
pp =

∑

{ξ∈̂Z |η̂e({ξ}) �=0}
η̂e({ξ}) · δξ .

The following theorem relates the atoms of the central diffraction to the number cξ

from (7.8).

Theorem 8.3 The pure point part η̂epp of the central diffraction measure η̂e of � with
respect to ν� is given by

η̂e
pp =

∑

{ξ∈̂Z |cξ �=0}
cξ δξ ,

where cξ is given by (7.8).

Note that Theorem 8.3 implies Proposition 1.8 from the introduction. We postpone
the proof of the theorem to first derive some consequences.

Remark 8.4 Recall that if cξ �= 0, then by Proposition 7.10 the twisted periodization
operator Pξ is non-zero and thus L2(��, ν�)ξ �= {0}. It thus follows from Theo-
rem 8.3 that the atoms of the central diffraction measure η̂e are contained in the pure
point spectrum of Z � (��, ν�). This generalizes the classical observation that “the
diffraction spectrum is contained in the dynamical spectrum”.

Remark 8.5 (Bragg peaks) Combining Proposition 7.13 and Theorem 8.3 we deduce
that the atomic part of the central diffraction measure is non-trivial, and that the largest
atomof the central diffractionmeasure is located at the trivial character ξ = 1. The size
of the other atoms should then be considered in comparison to the maximal atom. We
thus say that the central diffraction measure has an (1− ε)-Bragg peak at a character
ξ ∈ ̂Z if the central diffraction measure has an atom of size at least (1 − ε)c1. With
this terminology we can now formulate our results as follows.

Corollary 8.6 (Relative density of (1−ε)-Bragg peaks)For every ε ∈ (0, 1) the central

diffraction has an (1−ε)-Bragg peak at every ξ ∈ ̂(�−1�)e
ε

. In particular, the central
diffraction admits a relatively dense set of (1 − ε) Bragg peaks. ��

At this point we have established Theorem 1.7 and therefore all the results men-
tioned in the introduction.We now turn to the proof of Theorem 8.3. Our starting point
is the following formula for η̂e.
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Proposition 8.7 Let (r , R) be Delone parameters for �2 and let ϕ ∈ Cc(Q) with
support contained in Br/4(e) and normalized to ‖ϕ‖L2(Q,dmQ) = 1. Then for all
ψ ∈ Cc(Z) we have

η̂e(|̂ψ |2) = ‖P(ψ ⊗ ϕ)‖2L2(��,ν�)
.

Note that the Delone parameter r enters into the conclusion through the support
condition of ϕ, whereas the conclusion does not depend on R (as long as it is finite).

Proof Let ψ ∈ Cc(Z) and let ϕ ∈ Cc(Q) with support contained in Br/4(e). If we
abbreviate f := ψ ⊗ ϕ, then we have

η( f ∗ ∗ f ) =
∑

(z,q)∈�−1�

cη(z, q)

(∫

G
f (z′, q ′) f ((z′, q ′)(z, q))dmG(z′, q ′)

)

=
∫

Z

∫

Q

∑

(z,q)∈�−1�

cη(z, q)ψ(z′)

ψ(z′ + z + β(q ′, q))ϕ(q ′)ϕ(q ′q)dmQ(q ′)dmZ (z′)

Note that if (z, q) ∈ �−1�, then ϕ(q) = 0 unless q ∈ supp(ϕ) ∩ �2 = {e}, and
hence β(q, q ′) = 0 and z ∈ �−1� ∩ Z . If we assume moreover that ϕ is normalized
to ‖ϕ‖L2(Q,dmQ) = 1, then we obtain

η( f ∗ ∗ f ) =
∑

z∈�−1�∩Z

∫

Z
cη(z, e)ψ(z′)ψ(z′ + z)dmZ (z′)

∫

Q
ϕ(q ′)ϕ(q ′e)dmQ(q ′)

= ηe(ψ
∗ ∗ ψ).

Since η( f ∗ ∗ f ) = ‖P f ‖2
L2(��,ν�)

and η̂e(|̂ψ |2) = ηe(ψ
∗ ∗ ψ), the proposition

follows. ��
This yields a formula for the spectral measure of η̂e, and as in [2, Prop. 7] one deduces:

Corollary 8.8 Let ξ ∈ ̂Z, ψ ∈ Cc(Z) with ̂ψ(ξ) �= 0 and ϕ ∈ Cc(Q) with support
contained in Br/4(e) and normalized to ‖ϕ‖L2(Q,dmQ) = 1. Then

η̂e({ξ}) = |̂ψ(ξ)|−2 · ‖πξ (P(ψ ⊗ ϕ))‖2L2(��,ν�)
. �

We introduce the following notation: Given a function f ∈ Cc(G) and a character
ξ ∈ ̂Z we abbreviate

fξ (q) :=
∫

Z
f (z, q)ξ(z)dmZ (z).

For example, if f = ϕ ⊗ ψ is a product with ϕ ∈ Cc(Z) and ϕ ∈ Cc(Q), then
fξ (q) = ϕ̂(ξ−1) · ϕ. Now the key step in the proof of Theorem 8.3 is given by the
following proposition.
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Proposition 8.9 For all ξ ∈ ̂Z we have

πξ (P f ) = Pξ fξ .

Proof First we note that the eigenspace L2(��, ν�)ξ is just the space of Z -fixpoints
under the action of Z on L2(��, ν�) given by z. f (�′) = ξ(z) f (z−1.�′). It thus
follows from the mean ergodic theorem that the projection πξ : L2(��, ν�) →
L2(��, ν�)ξ is given by

πξ (h)(�′) = lim
T→∞

1

mN (FT )

∫

FT
ξ(z)h(z−1�′)dmZ (z) (h ∈ L2(��, ν�)),

where convergence is in L2-norm. Fix f ∈ Cc(G) and �′ ∈ �1 ∩ �ξ , and let K be
a compact symmetric identity neighbourhood containing supp( f ). By (5.1) we then
find TK > 0 such that FT ⊂ FT K ⊂ FT+TK . This implies in particular that

lim
T→∞

1

mZ (FT )

∑

t∈�′
δ′∩FT K

ξ(t) = Dξ (�
′, δ′).

By Lemma 5.12 applied with B := FT+TK we then have for all t ∈ FT K ⊂ FT+TK ,

ξ(t) fξ (δ
′) = (ξ ∗ f (·, δ′))(t) =

∫

FT+2TK

ξ(z) f (z−1t, δ′)dmZ (z).

We deduce that
∣

∣

∣

∣

∣

∣

∣

∫

FT
ξ(z)P f (z−1�′)dmZ (z) −

∑

δ′∈π(�′)
fξ (δ

′) ·
⎛

⎜

⎝

∑

t∈�′
δ′∩FT

ξ(t)

⎞

⎟

⎠

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∑

δ′∈π(�′)

∑

t∈�′
δ′

∫

FT
ξ(z) f (z−1t, δ′)dmZ (z) −

∑

δ′∈π(�′)

∑

t∈�′
δ′∩FT

ξ(t) fξ (δ
′)

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∑

δ′∈π(�′)

∑

t∈�′
δ′∩FT K

∫

FT
ξ(z) f (z−1t, δ′)dmZ (z) −

∑

δ′∈π(�′)

∑

t∈�′
δ′∩FT

ξ(t) fξ (δ
′)

∣

∣

∣

∣

∣

∣

∣

≤

∣

∣

∣

∣

∣

∣

∣

∑

δ′∈π(�′)

∑

t∈�′
δ′∩FT K

∫

FT+2TK

ξ(z) f (z−1t, δ′)dmZ (z) − ξ(t) fξ (δ
′)

∣

∣

∣

∣

∣

∣

∣

+mZ (FT+2TK \FT ) · ‖ξ‖∞‖ f ‖∞ +
∣

∣

∣

∣

∣

∣

∑

δ′∈π(�′)
fξ (δ

′)

∣

∣

∣

∣

∣

∣

|(FT+TK \FT ) ∩ �′
δ′ |

= mZ (FT+2TK \FT ) · ‖ f ‖∞ + |supp fξ ∩ π(�′))| · ‖ f ‖∞|(FT+TK \FT ) ∩ �′
δ′ |.
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The right hand side divided by mZ (FT ) converges to 0 since

mZ (FT+2TK \FT )

mZ (FT )
→ 0 and

|(FT+TK \FT ) ∩ �′
δ′ |

mZ (FT )
→ 0,

by exact volume growth and because �′ ∈ �1. We conclude that

πξ (P f )(�′) = lim
T→∞

1

mZ (FT )

∫

FT
ξ(z)P f (z−1�′)dmZ (z)

=
∑

δ′∈π(�′)
fξ (δ

′) ·
⎛

⎜

⎝ lim
T→∞

1

mZ (FT )

∑

t∈�′
δ′∩FT

ξ(t)

⎞

⎟

⎠

=
∑

δ′∈π(�′)
fξ (δ

′)Dξ (�
′, δ′) = Pξ fξ (�

′),

which finishes the proof. ��

Proof of Theorem 8.3 Let ψ ∈ Cc(Z) and ϕ ∈ Cc(Q) with support contained in
Br/4(e). If we abbreviate f := (ψ ⊗ ϕ), then by Proposition 8.9 and Lemma 7.11 we
have for all ξ ∈ ̂Z ,

‖πξ (P f )‖2L2(��)
= ‖Pξ fξ‖2L2(��)

= cξ‖ fξ‖2L2(Q,mQ)
.

Since fξ (q) = ̂ψ(ξ−1) · ϕ, this shows that

‖πξ (P(ψ ⊗ ϕ))‖2L2(��)
= cξ · |̂ψ(ξ)|2 · ‖ϕ‖2L2(Q,mQ)

In view of Corollary 8.8 this implies that η̂e({ξ}) = cξ and finishes the proof. ��
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Appendix A. Background on nilpotent Lie groups

Recall that a Lie algebra g is called k-step nilpotent if its lower central series as given
by

g1 := g and gm+1 := [g, gm] for all m ≥ 1.

satisfies gk+1 = {0} �= gk . We say that g is at least k-step nilpotent (respectively at
most k-step nilpotent) if it is n-step nilpotent for some n ≤ k (respectively n ≥ k).

Given a k-step nilpotent Lie algebra g, the Baker–Campbell–Hausdorff series
defines a multiplication ∗ on g (given by a polynomial of degree k). The group
G = (g, ∗) carries two natural structures: On the one hand, it is a 1-connected (i.e.
connected and simply-connected) nilpotent real Lie group, on the other hand it is a
unipotent algebraic group over R. Conversely, every 1-connected real nilpotent Lie
group, respectively unipotent algebraic group over R arises in this way (up to isomor-
phism). This yields an equivalence of categories between 1-connected real nilpotent
Lie groups and unipotent algebraic groups over R.

In the sequel, when given a subset A ⊂ G, we will refer to the closure of A in the
Lie group topology simply as the closure of A, and to the closure of A in the Zariski
topology as the Zariski closure. The adjectives closed, dense, Zariski closed, Zariski
dense are understood accordingly.

Remark A.1 (Closed connected subgroups)LetG be a1-connectednilpotentLie group.
If H < G be a closed and connected subgroup, then H is a connected nilpotent

Lie group with respect to the subspace topology [17, Prop. 9.3.9], in particular, if we
denote by h < g its Lie algebra, then the exponential function exp : h → H is onto
[17, Cor. 11.2.7], and thus h = log(H). Then exp and log restrict to mutually inverse
diffeomorphisms between H and h, and thus H ∼= (h, ∗) as Lie groups. This implies,
firstly, that H is contractible, and in particular arcwise connected and 1-connected. It
also implies that H is a unipotent linear algebraic group, and a Zariski-closed subgroup
of G. Thus a connected subgroup of G is closed if and only if it is Zariski-closed.

Examples of closed connected subgroups of G arise as follows. Firstly, the whole
lower central series ofG as givenbyG1 := G andGn+1 := [G,Gn] forn ≥ 1 consists
of closed connected subgroups. For closedness see e.g. [8, I.2.4, Corollary 1], and
connectedness follows inductively from thegeneral fact that commutators of connected
subgroups are connected. In particular, the commutator subgroup G2 = [G,G] is
closed and connected. Secondly, centralizers of elements, hence of arbitrary subgroups
are always closed (as preimage of the identity under a suitable commutator map), and
centralizers of analytic subgroups of G are connected by [27, Prop.1]. In particular,
if H < G is closed and connected, then it is analytic (since it is arcwise connected,
see [15, Theorem]), hence its centralizer CG(H) is also closed and connected. This
applies in particular to the center Z(G) = CG(G) of G. Finally, we can iterate these
constructions, using the fact that a closed connected subgroup of a closed connected
subgroup is closed and connected.

We also observe that if H < G is closed and connected, then G/H is contractible.
Indeed, since bothG and H are contractible, this follows from the long exact sequence
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in homotopy of the fibration H → G → G/H . In particular, if H is moreover normal
in G, then G/H is again a 1-connected nilpotent Lie group, hence contractible. In
particular we deduce that the extension

H → G → G/H

is a trivial fiber bundle, hence admits a continuous section.

Now let G be a 1-connected 2-step nilpotent Lie group with Lie algebra g. By
definition, this means that g is non-abelian and that the commutator subalgebra [g, g]
is contained in the center z = z(g) of g, i.e. the quotient V := g/z(g) is non-trivial
and abelian. We then have a central extension of Lie algebras

0 → z → g
π−→ V → 0,

and we pick once and for all a linear section s : V → g.
We may assume that G = (g, ∗), where the Baker–Campbell–Hausdorff product is

given by

X ∗ Y = X + Y + 1

2
[X ,Y ]. (A.1)

Let us denote by Z the additive group (z,+) and also consider V as an abelian group
under addition. We then have a central extension

Z → G = (g, ∗)
π−→ V ,

of Lie groups, and s defines a continuous section of this extension as well. We claim
that if we define β : V × V → Z by β(v1, v2) := 1

2 [s(v1), s(v2)], then G = Z ⊕β V .
Indeed, since s was chosen to be linear, we have for all Z1, Z2 in z and v1, v2 ∈ V

(Z1 + s(v1)) ∗ (Z2 + s(v2)) = (Z1 + s(v1)) + (Z2 + s(v2))

+1

2
[Z1 + s(v1), Z2 + s(v2)]

= (Z1 + Z2 + 1

2
[s(v1), s(v2)]) + s(v1 + v2).

We thus see that with respect to the chosen linear structures on the abelian Lie groups V
and Z , the cocycle β is an anti-symmetric bilinear form. This anti-symmetric bilinear
form is moreover non-degenerate in the sense that if β(v,w) = 0 for all w ∈ V , then
v = 0. Indeed, otherwise (0, v) would be central in Z ⊕β V , which is a contradiction.
To summarize:

Proposition A.2 Every 1-connected 2-step nilpotent Lie group N is isomorphic to
Z ⊕β V for real vector spaces V , Z of positive dimension and a non-degenerate,
antisymmetric bilinear map β : V × V → Z. ��
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Conversely, if V , Z are real vector spaces of positive dimension andβ : V×V → Z
is a non-degenerate antisymmetric bilinear map, then Z ⊕β V is a 2-step nilpotent Lie
group with center Z .

Example Let V := R
2n , Z := R and define β : V × V → Z by

β(v,w) =
n

∑

i=1

viwi −
2n
∑

j=n+1

v jw j .

Then N is the (2n + 1)-dimensional Heisenberg group.

Appendix B. Construction of exotic universally aligned towers

In the body of this article we establish the existence of universally aligned abelian
characteristic subgroups (Theorem 1.3) by appealing to Machado’s embedding the-
orem. In the first version of this article, when we were still unaware of Machado’s
result, we provided a different construction, which does not rely on any embedding
arguments. We believe that this construction is of independent interest, and hence we
record it in this appendix.

B.1 The projection theorem for 2-step nilpotent Lie groups

In this subsection, G denotes a 1-connected 2-step nilpotent Lie group. It follows
fromMachado’s embedding theorem that the center Z(G) of G is universally aligned.
Here we give an elementary proof of this fact, which does not rely on the embedding
theorem.

Proposition B.1 (Projection theorem for 2-step nilpotent Lie groups) Let G be a 1-
connected 2-step nilpotent Lie group and denote by π : G → G/Z(G) the canonical
projection. If � ⊂ G is Meyerian, then � := π(�) ⊂ V is uniformly discrete, hence
Meyerian (i.e. a Meyer set). In particular, every approximate lattice in G is π -aligned.

Proof By Proposition A.2 we may assume that G = Z ⊕β V , where Z ∼= Z(G)

and V ∼= G/Z(G) are finite-dimensional real vector spaces and β : V × V → Z is
a non-degenerate, antisymmetric bilinear map, and that π is the projection onto the
second coordinate. Then by (2.10) the inverse of an element (z, v) ∈ G is given by
(z, v)−1 = (−z,−v), and hence the commutator of elements (z1, v1), (z2, v2) ∈ G is
given by

[(z1, v1), (z2, v2)] = (2β(v1, v2), 0).

This implies in particular, that if A and B are arbitrary subsets of G, then

β(π(A), π(B)) ⊂ 1

2
(ABA−1B−1)0, (B.1)
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where (ABA−1B−1)0 denotes the fiber of (ABA−1B−1) over 0 ∈ V .
Now let � ⊂ G be Meyerian. Since � is relatively dense in G we can choose

a compact subset L ⊂ G such that G = �L . Then K := π(L) is compact and
V = π(G) = � + K , which implies that

V = (� − �) + K . (B.2)

We are going to establish the following two properties of �1 := � − �:

(1) There is a finite subset A ⊂ �1 such that A⊥ := {v ∈ V | β(a, v) = 0} = {0}.
(2) β(�1 − �1,�1) ⊂ Z is discrete.

Let us show that the proposition follows from (1) and (2) by showing that (1) and (2)
imply that� satisfies Property (Me1) of Lemma 2.11 which characterizes Meyer sets.
To see that �1 is uniformly discrete we choose a sequence (δn) in �1 − �1 which
converges to 0. Since β(�1 −�1, A) ⊂ β(�1 −�1,�1) is discrete we find for every
a ∈ A a positive integer n(a) such that

β(δn, a) = lim
n→∞ β(δn, a) = β( lim

n→∞ δn, a) = 0 for all n ≥ n(a).

Thus if n ≥ maxa∈A n(a), then δn ∈ A⊥ and hence δn = 0. This shows that 0 is an
isolated point of �1 − �1, hence �1 = � − � is uniformly discrete. This establishes
(Me1) and it thus remains only to establish (1) and (2).

Towards the proof of (1) we first observe that the β-complement �⊥
1 ⊂ V of �

is trivial. Indeed, assume that v ∈ V with β(v,�1) = 0 and define a linear map
Lv : V → Z by Lv(p) := β(v, p). Then Lv(� − �) = 0 and hence by (B.2) the
image

Lv(V ) = Lv(� − � + K ) = Lv(K )

is bounded. This implies Lv ≡ 0, whence v ∈ V⊥. Since β is non-degenerate this
implies v = 0, and hence

{0} = �⊥
1 =

⋂

δ∈�1

δ⊥.

Now if an infinite intersection of subspaces of a finite-dimensional vector space is
trivial, then already finitely many of them intersect trivially. We can thus find a finite
subset A ⊂ �1 such that A⊥ = {0}. This establishes (1).

Concerning (2), by (B.1) we have

β(�1 − �1,�1) = β(−� + � − � + �,−� + �)

= β(π((�−1�)2), π(�−1�))

⊂ 1

2
((�−1�)6)0.
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Since � is Meyerian, it follows from Property (M2) of Lemma 2.10 that (�−1�)6 is
uniformly discrete. This implies (2) and finishes the proof. ��

B.2 2-step nilpotent characteristic subgroups of nilpotent Lie groups

Let G be a 1-connected Lie group which is at least 3-step nilpotent. We are going to
consider a special closed characteristic subgroup, which is at most 2-step nilpotent.
We first formulate the corresponding results on the level of Lie algebras

Lemma B.2 Let g be a nilpotent Lie algebra and let n := cg([g, g]).
(i) n is either abelian or 2-step nilpotent.
(ii) n and its center z(n) are characteristic ideals in g.
(iii) If g is at least 3-step nilpotent, then n and z(n) are non-trivial, i.e. neither {0} nor

equal to g.

Proof (i) follows from [n, [n, n]] ⊂ [n, [g, g]] = {0}.
(ii) The commutator ideal of a Lie algebra is always characteristic, as is the cen-

tralizer of a characteristic ideal and in particular the center. This shows that n is
characteristic in g and z(n) is characteristic in n, hence also z(n) is characteristic in g.

(iii) That n �= g is immediate from (i), and we have {0} � z(g) ⊂ z(n) ⊂ n. ��
The following examples show that there are cases in which n is abelian and cases

in which n is 2-step nilpotent; they also show that z(n) is in general not central in g.

Example Let g := un < gln(R) denote the Lie algebra of strictly upper triangular
matrices for some n ≥ 4. Then n is a 3-dimensional abelian Lie algebra generated by
the elementary matrices E1,n−1, E1,n and E2,n .

Example Let g < u5 be the 7-dimensional subalgebra generated by the elementary
matrices E12, …, E15, E24, E25, E35 and E45. Then n is the 5-dimensional 2-step
nilpotent Lie algebra generated by E13, E14, E15, E25 and E35. Its center is a 3-
dimensional abelian Lie algebra which contains the center of g as a codimension 2
subalgebra.

On the group level we have the following corresponding results.

Lemma B.3 Let G be a 1-connected nilpotent Lie group with Lie algebra g and let
N := CG([G,G]) and A := Z(N ).

(i) The Lie algebras of N and A are given by n := cg([g, g]) and a := z(cg([g, g]))
(ii) N and A are 1-connected and closed, and hence N = exp(n) and A = exp(a).
(iii) N and A are characteristic in G.
(iv) N is either abelian or 2-step nilpotent and A is abelian.
(v) If G is n-step nilpotent for some n ≥ 3, then N and A are non-trivial.

Proof (i) This is immediate from the definitions. (ii) We apply Remark A.1 three
times: Firstly, [G,G] is closed and connected (hence 1-connected and exponential).
Secondly, N as the centralizer of a closed and connected subgroup is closed and
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connected. Finally, A as the center of a closed and connected subgroup is closed and
connected. (iii) follows from the fact that commutator subgroups and centralizers are
characteristic, and (iv) and (v) follow from (i), (ii) and Lemma B.2. ��

From the examples after Lemma B.2 we see that there are cases where N is abelian
and cases where N is 2-step nilpotent, and that A need not be central in G.

B.3 Relatively dense subsets and Zariski dense subsets

Lemma B.4 Let G be a 1-connected nilpotent Lie group with lower central series
(Gn)n∈N and let X ⊂ G be Zariski dense. Then for every n ∈ N there exists σ(n) ∈ N

such that Xσ(n) ∩ Gn is Zariski dense in Gn.

Proof We consider the family of maps (pk)k≥1 given by

pk : G×kn → Gn, (g11, . . . , g1n, . . . , gk1, . . . , gkn)

�→
k
∏

i=1

[gi1, [gi2, . . . , [gi(n−1), gin] . . . ]].

By definition, the group Gn is the ascending union

Gn =
∞
⋃

k=1

pk(G
×kn).

Since it is closed, it contains each of the sets pk(G×kn). In particular,

Gn =
∞
⋃

k=1

pk(G
×kn) ⊂

∞
⋃

k=1

pk(G×kn) ⊂ Gn ⇒ Gn =
∞
⋃

k=1

pk(G×kn).

By the Baire category theorem we thus deduce that there exists k ∈ N such that
pk(G×kn) has non-empty interior in Gn . This implies that pk(G×kn) is Zariski dense
in Gn , and hence pk(G×kn) is Zariski dense in Gn . On the other hand, since X is
Zariski dense inG, also X×kn is Zariski dense in G×kn and hence pk(X×kn) is Zariski
dense in the Zariski closure of pk(G×kn), which is Gn . Since pk(X×kn) ⊂ Xσ(n) for
some sufficiently large σ(n), we deduce that Xσ(n) is Zariski-dense in Gn as well. ��
Lemma B.5 Let G be a connected unipotent algebraic subgroup of GLn(R) for some
n ≥ 2, and let X ⊂ G be relatively dense. Then the subgroup 〈X〉 < G is Zariski
dense.

Proof Denote by H the Zariski closure of � := 〈X〉 in G. Since H is nilpotent, it is
unimodular, and since H contains X , it is relatively dense in G, hence cocompact. It
thus follows that the homogeneous space G/H admits a unique G-invariant (hence
G-ergodic) probability measure μG/H . On the other hand, by Chevalley’s theorem
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there exists an algebraic representation ρ : G → GL(W ) and a line L ⊂ W such that
H is the setwise stabilizer of L . We thus obtain an embedding ϕ : G/H ↪→ P(W ),
gH �→ gL , and we denote by μ := ϕ∗μG/H the push-forward of μG/H , which is
invariant and ergodic under ρ(G). Now ρ(G) ⊂ GL(W ) is again a unipotent group,
since ρ is algebraic. It thus follows from [14, Lemma 3] that μ is supported on the
ρ(G)-fixpoints in P(W ); since it is ergodic it is thus given by a Dirac measure at a
single point. We deduce that G/H is a point, i.e. G = H , hence � is Zariski dense in
G. ��
Combining the previous two lemmas (or rather their proofs) one obtains:

Corollary B.6 Let G be a 1-connected nilpotent Lie group with lower central series
(Gn)n∈N and let X ⊂ G be relatively dense. Then for every n ∈ N there exists
σ(n) ∈ N such that Xσ(n) ∩ Gn is Zariski dense in Gn. In particular, the subgroup
〈X ∩ Gn〉 < Gn is Zariski dense.

Proof As in the proof of Lemma B.4 one show that if we define

pk : G×kn → Gn, (g11, . . . , g1n, . . . , gk1, . . . , gkn)

�→
k
∏

i=1

[gi1, [gi2, . . . , [gi(n−1), gin] . . . ]],

then pk(G×kn) is Zariski dense in Gn for some k. On the other hand, X is relatively
dense in G, hence X×kn is relatively dense in G×kn . It follows from Lemma B.5 that
〈X〉×kn is Zariski dense in G×kn . We deduce that pk(〈X〉×kn) is Zariski dense in the
Zariski closure of pk(G×kn), which is Gn . Since

〈X ∩ Gn〉 ⊃ pk(〈X〉×kn),

we conclude that 〈X ∩ Gn〉 is Zariski dense in Gn as well. ��

B.4 The first projection theorem for higher step nilpotent Lie groups

We now provide two projection theorems concerning uniform approximate lattices in
1-connectedLie groupswhich are≥ 3-step nilpotent.We recall fromLemmaB.3 that if
G is a 1-connected Lie group, which is at least 3-step nilpotent, then N := CG([G,G])
is a closed 1-connected characteristic subgroup G, which is proper, non-trivial and at
most 2-step nilpotent. Now the first version of our projection theorem can be stated as
follows:

Theorem B.7 (First projection theorem) Let G be a 1-connected Lie group which is
at least 3-step nilpotent and let � ⊂ G be Meyerian. Let N := CG([G,G]) and
let π : G → G/N denote the canonical projection. Then � := π(�) is uniformly
discrete in G/N. In particular, π is universally aligned.

For the proof we will need the following observation:
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Lemma B.8 With the notation of Theorem B.7 the group � := 〈�−1� ∩ [G,G]〉 is
finitely generated and Zariski dense in [G,G].
Proof That � is Zariski dense in [G,G] is a special case of Corollary B.6. Since G
is connected, it is compactly generated, and since �−1� is an approximate lattice in
G, we deduce with [6, Thm. 2.22] that 〈�−1�〉 is finitely-generated. Since finitely-
generated nilpotent groups are Noetherian, we deduce that every subgroup of 〈�−1�〉
is also finitely-generated. In particular, � is finitely-generated, and this finishes the
proof. ��
Proof of Theorem B.7 For all a ∈ [G,G], n ∈ N and x ∈ G we have nan−1 = a and
hence

[xn, a] = xnan−1x−1a−1 = xax−1a−1 = [x, a].

We can this define a continuous map

ψa : G/N → [G,G], ψa(xN ) := [x, a]. (B.3)

Now assume for contradiction that π(�) is not uniformly discrete. Then there exist
μ j ∈ �−1�\(N ∩ �−1�) such that π(μ j ) → e. We may thus choose elements
n j ∈ N such that μ j n j → e.

Let a ∈ [G,G] and consider the map ψa from (B.3). Since ψa is continuous we
deduce that for all a ∈ [G,G] we have

lim
j→∞[μ j , a] = lim

j→∞ ψa(μ j N ) = lim
j→∞ ψa(μ j n j N ) = ψa(N ) = e.

Now assume that a ∈ �, where � is as in Corollary B.8. Then there exists k ∈ N such
that a ∈ [G,G] ∩ (�−1�)k , and thus [μ j , a] ∈ (�−1�)2k+2, which is uniformly
discrete. Since [μ j , a] → e we deduce that there exists j(a) ∈ N such that

[μ j , a] = e for all j ≥ j(a). (B.4)

Now recall from Corollary B.8 that � is finitely-generated, and let F be a finite
generating set for �. We set

j0 := max{ j(a) | a ∈ F}.

Then for all j ≥ j0 and all a ∈ F we have [μ j , a] = e, i.e. a centralizes μ j . Since
〈F〉 = � we deduce that

[μ j , a] = e for all j ≥ j0 and a ∈ �.

Since � is Zariski dense in [G,G] we conclude that even

[μ j , a] = e for all j ≥ j0 and a ∈ [G,G].
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This implies that for j ≥ j0 we haveμ j ∈ CG([G,G]) = N , contradicting the choice
of the μ j . ��

B.5 The second projection theorem for higher step nilpotent Lie groups

Combining Theorem B.7 and Proposition B.1 we end up with the following theorem.

Theorem B.9 (Second projection theorem) Let G be a 1-connected Lie group which
is at least 3-step nilpotent, let A := Z(CG([G,G])) and denote by π1 : G → G/A
denote the canonical projection. Then π1 is universally aligned.

Proof If N := CG([G,G]) is already abelian, this follows from the first projection
theorem.Wemay thus assume that N is 2-step nilpotent.We then introduce the follow-
ing notation: We denote by π : G → G/N , π2 : G/A → G/N and ϕ : N → N/A
the canonical projections. By Remark A.1 we can choose continuous sections s1, s2
of π1, π2 respectively, and we may assume that s1(e) = e. The following diagram
illustrates the various maps:

G

π1

π

N

ϕG/A

π2

s1

G/N

s2

N/A

Now assume that � ⊂ G is a uniform approximate lattice. We define � := π1(�) ⊂
G/A, � := π2(�) = π(�) ⊂ G/N , � := �2 ∩ N ⊂ N and ϕ := ϕ(�) ⊂ N/A.
By the first projection theorem, � is an approximate lattice in G/N , and � is an
approximate lattice in N (since it is the π -fiber over e of �2). It then follows from
the projection theorem for 2-step nilpotent groups that ϕ is an approximate lattice in
N/A.

We need to show that � is uniformly discrete. Thus assume for contradiction that
there exist δ j , η j ∈ � ⊂ G/A such that δ j �= η j for all j ∈ N and δ−1

j η j → e. Then
π2(δ j ), π2(η j ) ∈ � and

π2(δ j )
−1π2(η j ) → e.

Since � is an approximate lattice it follows that for sufficiently large j we have

π2(δ j ) = π2(η j ) (B.5)

Now since δ j , η j ∈ � = π1(�) we can find λ j , μ j ∈ � such that π1(λ j ) = δ j
and π1(μ j ) = η j . Set m j := λ j s1(δ j )−1 and n j := μ j s1(η j )

−1. Then m j , n j ∈
ker(π1) = A and

λ j = m js1(δ j ) and μ j = n j s1(η j ).
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We deduce that

π(λ−1
j μ j ) = π2(π1(s1(δ j )

−1m−1
j n j s1(η j ))) = π2(δ j )

−1π2(η j ) = e,

hence λ−1
j μ j ∈ �−1� ∩ ker(π) = �−1� ∩ N = �, and thus ϕ(λ−1

j μ j ) ∈ ϕ. On the

other hand, since ϕ(m j ) = ϕ(n j ) = e and s1(δ j )−1s1(η j )s1(δ
−1
j η j )

−1 ∈ ker(π1) =
A = ker(ϕ) we have

ϕ(λ−1
j μ j ) = ϕ(s1(δ j )

−1m−1
j n j s1(η j )) = ϕ(s1(δ j )

−1s1(η j ))

= ϕ(s1(δ j )
−1s1(η j )s1(δ

−1
j η j )

−1s1(δ
−1
j η j ))

= ϕ(s1(δ
−1
j η j )),

which converges to (ϕ◦s1)(e) = e. Since ϕ is uniformly discrete this is only possible if
ϕ(λ−1

j μ j ) = e for all sufficiently large j . We have thus proved that for all sufficiently

large j we have ϕ(s1(δ
−1
j η j )) = e. This implies that for large j we have s1(δ

−1
j η j ) ∈

ker(ϕ) = A, and hence

δ−1
j η j = π1(s1(δ

−1
j η j )) ∈ π1(A) = {e},

which leads to the contradiction δ j = η j . This finishes the proof. ��

Appendix C. On theorems of Meyer and Dani–Navada

C.1 Statements of the original theorems in the abelian setting

Meyer’s original motivation to study Meyer sets came from number theory, and more
specifically from his study of Pisot–Salem numbers.

Definition C.1 A real number λ is called a Pisot–Salem number if it is an algebraic
integer, greater than 1 and if each of its Galois conjugates over Q has absolute value
less or equal to 1. It is called a Pisot number if the Galois conjugates have absolute
values strictly less than 1, otherwise a Salem number.

Meyer has related Pisot–Salem numbers are related to Meyer sets by the following
theorem [24]. Here, given a real number t > 0 we denote by δt : R → R the dilation
δt (x) := t x .

Theorem C.2 (Meyer) If t > 1 and � ⊂ R
n is a Meyer set such that δt (�) ⊂ �, then

t is a Pisot–Salem number. Conversely, if t is a Pisot–Salem number, then there exists
a Meyer set � ⊂ R such that δt (�) ⊂ �.

Now let T be an arbitrary continuous group automorphism of R
n which maps �

into itself, but not necessarily a dilation. One may then ask whether the eigenvalues of
T which are> 1 are Pisot-Salem numbers. If n = 1 then the answer to this question is
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positive, since up to a sign T is necessarily a dilation. For n > 1 the answer is negative:
Every matrix M ∈ SLn(Z) preserves the Meyer set Z

n ⊂ R
n , and the eigenvalues of

M can be arbitrary algebraic integers. However, in this example all Galois conjugates
of an eigenvalue of M are also eigenvalues of M . If one excludes such arithmetic
conspiracies, then one can establish a version of Meyer’s theorem for automorphisms
ofR

n as well. Indeed, the following is a special case of a theorem of Dani and Navada:

Theorem C.3 (Dani–Navada) Let T be a continuous group automorphism ofRn which
preserves a Meyer set � ⊂ R

n. Assume that T has simple spectrum σ(T ). Then the
following hold for every eigenvalue t ∈ σ(T ).

(i) t is an algebraic integer.
(ii) If t ′ is Galois conjugate to t over Q, then either t ′ ∈ σ(T ) or |t ′| ≤ 1.

In particular, if no two eigenvalues of σ(T ) are Galois conjugate over Q, then every
eigenvalue t > 1 of T is a Pisot–Salem number.

For a more general version of the theorem which also applies to the case where
the spectrum of T is not simple, we refer the interested reader to the original paper of
Dani and Navadi [11].

C.2 Statements of the theorems in the nilpotent setting

We now formulate versions of the theorems of Meyer and Dani–Navada in the context
of certain classes of nilpotent Lie groups. The natural context of Meyer’s theorem is
that of stratified Lie groups, which we briefly recall.

Let G be a 1-connected Lie group with Lie algebra g. A stratification of g is a
vector space decomposition

g = V1 ⊕ · · · ⊕ Vs

such that for all j = {1, . . . , s} we have Vj �= {0} and [V1, Vj ] = Vj+1 (with the
convention Vs+1 := {0}). The group G together with a stratification of g is then called
a stratified Lie group; any such group is evidently nilpotent (but not every nilpotent
Lie group can be stratified).

Given a stratified Lie group G and t > 0 we define an automorphism δt ∈ Aut(G)

by demanding that its differential (dδt )e ∈ Aut(g) maps X to t j X for all X ∈ Vj . We
refer to δt as the dilation of G with dilation factor t . We are going to show:

Theorem C.4 Let G be a 1-connected stratified Lie group. If t > 1 and � ⊂ G is a
Meyerian set such that δt (�) ⊂ �, then the dilation factor t is a Pisot–Salem number.

Concerning the theorem of Dani–Navada we have the following generalization to
the nilpotent case:

Theorem C.5 Let G be a 1-connected nilpotent Lie group with Lie algebra g and let
T be a continuous group automorphism of N which preserves a Meyerian set � ⊂ G.
Assume that its linearization dTe ∈ Aut(g) has simple spectrum σ(dTe). Then the
following hold for every eigenvalue t ∈ σ(dTe).

123



1742 M. Björklund, T. Hartnick

(i) t is an algebraic integer.
(ii) If t ′ is Galois conjugate to t over Q, then either t ′ ∈ σ(dTe) or |t ′| ≤ 1.

In particular, if no two eigenvalues of σ(dTe) are Galois conjugate over Q, then every
eigenvalue t > 1 of dTe is a Pisot–Salem number.

C.3 Universally aligned towers and automorphisms of nilpotent Lie groups

For the rest of this appendix let G be a 1-connected nilpotent Lie group. We recall
from Theorem 1.3 that G admits a universally aligned characteristic tower. We fix
such a tower G = G1, . . . ,Gn+1 once and for all.

In order to study the behaviour of a general automorphisms of G along the tower
G1, . . . ,Gn+1 we introduce the following notation: Given j ∈ {1, . . . , n}, let

A j := ker π j1
j : G j → G j+1

and given j ∈ {1, . . . , n + 1} let

K j := ker(π j
1 : G → G j+1).

We also denote by g = g1, . . . , gn+1, a1, . . . , an, k1, . . . , kn+1 the respective Lie
algebras of the groups G = G1, …, Gn+1, A1, …, An , K1, …, Kn−1. Note that
if j ∈ {1, . . . , n} then we have G j = G/K j and G j+1 = G/K j+1 and hence
A j = K j+1K j . We choose a basis

(X (1)
1 , . . . , X (1)

dim a1
, X (2)

1 , . . . , X (2)
dim a2

, . . . , X (n)
1 , . . . , X (n)

dim an
,

X (n+1)
1 , . . . , X (n+1)

dim gn+1
) (C.1)

of g such that (X (1)
1 , . . . , X (1)

dim a1
) is a basis of a1 = k1, (X

(1)
1 , . . . , X (1)

dim a1
, X (2)

1 , . . . ,

X (2)
dim a2

) is a basis of k2 etc. Since a j = k j+1/k j the images (X̄ ( j)
1 , . . . , X̄ ( j)

dim a1
) of

(X ( j)
1 , . . . , X ( j)

dim a1
) modulo k j+1 generate a j .

Now let T ∈ Aut(G). Since A1 is characteristic in G, it is invariant under T , and
in particular, T descends to an automorphism of G2 = G/A1. Inductively we see that
T descends to an automorphism of each G j and preserves all of the characteristic
subgroups A j . It then follows that it also preserves all of the subgroup K j . We will
denote by T � G j and T � A j the induced automorphisms and by dTe : g → g the
differential of the automorphism T , which is a Lie algebra automorphism of g. We
observe that the flag k1 ⊂ k2 ⊂ · · · ⊂ kn+1 is invariant under dTe, hence the matrix
M of dTe with respect to the basis from (C.1) is of upper triangular block form, i.e.

M =

⎛

⎜

⎜

⎜

⎜

⎝

M1 ∗ . . . ∗
M2

. . .
...

. . . ∗
0 Mn+1

⎞

⎟

⎟

⎟

⎟

⎠
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Moreover, for j ∈ {1, . . . , n} the matrix Mj represents the automorphism d(T �
A j )e ∈ Aut(a j ) with respect to the basis (X̄ ( j)

1 , . . . , X̄ ( j)
dim a1

), and similarly Mn+1
represents d(T � Gn+1)e ∈ Aut(gn+1). We deduce in particular:

Proposition C.6 For every T ∈ Aut(G) the characteristic polynomial χdTe of the
linearization dTe ∈ Aut(g) is given by

χdTe = χd(T �A1)e · · · χd(T �An)eχd(T �Gn+1)e .

In particular, the spectrum of dTe is given by

σ(dTe) = σ(d(T � A1)e) ∪ · · · ∪ σ(d(T � An)e) ∪ σ(d(T � Gn+1)e). �

C.4 Reduction to the abelian case

We can now reduce Theorem C.4 to Theorem C.2 and Theorem C.5 to Theorem C.3
by means of the following proposition; here notation is as in the previous subsection.

Proposition C.7 Let T ∈ Aut(G) and let � ⊂ G be a Meyerian subset. If T (�) ⊂ �,
then for every j ∈ {1, . . . , n} the automorphism T � A j ∈ Aut(A j ) maps a Meyer set
� j ⊂ A j into itself, and the automorphism T � Gn+1 ∈ Aut(Gn+1) maps a Meyer
set �n+1 ⊂ Gn+1 into itself.

Proof WeknowfromTheorem4.14 andCorollary 3.8 that for j ∈ {1, . . . , n} the subset
� j := π

j
1 (�−1�)2 ∩ A j is a uniform approximate lattice in A j , and that �n+1 :=

π
j
1 (�−1�) is a uniform approximate lattice in Gn+1. Since T is an automorphism

which maps � into itself, it also maps the uniform approximate lattice �−1� and its
square � := (�−1�)2 into themselves. It then follows for every j ∈ {1, . . . , n} the
automorphism T � A j maps� j into itself, and that the automorphism T � Gn+1 maps
�n+1 into itself. ��
Proof of Theorem C.4 Let δλ be a dilation of G. The linearization of δλ preserves the
characteristic ideal [g, g] and acts on the abelianization g/[g, g]. If g = V1 ⊕ · · ·⊕ Vs
is the given filtration of the stratified Lie algebra g of G, then by [20, Lemma 1.16]
we have

[g, g] = V2 ⊕ · · · ⊕ Vs,

hence the action of the linearization of δλ on the abelianization is given by multipli-
cation by λ. Now gn+1 is an abelian quotient of g, hence a quotient of g/[g, g]. It
follows that the linearized action of δλ on gn+1 is given by multiplication by λ. Now
by Proposition C.7 this action maps a Meyer set into itself, hence λ is a Pisot–Salem
number by Theorem C.2. ��
Proof of Theorem C.5 Since dTe has simple spectrum, we deduce from Proposition C.6
that each of the linearizations d(T � A1)e, . . . , d(T � An)e and (d(T � Gn+1)e has
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1744 M. Björklund, T. Hartnick

simple spectrum. Moreover, each of these linear operators maps a Meyer set in the
corresponding vector space into itself by Proposition C.7. Now if t ∈ σ(dTe), then
by Proposition C.6 we have either t ∈ σ(d(T � A j )e) for some j ∈ {1, . . . , n} or
t ∈ σ(d(T � Gn+1)e). Either way we can apply Theorem C.3 to the corresponding
linear operator to conclude that t is algebraic and that all Galois conjugates of t either
have absolute value < 1 or are contained in the spectrum of the respective linear
operator, hence in the spectrum of dTe. This finishes the proof. ��
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