
Mathematische Annalen (2021) 381:593–629
https://doi.org/10.1007/s00208-021-02193-8 Mathematische Annalen

Hessian matrices, automorphisms of p-groups, and torsion
points of elliptic curves

Mima Stanojkovski1 · Christopher Voll2

Received: 21 December 2019 / Revised: 13 April 2021 / Accepted: 22 April 2021 / Published online: 18 May 2021
© The Author(s) 2021

Abstract
We describe the automorphism groups of finite p-groups arising naturally via Hessian
determinantal representations of elliptic curves defined over number fields. Moreover,
we derive explicit formulas for the orders of these automorphism groups for elliptic
curves of j-invariant 1728 given in Weierstrass form. We interpret these orders in
terms of the numbers of 3-torsion points (or flex points) of the relevant curves over
finite fields. Our work greatly generalizes and conceptualizes previous examples given
by du Sautoy and Vaughan-Lee. It explains, in particular, why the orders arising
in these examples are polynomial on Frobenius sets and vary with the primes in a
nonquasipolynomial manner.
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1 Introduction andmain results

In the study of general questions about finite p-groups it is frequently beneficial to
focus on groups in natural families. Often, this affords an additional geometric point
of view on the original group-theoretic questions. When considering, for instance, the
members of a family (G(Fp))p prime of groups of Fp-rational points of a unipotent
group scheme G, it is of interest to understand the interplay between properties of
the abstract groups G(Fp) with the structure of the group scheme G. Specifically,
geometric insights into the automorphism group Aut(G) of G translate into uniform
statements about the automorphism groups Aut(G(Fp)).

In this paper we use this approach to compute the orders of the automorphism
groups of groups and Lie algebras GB(F) resp. gB(F) defined in terms of a matrix
of linear forms B, where F is a finite field of odd characteristic. In the case that
B is a Hessian determinantal representation of an elliptic curve, we give an explicit
formula for |Aut(gB(F))|; up to a scalar, this formula also gives |Aut(GB(F))|. We
consequently apply this result to a parametrized family of elliptic curves and interpret
this formula in terms of arithmetic invariants of the relevant curves; cf. Theorem 1.4.
Notwithstanding the fact that our main results are formulated for finite fields, the
underpinning structural analysis applies to a larger class of fields, potentially even
more general rings.

The following theorem is a condensed summary of the main results of this paper.
Throughout we denote, given an elliptic curve E and n ∈ N, by E[n] the n-torsion
points of E .

Theorem 1.1 Let E be an elliptic curve over Q and let F be a finite field of odd
characteristic p over which E has good reduction. Write, moreover, AutO(E) for the
automorphism group of the elliptic curve E and assume that |E[2](F)| = 4. Then
there exist groups G1(F), G2(F), and G3(F) such that the following hold:

(1) each Gi (F) is a group of order |F |9, exponent p, and nilpotency class 2;
(2) for each i = 1, 2, 3, there exists Ti ≤ E � AutO(E) such that

|Aut(Gi (F))| = |F |18 · |GL2(F)| · |Ti (F)| · |Gal(F/Fp)|.

Moreover, if δ ∈ F\{0} is such that E = Eδ is given by y2 = x3 − δx over F, then

|Ti (F)| = |Eδ[3](F)| · gcd(|F | − 1, [�4/i�])

and, for i �= j , the groups Gi (F) and G j (F) are isomorphic if and only if {i, j} =
{2, 3} and p ≡ 1 mod 4. Any two groups associated with distinct values of δ are
non-isomorphic.

We remark that, at least apart from characteristic 3, Theorem 1.1 covers all elliptic
curves over Q with j-invariant 1728. It also implies that, for certain values of δ, the
function

p �→ |Aut(Gi (Fp))|

is polynomial on Frobenius sets of primes; see Sect. 1.5.2 for definitions and details.
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Hessian matrices, automorphisms... 595

In the remainder of the introduction we progressively illustrate some of the paper’s
ideas. These include explicit constructions, motivation, and broader context. We will
prove Theorem 1.1 in Sect. 5.2.

1.1 A Hessian determinantal representation

Let y1, y2, and y3 be independent variables and define the polynomial

f1(y1, y2, y3) = y31 − y1y
2
3 − y22 y3 ∈ Z[y1, y2, y3]. (1.1)

TheHessian (polynomial) Hes( f1) of f1 is the determinant det(H( f1)) of theHessian

matrix H( f1) =
(

∂2 f1
∂ yi ∂ y j

)
i j

∈ Mat3(Z[y1, y2, y3]) associated with f1. The Hessian

matrix of Hes( f1), in turn, gives

B1,1(y1, y2, y3)
def= H(Hes( f1))

48
=

⎛
⎝

y3 −y2 y1
−y2 −y1 0
y1 0 y3

⎞
⎠ ∈ Mat3(Z[y1, y2, y3]). (1.2)

We note that the equation

483 f1 = Hes(Hes( f1)) = 483 det(B1,1) (1.3)

is satisfied. The matrix B1,1 is thus a linear symmetric determinantal representation
of the polynomial f1.

1.2 Finite p-groups frommatrices of linear forms

For every prime p, the representation (1.2) gives rise to a finite p-groupG1,1(Fp) via
the following presentation:

G1,1(Fp) = 〈e1, e2, e3, f1, f2, f3, g1, g2, g3 |
class 2, exponent p, 〈e1, e2, e3〉 and 〈 f1, f2, f3〉 abelian,
[e1, f1] = [e3, f3] = g3, [e1, f2] = [e2, f1] = g−1

2 ,

[e1, f3] = [e2, f2]−1 = [e3, f1] = g1, [e2, f3] = [e3, f2] = 1, 〉. (1.4)

Indeed, the group relations [e1, f3] = [e2, f2]−1 = [e3, f1] = g1 reflect the linear
relations b13 = −b22 = b31 = y1 among the entries of the matrix B1,1 = (bi j );
the group relation [e2, f3] = 1 reflects the linear relation b23 = 0 etc. (This ad-hoc
definition is a special case of a general construction recalled in Sect. 2.2.) If p is odd,
then G1,1(Fp) is a group of order p9, exponent p, and nilpotency class 2.

In [9], duSautoy andVaughan-Lee computed the orders of the automorphismgroups
of the groupsG1,1(Fp), for primes p > 3. This was a major step towards their aim of
showing that the numbers of immediate descendants of these groups of order p10 and
exponent p are not a PORC-function of the primes; see Theorem 1.2 and Sects. 1.5.2
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596 M. Stanojkovski, C. Voll

and 1.5.3. (The groups Gp defined in [9] can easily be seen to be isomorphic to the
groups G1,1(Fp).) The purpose of the present paper is twofold: first, to generalize
these computations to a larger class of groups (or rather, group schemes); second, to
give a conceptual interpretation of the computations in [9] in terms of Hessianmatrices
and torsion points of elliptic curves. We reach both aims in Theorem 1.4.

As we now explain, Theorem 1.4 provides new insight, even where it reproduces
old results. To see this, note that f1 = det(B1,1) defines the elliptic curve

E1 : y2 = x3 − x

over Q. Recall that we denote, given an elliptic curve E over a field F , by E[3] the
group of 3-torsion points of E . The collection of its F-rational points E[3](F) is then
isomorphic to a subgroup of Z/(3) × Z/(3). The following is a special case of our
Theorem 1.4.

Theorem 1.2 (du Sautoy–Vaughan-Lee). Assume that p > 3. Then the following
holds:

|Aut(G1,1(Fp))| = gcd (p − 1, 4) |GL2(Fp)|p18 · |E1[3](Fp)|.
We write μ4 for the group scheme of 4th roots of unity. We remark that the factor

gcd (p − 1, 4) = |μ4(Fp)| = 3 +
(−1

p

)
∈ {2, 4}

depends only on the equivalence class of pmodulo 4. In stark contrast, it follows from
the analysis of [9] that

|E1[3](Fp)| =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

9, if p ≡ 1 mod 12 and there exist solutions in Fp × Fp

to y2 = x3 − x and x4 + 6x2 − 3 = 0,

3, if p ≡ −1 mod 12,

1, otherwise.

(1.5)

This case distinction is not constant on primes with fixed residue class modulo any
modulus. A concise, explicit description of |Aut(G1,1(Fp))|, which is implicit in [9],
is given in [28, Sec. 5.2]. Via our Lemma 3.10, one can recover (1.5) from it. In
fact, (1.5) uses du Sautoy and Vaughan-Lee’s formulation in terms of the solvability
of the quartic x4 + 6x2 − 3 among the Fp-rational points of E1. One of the main
contributions of the present article is to connect this condition with the structure of
the group of 3-torsion points of E1, affording an arithmetic interpretation. We remark
that the 3-torsion points of E1 are exactly the flex points of E1, i.e. the points which
also annihilate Hes( f1) = 8(y33 + 3y21 y3 − 3y1y22 ); see Lemma 3.7.

1.3 Generalization 1: further Hessian representations

Our first generalization of Theorem 1.2 is owed to the fact that the Hessian matrix
B1,1 in (1.2) has two natural “siblings”.
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Indeed, let f ∈ C[y1, y2, y3] be a homogeneous cubic polynomial defining a
smooth projective curve. It is a well-known algebro-geometric fact that the Hessian
equation

α f = Hes(β f + Hes( f )) (1.6)

has exactly three solutions (α, β) ∈ C
2, yielding pairwise inequivalent linear sym-

metric determinantal representations of f over C; see also Sect. 1.4. In fact, any linear
symmetric representation of f is equivalent to one arising in this way. For modern
accounts of this classical construction, which is presumably due to Hesse [15], see,
for instance, [21, Prop. 5], [5, Sec. 5], and [14, Ch. II.2].

One of the three solutions of the Hessian equation for the specific polynomial
f = f1 defined in (1.1) is (α, β) = (483, 0); cf. (1.3). A short computation yields
the two others, viz. (α, β) = (4(48)3,±24). This leads us to complement (1.2) as
follows:

B1,1(y)
def= H(Hes( f1))

48
=

⎛
⎝

y3 −y2 y1
−y2 −y1 0
y1 0 y3

⎞
⎠ ,

B2,1(y)
def= H(+24 f1 + Hes( f1))

48
=

⎛
⎝
3y1 + y3 −y2 y1 − y3

−y2 −y1 − y3 −y2
y1 − y3 −y2 −y1 + y3

⎞
⎠ ,

B3,1(y)
def= H(−24 f1 + Hes( f1))

48
=

⎛
⎝

−3y1 + y3 −y2 y1 + y3
−y2 −y1 + y3 y2

y1 + y3 y2 y1 + y3

⎞
⎠ . (1.7)

The identities 4 f1 = 4 det(B1,1) = det(B2,1) = det(B3,1) are easily verified. Straight-
forward generalizations of the presentation (1.4) yield, for every odd prime p, groups
Gi,1(Fp) of order p9, exponent p, and nilpotency class 2. The following generalizes
Theorem 1.2.

Theorem 1.3 Assume that p is odd and let i ∈ {1, 2, 3}. Then the following holds:

|Aut(Gi,1(Fp))| = gcd (p − 1, �4/i�) |GL2(Fp)|p18 · |E1[3](Fp)|.

Note that the factor gcd (p − 1, �4/i�) is constant equal to 2 for i ∈ {2, 3}. That the
cases i = 1, 2, 3 are not entirely symmetric suggests a corresponding asymmetry in
the three solutions to the Hessian equation (1.6). The geometric fact ([23, Thm. 1(1)])
that they correspond to the nontrivial 2-torsion points of E1 may help to shed light on
this phenomenon.

1.4 Generalization 2: base extension and families of elliptic curves

We generalize Theorem 1.2 further, simultaneously in two directions. To this end, let
δ be a nonzero integer and define

fδ(y1, y2, y3) = y31 − δy1y
2
3 − δy22 y3 ∈ Z[y1, y2, y3], (1.8)
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598 M. Stanojkovski, C. Voll

generalizing (1.1). Denoting by δ
1
2 a fixed square root of δ, a short computa-

tion yields that the Hessian equation (1.6) has the three solutions ((48δ2)3, 0) and

(4(48δ2)3,± 24δ
3
2 ). Generalizing the matrices of linear forms defined in (1.7), we

set, in Mat3(Zδ[δ 1
2 ][y1, y2, y3]),

B1,δ(y)
def= H(Hes( fδ))

48δ2
=

⎛
⎝

y3 −y2 y1
−y2 −y1 0
y1 0 δy3

⎞
⎠ ,

B2,δ(y)
def= H(+24δ

3
2 fδ + Hes( fδ))

48δ2
=

⎛
⎜⎝
3δ− 1

2 y1 + y3 −y2 y1 − δ
1
2 y3

−y2 −y1 − δ
1
2 y3 −δ

1
2 y2

y1 − δ
1
2 y3 −δ

1
2 y2 −δ

1
2 y1 + δy3

⎞
⎟⎠ ,

B3,δ(y)
def= H(−24δ

3
2 fδ + Hes( fδ))

48δ2
=

⎛
⎜⎝

−3δ− 1
2 y1 + y3 −y2 y1 + δ

1
2 y3

−y2 −y1 + δ
1
2 y3 δ

1
2 y2

y1 + δ
1
2 y3 δ

1
2 y2 δ

1
2 y1 + δy3

⎞
⎟⎠ ,

(1.9)

where Zδ denotes the localization of Z with respect to the δ-powers. The identities
4 fδ = 4 det(B1,δ) = det(B2,δ) = det(B3,δ) are easily verified. Clearly, interchanging

δ
1
2 with its negative just interchanges B2,δ and B3,δ .
We also avail ourselves of a general, well-known construction—recalled in detail

in Sect. 2.2—which associates, in particular, to each of the Bi,δ a unipotent group

scheme Gi,δ = GBi,δ defined over Zδ[δ 1
2 ]. For a finite field F in which δ is nonzero

and has a (fixed) square root, we denote by Gi,δ(F) the group of F-rational points
of Gi,δ . These groups are p-groups of order |F |9 and nilpotency class 2. We also
assume for the rest of the paper that the characteristic of F be odd so that they have
exponent p. The groups Gi,δ(F) have a number of alternative descriptions, including
one as generalized Heisenberg groups; cf. Sect. 2.4.1. The following is our first main
result.

Theorem 1.4 Let δ ∈ Z and let F be a finite field of characteristic p not dividing 2δ
and cardinality p f in which δ has a fixed square root. For i ∈ {1, 2, 3}, the following
holds:

|Aut(Gi,δ(F))| = f · gcd (|F | − 1, �4/i�) |GL2(F)| · |F |18 · |Eδ[3](F)|.

Remark 1.5 The quantity |Eδ[3](F)| equals 1 unless p = char(F) ≡ ±1 mod 12.
Indeed, it enumerates (the curve’s point at infinity and) the simultaneous solutions
to the equations b2 = a3 − δ−1a and 3δ2a4 − 6δa2 − 1 = 0; cf. Lemma 3.7. The
biquadratic equation is solvable in F only if its discriminant 48δ2 is a square in F .
By quadratic reciprocity, this happens if and only if p ≡ ±1 mod 12. Following the
same reasoning as in [9, § 2.2], one can show that |Eδ[3](F)| = 3 if and only if
p ≡ −1 mod 12 and that, if p ≡ 1 mod 12, then |Eδ[3](F)| ∈ {1, 9}. Describing
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the fibres of the maps p �→ |Eδ[3](Fp)| explicitly seems to be, in general, a difficult
problem; see also Sect. 1.5.2.

For any δ ∈ Z\{0}, the matrices Bi,δ(y) defined in (1.9) are inequivalent in the fol-
lowing geometric sense: for any i, j ∈ {1, 2, 3} with i �= j , there does not exist
U ∈ GL3(C) such thatUBi,δUT = B j,δ; see [21, Prop. 5]. In light of this, it is natural
to ask about isomorphisms between groups of the formGi,δ(F). The next result settles
this question, at least for finite prime fields.

Theorem 1.6 Let i, j ∈ {1, 2, 3} and let δ, δ′ ∈ Z\{0}, and assume that p is a prime
not dividing 2δδ′. Then Gi,δ(Fp) ∼= G j,δ′(Fp) if and only if δ = δ′ in Fp and either

(1) i = j and, if i ∈ {2, 3}, then either

(1.a) δ
1
2 = δ′ 12 or

(1.b) δ
1
2 = −δ′ 12 and p ≡ 1 mod 4 or

(2) {i, j} = {2, 3} and either

(2.a) δ
1
2 = −δ′ 12 or

(2.b) δ
1
2 = δ′ 12 and p ≡ 1 mod 4.

1.5 Context and related research

1.5.1 Elliptic curves, torsion points, and linear automorphisms

Theorem 1.1 describes the number of automorphisms of a group of the formGB(F), in
case that the matrix B is a Hessian determinantal representation of an elliptic curve, in
terms of the numbers of such automorphisms that induce automorphisms of the elliptic
curve; see Sects. 3 and 4 for details. That 3-torsion points of elliptic curves play a role
in this context is, at least a posteriori, not entirely surprising. Indeed, for E = Eδ , our
proof of Theorem 1.1 relies on the realisability of translations by 3-torsion points of
the elliptic curve Eδ by elements of PGL3(F), viz. (Aut P

2)(F).We first show that the
only translations of Eδ that lift to PGL3(F) are those coming from 3-torsion points;
see Lemma 3.9. The actual realisability of these as linear transformations is implicit in
the proof of Theorem 1.4. A similar phenomenon is discussed in [19, Rem. B]: under
suitable assumptions, translations by n-torsion points of genus one curves embedded
into P

n−1 are induced by linear automorphisms of P
n−1. For an elliptic curve with

point at infinity O , this translates to the divisor nO being very ample and so, in the
case of planar elliptic curves, to 3O being very ample. We would like to understand
whether the theory of divisors can be used also to show that all other translations are
not linear.

With a broader outlook, it is of course of interest to consider groups arising from
(not necessarily symmetric) determinantal representations of curves or other algebraic
varieties. For the timebeing, however, a general theory connecting geometric invariants
of determinantal varieties with algebraic invariants of finite p-groups associated with
these varieties’ representations eludes us.
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1.5.2 Quasipolynomiality vs. polynomiality on Frobenius sets

Let � denote the set of rational primes. It was shown in [9] that the function � → Z,
p �→ |Aut(G1,1(Fp))| is not quasipolynomial (or Polynomial On Residue Classes
(PORC)); cf. [26, Sec. 4.4]. Our result Theorem 1.4 has the following consequence.

Corollary 1.7 Let i ∈ {1, 2, 3} and assume that δ is the fourth power of an integer.
Then the function p �→ |Aut(Gi,δ(Fp))| is not PORC.
Similar results hold for general δ if and only if the function p �→ |Eδ[3](Fp)| is not
constant on sets of primes with fixed residue class modulo some integer; cf. (1.5).

Quasipolynomiality is quite a restrictive property for a counting function. Where
it fails, it is natural to look for other arithmetically defined patterns in the variation
with the primes. Recall, e.g. from [3] or [17], that a set of primes is a Frobenius set
if it is a finite Boolean combination of sets of primes defined by the solvability of
polynomial congruences. A function f : � → Z is Polynomial On Frobenius Sets
(POFS) if there exist a positive integer N , Frobenius sets�1, . . . ,�N partitioning�,
and polynomials f1, . . . , fN ∈ Z[T ] such that the following holds:

p ∈ � j ⇐⇒ f (p) = f j (p).

Our Theorem 1.4 implies, for instance, the following.

Corollary 1.8 Let i ∈ {1, 2, 3} and assume that δ is the square of an integer if i �= 1.
Then the function p �→ |Aut(Gi,δ(Fp))| is POFS.
In fact, for δ = 1 one may take N = 4 for i = 1 and N = 3 for i ∈ {2, 3}.

Corollary 1.8 invites a comparison of Theorem 1.4 with a result by Bardestani,
Mallahi-Karai, and Salmasian. Indeed, [3, Thm. 2.4] establishes—in notation closer
to the current paper—that, for a unipotent group schemeG defined overQ, the faithful
dimension of the p-groups G(Fp) (viz. the smallest n such that G(Fp) embeds into
GLn(C)) defines a POFS function. For a number of recent related quasipolynomiality
results, see [10].

1.5.3 Automorphism groups and immediate descendants

Du Sautoy and Vaughan-Lee embedded their discussion of the automorphism groups
of the groups G1,1(Fp) in a study of the immediate descendants of order p10 and
exponent p of these groups of order p9. In fact, their paper’smain result is the statement
that the numbers of these descendants is not PORC as a function of p. Theorem 1.2
allows us to give a compact, conceptual formula for these numbers. Let n1,1(p) denote
the number of immediate descendants of G1,1(Fp) of order p10 and exponent p. Set,
moreover, e(p) = |E1[3](Fp)| and m(p) = gcd(p − 1, 4).

Corollary 1.9 (du Sautoy–Vaughan-Lee). Assume that p > 3. Then the following
holds:

n1,1(p) = p2 + p + 2 − m(p) + e(p)(p − 5) + 5m(p)e(p)

m(p)e(p)
.
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We hope to come back to the interesting question of how to generalize and concep-
tualize this work to the groups Gi,δ(F) for δ ∈ Z\{0} and i ∈ {1, 2, 3} in a future
paper.

1.5.4 Further examples and related work

In [18], Lee constructed an 8-dimensional group scheme G, via a presentation akin
to (1.4), and proved a result which is similar to Theorem 1.2. In particular, he showed
that both the orders of Aut(G(Fp)) and the numbers of immediate descendants of
G(Fp) of order p9 and exponent p vary with p in a nonquasipolynomial way. More
precisely, these numbers depend on the splitting behaviour of the polynomial x3 − 2
over Fp or, equivalently, on the realisability over Fp of permutations of 3 specific,
globally defined points in P

1.
In [29], Vaughan-Lee proved a similar result about p-groups arising from a

parametrized family of 7-dimensional unipotent group schemes of nilpotency class 3.
He proved that the orders of the automorphism groups of these p-groups, which fea-
ture two integral parameters x and y, depend on the splitting behaviour modulo p of
the polynomial t3 − xt − y ∈ Z[t].

It is natural to try and further expand the range of computations of automorphisms of
p-groups obtained as F-points of finite-dimensional unipotent group schemes, where
F is a finite field.

Arithmetic properties of finite p-groups arising as groups of F-rational points of
group schemes defined in terms of matrices of linear forms are also a common theme
of [2,20,22,24] (with a view towards the enumeration of conjugacy classes) and [3]
(with a view towards faithful dimensions; cf. also Sect. 1.5.2).

Slight variations of the group schemes G1,δ were highlighted by du Sautoy in the
study of the (normal) subgroup growth of the groups of Z-rational points of these
group schemes. Indeed, he showed in [8] that the local normal zeta functions of these
finitely generated torsion-free nilpotent groups depend essentially on the numbers of
Fp-rational points of the reductions of the curves Eδ modulo p; see also [30,31] for
explicit formulae and generalizations.

The groups we consider arise via a general construction of nilpotent groups and Lie
algebras from symmetric forms. Automorphism groups of such groups and algebras
have been studied, e.g. in [4,12,33]. In fact, our Theorem 1.4may be seen as an explicit
version of [12, Thm. 7.2] and [33, Thm. 9.4]. The arithmetic point of view taken in
the current paper seems to be new, however.

1.6 Organization and notation

The paper is structured as follows. In Sect. 2 we recall the well-known general con-
struction yielding the nilpotent groups and Lie algebras considered in this paper and
set up the notation that will be used throughout the paper. In Sect. 3 we gather some
elementary results about automorphisms of elliptic curves. In Sect. 4 we collect a
number of structural results of the groups in question necessary to determine their
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automorphism groups. We apply these, in combination with the results of the previous
sections, to give a proof of the paper’s main results and their corollaries in Sect. 5.

The notation we use is mainly standard. Throughout, k denotes a number field, with
ring of integers Ok . The localization of Ok with respect to the powers of δ ∈ Z is
denoted by R = Ok,δ . By K we denote a field with an R-algebra structure, in practice
nearly always an extension of k or a residue field of a nonzero prime ideal of Ok . By
F we denote a finite field.

2 Groups and Lie algebras from (symmetric) forms

In this section we work with groups and Lie algebras arising from symmetric matrices
of linear forms via a classical construction which we review in Sects. 2.1 and 2.2.
Our reasons to restrict our attention to symmetric matrices, rather than discuss more
general settings, will become apparent in Sect. 2.3; see also Remark 2.1.

2.1 Global setup

The following is the setup for the whole paper. Let k be a number field with ring of
integers Ok . For a nonzero integer δ, we write R = Ok,δ for the localization of Ok

at the set of δ-powers. Let further d be a positive integer and let U , W , and T be
free R-modules of rank d. Let y = (y1, . . . , yd) be a vector of independent variables
and let B be a symmetric matrix whose entries are linear homogeneous polynomials
(which may be 0) over R, i.e.

B(y) =
d∑

κ=1

B(κ)yκ ∈ Matd(R[y1, . . . , yd ]) (2.1)

for symmetric matrices B(κ) ∈ Matd(R). Let further E = (e1, . . . , ed), F =
( f1, . . . , fd), and T = (g1, . . . , gd) be R-bases ofU ,W , and T respectively, allowing
us to identify each U , W , and T with Rd . Let, moreover,

φ : U × W −→ T , (u, w) �−→ uBwT def= uB(g1, . . . , gd)w
T (2.2)

be the R-bilinear map induced by B with respect to the given bases. Throughout we
write ⊗ to denote ⊗R . We denote by

φ̃ : U ⊗ W −→ T (2.3)

the homomorphism that is given by the universal property of tensor products. By slight
abuse of notation, we will use the bar notation ( ) both for the map

U −→ W , u =
d∑
j=1

u j e j �−→ u =
d∑
j=1

u j f j
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and its inverse W → U . We remark that the symmetry of B yields, for u ∈ U and
w ∈ W ,

φ(u, w) = uBwT = (uBwT)T = wBuT = φ(w, u). (2.4)

We write

V = U ⊕ W and L = V ⊕ T

for the free R-modules of ranks 2d respectively 3d. Our notation will reflect that we
consider the summands of these direct sums as subsets.
Throughout, K is a field with an R-algebra structure. (In practice, K may be, for
instance, an extension of the number field k or one of various residue fields of nonzero
prime ideals of Ok coprime to δ.) By slight abuse of notation we use, in the sequel,
the above R-linear notation also for the corresponding K -linear objects obtained from
taking tensor products over R. For example, L will also denote the K -vector space
L ⊗R K .

2.2 Groups and Lie algebras

The data (K ,B, φ) gives the K -vector space L a group structure. Indeed, with

	 : L × L → L

((u, w, t), (u′, w′, t ′)) �→ (u, w, t)	(u′, w′, t ′) = (u + u′, w + w′, t + t ′ + φ(u, w′)),

the pair GB(K ) = (L, 	) is a nilpotent group of class at most 2, viz. the group of
K -rational points of an R-defined group scheme GB (abelian if and only if B = 0.) It
is not difficult to show that in GB(K )

(1) the identity element is (0, 0, 0),
(2) the inverse of the element (u, w, t) is (u, w, t)−1 = (−u,−w,−t + φ(u, w)),
(3) the commutator of any two elements (u, w, t) and (u′, w′, t ′) is

[(u, w, t), (u′, w′, t ′)] = φ(u, w′) − φ(u′, w). (2.5)

The data (K ,B, φ) also endowsLwith the structure of a graded K -Lie algebra. Indeed,
with

[ , ] : L × L → L

((u, w, t), (u′, w′, t ′)) �→ [(u, w, t), (u′, w′, t ′)] = φ(u, w′) − φ(u′, w), (2.6)

the pair gB(K ) = (L, [ , ]) is a nilpotent K -Lie algebra of nilpotency class at most two,
viz. the K -rational points of an R-defined Lie algebra scheme gB (abelian if and only
if B = 0). Note that the Lie bracket (2.6) coincides with the group commutator (2.5).

Remark 2.1 The property of B being symmetric is not an isomorphism invariant
ofGB(K ). Indeed, linear changes of coordinates onU andW preserve the isomorphism
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type ofGB(K ) but result in a transformation B �→ PTBQ for some P, Q ∈ GLd(K ).
For computations, however, the symmetric setting proved much more conventient to
work with. Clearly, symmetric coordinate changes (i.e. P = Q) preserve the matrix’s
symmetry.

We focus on groupsGB(K )where B is a symmetric 3×3 determinantal representa-
tion of a planar elliptic curve E . As discussed in Sect. 1.3, there are, over the algebraic
closure of K , three inequivalent such representations B1, B2, B3, where inequivalent
means that they belong to three distinct orbits under the standard action of GL3(K )2

on 3 × 3 matrices of linear forms. In particular, equivalent representations yield iso-
morphic groups, but, as our Theorem 1.6 shows, inequivalent representations might
yield isomorphic groups.

In the case that K = F is a finite field of odd characteristic p, the groupsGB(F) are the
finite p-groups associated with the Lie algebras gB(F) by means of the classical Baer
correspondence ([1]). It was anticipated, in the case at hand, in Brahana’s work ([6])
and extended in the much more general (and better known) Lazard correspondence;
[16, Exa. 10.24]. It implies, in particular, that |Aut(GB(Fp))| = |Aut(gB(Fp))| and,
more generally, that |Aut(GB(F))| = |AutFp (gB(F))|, where AutFp (gB(F)) denotes
the automorphisms of gB(F) as Fp-Lie algebra.

To lighten notation we will, in the sequel, not always notationally distinguish
between the K -Lie algebra scheme g = gB and its K -rational points. We trust that the
respective contexts will prevent misunderstandings.

2.3 Groups of Lie algebra automorphisms

By AutK (g) = Aut(g) we denote the automorphism group of the K -Lie algebra g.
Define, additionally,

AutV (g) = {α ∈ Aut(g) | α(V ) = V },
AutfV (g) = {α ∈ AutV (g) | α(U ) = U , α(W ) = W },
Aut=V (g) = {α ∈ AutfV (g) | ∀u ∈ U : α(u) = α(u)}.

We remark that AutV (g) is nothing but the centralizer CAut(g)(V ) considered with
respect to the action of Aut(g) on the Grassmannian of L. Our choice of bases allows
us to identify Aut(g) with a subgroup of GL3d(K ). We may thus view each element
α of Aut(g) as a matrix of the form

α =
⎛
⎝

AU AWU 0
AUW AW 0
C D AT

⎞
⎠ ∈ GL3d(K ), (2.7)

where AU , AWU , AUW , AW ,C, D, AT are elements of Matd(K ). The subgroup
AutV (g) of Aut(g) comprises those matrices with entries C = D = 0 in (2.7). It
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is easy to show that

Aut(g) = HomK (V , T ) � AutV (g) ∼= K 2d2
� AutV (g). (2.8)

We also observe that every element of AutfV (g) is of the form

diag(AU , AW , AT ) =
⎛
⎝

AU 0 0
0 AW 0
0 0 AT

⎞
⎠

and belongs to Aut=V (g) if and only if, in addition, AU = AW .
We define the map ψ : GL2(K ) → Aut(g) by

M =
(
a b
c d

)
�→ ψ(M) = ((u, w, t) �→ (au + bw, cu + dw, (ad − bc)t)) .

Lemma 2.2 The map ψ is an injective homomorphism of groups.

Proof We show thatψ is well-defined. Addition in the Lie algebra is clearly respected,
so it suffices to show that the Lie brackets are respected, too. Let (u, w, t) and

(u′, w′, t ′) in g and let M =
(
a b
c d

)
∈ GL2(K ). Set � = det(M). Equation (2.4)

then implies the identities

[ψ(M)(u, w, t), ψ(M)(u′, w′, t ′)] = [(au + bw, cu + dw,�t), (au′ + bw′, cu′ + dw′,�t ′)]
= φ(au + bw, cu′ + dw′) − φ(au′ + bw′, cu + dw)

= adφ(u, w′) + bcφ(w, u′) − adφ(u′, w) − bcφ(w′, u)

= �(φ(u, w′) − φ(u′, w))

= ψ(M)([(u, w, t), (u′, w′, t ′)]).

To show that ψ is an injective homomorphism is a routine check. ��
Let u, u′ ∈ U and let w ∈ W . Then one easily computes

[u, u′ + w] = φ(u, w) − φ(u′, 0) = φ(u, w) = φ(w, u) = φ(w, u) − φ(0, u′)
= [u′ + w, u] = [u′ + w, u].

In particular, U is an abelian subalgebra of g and, by symmetry, so is W . As a conse-
quence of this fact and Lemma 2.2, for each M ∈ GL2(K ), the subspaces ψ(M)(U )

andψ(M)(W ) = ψ

(
M

(
0 1
1 0

))
(U ) are 3-dimensional abelian subalgebras of g that

are contained in V .

Lemma 2.3 Let AU and AW be elements of GLd(K ) and set D = AU A−1
W . Then the

conditions
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(1) there exists AT ∈ GLd(K ) such that diag(AU , AW , AT ) ∈ AutfV (g);
(2) the equality DTB = BD holds;
(3) the subspace X = {w + wDT | w ∈ W } is a complement of U in V satisfying

[X , X ] = 0;

are related in the following way:

(1) �⇒ (2) ⇐⇒ (3).

Proof (1) ⇒ (2): A given element γ ∈ GL(T ) corresponds, via the identifica-
tion T ∼= Kd induced by the basis T, to a matrix AT ∈ GLd(K ). We denote by
γ (y1), . . . , γ (yd) ∈ K [y1, . . . , yd ] the images of the variables y1, . . . , yd under AT ,
acting on K [y1, . . . , yd ] in the standard way. Writing B = B(y1, . . . , yd), we analo-
gously define

Bγ = B(γ (y1), . . . , γ (yd)) ∈ Matd(K [y1, . . . , yd ]).

Given AU , AW ∈ GLd(K ), the matrix diag(AU , AW , AT ) is an element of AutfV (g)

if and only if there exists a γ ∈ GL(T ) with AT
UBAW = Bγ . As B is symmetric, so

is Bγ . Hence

AT
UBAW = Bγ ⇐⇒ AT

WBAU = Bγ

and thus diag(AU , AW , AT ) belongs to AutfV (g) if and only if so does
diag(AW , AU , AT ). Consequently, diag(AU , AW , AT ) belongs toAutfV (g) if and only
if so is diag(A−1

W , A−1
U , A−1

T ). It follows that if the matrix diag(AU , AW , AT ) belongs
to AutfV (g), then DTB = BD holds.

(2) ⇔ (3): Clearly X is a complement of U in V . We obtain that X is an
abelian subalgebra of g if and only if, for any choice of w,w′ ∈ W , the element
[w + wDT, w′ + w′DT] is trivial. This happens if and only if, for all w,w′ ∈ W , the
following equalities hold:

w′DTBwT = wDTBw′T = (wDTBw′T)T = w′BDwT.

As a consequence, X is abelian if and only if DTB = BD. ��
Lemma 2.4 Assume that all d-dimensional abelian subalgebras of g that are contained
in V are of the form ψ(M)(U ) for some M ∈ GL2(K ). Then the following hold:

(1) AutV (g) = ψ(GL2(K ))AutfV (g).
(2) K×

� Aut=V (g) ∼= AutfV (g) ≤ {diag(λA, A, AT ) | λ ∈ K×, A, AT ∈ GLd(K )}.
(3) ψ(GL2(K ))∩AutfV (g) = {diag(λ Idd , ν Idd , λν Idd) | λ, ν ∈ K×} ∼= K× ×K×.
(4) If K = F is a finite field, then

|AutV (g)| = |GL2(F)| · |AutfV (g)|
(|F | − 1)2

= |GL2(F)| · |Aut=V (g)|
|F | − 1

.
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Proof (1): Let α ∈ AutV (g). By assumption, there is M =
(
a b
c d

)
in GL2(K ) such

that

α(U ) = 〈aei + c fi | i = 1, . . . , d〉 and α(W ) = 〈bei + d fi | i = 1, . . . , d〉.

For such an M , the element ψ(M)−1 ◦ α belongs to AutfV (g), equivalently α is an
element of ψ(GL2(K ))AutfV (g). This shows that AutV (g) ⊆ ψ(GL2(K ))AutfV (g);
the converse inclusion is clear.

(2): Let X be a d-dimensional abelian subalgebra of g that is contained in V . It
follows from the assumptions that either X = U or there exists λ ∈ K such that

X = {w + λw | w ∈ W }.

In other words, the complements of U in V that are also abelian subalgebras of
g are parametrized by the scalar matrices in Matd(K ). Lemma 2.3 yields that, if
diag(AU , AW , AT ) is an element of AutfV (g), then there exists λ ∈ K× such that
AU = λAW . By Lemma 2.2, the subgroup

N = {diag(λ Idd , Idd , λ Idd)} ∼= K×

of GL3d(K ) is actually a subgroup of AutfV (g), which is easily seen to be normal.
Moreover, the intersection N ∩ Aut=V (g) is trivial, by definition of AutV = (g).

(4): Follows directly from the definition of AutfV (g).
(5): Follows from combining (1), (2), and (3).

��
In order to prove Theorem 1.4 in Sect. 5.1, we will make use of Lemma 2.4 via Propo-
sition 4.10.

Recall that, for any A ∈ GLd(K ), the isomorphismU ×W → U ×W , defined by
(u, w) �→ (uAT, wAT), induces a unique isomorphism A ⊗ A : U ⊗ W → U ⊗ W .
Recall, moreover, the maps φ and φ̃ defined in (2.2) and (2.3), respectively.

Lemma 2.5 Let A ∈ GLd(K ) and assume that the image of φ spans T . Then the
following are equivalent:

(1) (A ⊗ A)(ker φ̃) ⊆ ker φ̃;
(2) there exists AT ∈ GLd(K ) such that diag(A, A, AT ) ∈ Aut(g).

Proof (1) ⇒ (2): Assume that (A ⊗ A)(ker φ̃) ⊆ ker φ̃. Then A ⊗ A induces an
isomorphism of T in the following way. For j ∈ {1, . . . , d}, choose an element
v j ∈ U ⊗ W such that φ̃(v j ) = g j . Define AT : T → T to be the K -linear
homomorphism that is induced by

g j �→ AT (g j ) = φ̃((A ⊗ A)v j )
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for j = 1, . . . , d. The map AT is well-defined since A ⊗ A stabilizes the kernel of φ̃.
Moreover, the following diagram is commutative.

U ⊗ W
φ̃ ��

A⊗A
��

T

AT

��
U ⊗ W

φ̃ �� T

Since φ̃◦(A⊗A) is surjective, AT is surjective and thus an isomorphism. In particular,
diag(A, A, AT ) : U⊕W ⊕T → U⊕W ⊕T is an automorphism of the K -Lie algebra
g.

(2) ⇒ (1): Let u ∈ U and let w ∈ W , which we also regard as elements of g. Then

AT ◦ φ̃(u ⊗ w) = AT (φ̃(u ⊗ w)) = AT ([u, w])
= [uAT, wAT] = φ(uAT, wAT) = φ̃ ◦ (A ⊗ A)(u ⊗ w)

holds and so we are done. ��
Remark 2.6 We exploit the symmetry of B, for example, in the following way. Let
v = ∑d

i, j=1 ai j ei ⊗ f j be an element of U ⊗ W and set C = ATBA, which is by
definition a symmetric matrix. Then we have the identities

φ̃((A ⊗ A)(v)) = φ̃

⎛
⎝

d∑
i, j=1

ai j (ei A
T) ⊗ ( f j A

T)

⎞
⎠ =

d∑
i, j=1

ai j φ̃
(
(ei A

T) ⊗ ( f j A
T)

)

=
d∑

i, j=1

ai jφ
(
(ei A

T), ( f j A
T)

)
=

d∑
i, j=1

ai j ei A
TBA f Tj

=
d∑

i, j=1

ai j eiC f Tj .

After defining the “dual” element v∗ of v as v∗ = ∑d
i, j=1 ai j e j ⊗ fi , they entail the

identity φ̃((A ⊗ A)(v)) = φ̃((A ⊗ A)(v∗)). We will put this to use in Sect. 5.1.

2.4 Alternative descriptions

The groups GB(K ) defined in Sect. 2.2 have alternative descriptions as follows.

2.4.1 Heisenberg groups

Let H be the group scheme of upper unitriangular 3 × 3-matrices. Then GB(K ) is
equal to H(A), where A = Kg1 ⊕ · · · ⊕ Kgd is the K -algebra given by setting

gr · gs = (B(g1, . . . , gd))rs
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for r , s ∈ {1, . . . , d}. Note that the algebra A is commutative (as the matrix B is
symmetric) but in general not associative. The group H(A) is nilpotent of class at
most 2, and abelian if and only if B = 0. If A is associative, then H(A) is called a
Verardi group; c.f. [12].

We may recover the Lie algebra gB(K ) defined in Sect. 2.2 from the groupGB(K ).
Indeed, we find that gB(K ) is isomorphic to the graded Lie algebra

(GB(K )/Z(GB(K ))) ⊕ Z(GB(K )),

with Lie bracket induced by the commutator in GB(K ). It is easy to show that this
isomorphism induces a dimension-preserving bijection between subalgebras of gB(K )

and subgroups of GB(K ); cf. also [13, Rem. on p. 206]. In view of the identification
of the groupGB(K ) withH(A) we may identify gB(K ) with h(A), where h is the Lie
algebra scheme of strict uppertriangular 3 × 3-matrices.

2.4.2 Alternating hulls of (symmetric) module representations

Specifying (K ,B, φ) amounts to defining a module representation θ• : T ∗ →
Hom(W ,U∗) in the sense of [22, § 2.2], the “bullet dual” of a module represen-
tation θ : U → Hom(W , T ) as explained in [22, § 4.1]. Here, for an R-module M we
write M∗ for the usual dual. The group GB(K ) is isomorphic to the group G�(θ•)(K )

associated with the alternating hull �(θ•) of the bullet dual θ• of θ (see [22, § 7.2])
in [22, § 7.1] and equal to the group Hθ•(K ) defined in [22, § 7.3]. As remarked by
Rossmann, this construction also features in [33, § 9.2].

2.4.3 Central extensions and cohomology

The group GB(K ) is a central extension of the abelian group V = U ⊕ W by T and
corresponding to the 2-cocycle

φV : V × V → T , (u + w, u′ + w′) �−→ φ(u, w′)

inZ2(V , T ),where the actionofV onT is taken to be trivial. This classical construction
can be found, for example, in [7, Ch. IV]. The equivalence classes of central extensions
of V by T , in the sense of [7, Ch. IV.1], are in 1-to-1 correspondence with the elements
of H2(V , T ). Equivalence being a stronger notion than isomorphism, the image of φV

in H2(V , T ) will generally not suffice to determine the isomorphism type of GB(K ).

3 Automorphisms and torsion points of elliptic curves

3.1 General notation and standard facts

Let K be a field and let E be an elliptic curve over K with point at infinity O . For
a positive integer n, we write E[n] for the n-torsion subgroup of E and E(K ) resp.
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E[n](K ) for the K -rational points of E resp. E[n]. We define, additionally,

Aut(E) = {ϕ : E → E | ϕ automorphism of E as projective curve},
containing as a subgroup the automorphisms of E as elliptic curve, or invertible iso-
genies,

AutO(E) = {ϕ : E → E | ϕ ∈ Aut(E), ϕ(O) = O};
for more information, see for example [25, Chap. III.4]. Except for the notation for
the automorphism groups, we will refer to results from and notation used in [25,
Chap. III]. We warn the reader that in [25] the notation Aut(E) denotes what we
defined as AutO(E).

In Sect. 3.2we determine, for specific elliptic curves, which of their endomorphisms
are induced by (or lift to) linear transformations of the plane. To this end we define

XE = {ϕ | ϕ ∈ GL3(K ), ϕ(E) ⊆ E} ⊆ PGL3(K ).

We write, additionally, cE for the natural homomorphism

cE : XE −→ Aut(E), ϕ �−→ ϕ|E .

Remark 3.1 Any endomorphism ϕ of E as a projective curve can be written as a
composition ϕ = τ ◦ α, where τ is a translation and α is an isogeny E → E . In other
words, each element of Aut(E) can be written as the composition of a translation with
an element of AutO(E). There thus exists an isomorphism

Aut(E) ∼= E � AutO(E).

For more information see, for example, [25, Exa. III.4.7].

Lemma 3.2 Assume that K is algebraically closed. Then there exists a subset U of K 3

of cardinality 4 such that the projective image of U is contained in E(K ) and any 3
elements of U form a basis of K 3.

Proof Let Q1, . . . , Q4 ∈ E(K ) be four points of coprime orders |Qi | with respect to
addition in E . Then, for each (i, j) ∈ {1, 2, 3, 4}2, the order |Qi + Q j | is the least
common multiple of |Qi | and |Q j |. Hence the definition of the group law implies that
no three points of {Q1, Q2, Q3, Q4} lie on the same projective line. Any collection
of non-zero lifts of the Qi to elements of K 3 will do. ��
Lemma 3.3 The map cE : XE −→ Aut(E) is injective.

Proof Without loss of generality we assume that K is algebraically closed. Let ϕ ∈
GL3(K ) be such that ϕ ∈ ker cE . Let, moreover, Ẽ be the affine variety corresponding
to E in K 3. Since ϕ induces the identity on E , every element of Ẽ(K ) is an eigenvector
of ϕ. Then, Lemma 3.2 yields not only that ϕ is diagonalisable, but also that all
eigenvectors have the same eigenvalue. In particular, there exists λ ∈ K× such that ϕ
equals scalar multiplication by λ and thus ϕ is trivial. ��

123



Hessian matrices, automorphisms... 611

3.2 A parametrized family of elliptic curves

Let δ �= 0 be an integer, let K be a field of characteristic not dividing 2δ, and let Eδ

be the elliptic curve defined over K by

y2 = x3 − 1

δ
x .

The projectivisation of Eδ , obtained by setting z = δ−1, is given by

x3 − δxz2 − δy2z = 0 (3.1)

and has point at infinity equal to O = (0 : 1 : 0). The j-invariant of Eδ being
equal to 1728, the automorphism group AutO(Eδ) consists of all maps of the form
(x, y) �→ (ω2x + ρ, ω3y), where (ω, ρ) satisfies ω4 = 1 and δρ3 = ρ with ρ �= 0
only if char(K ) = 3; see [25, Thm. III.10.1, Prop. A.1.2]. To lighten the notation, we
will write X for XEδ and c for cEδ .

Lemma 3.4 Let (ω, ρ) be such thatω4 = 1 and δρ3 = ρ with ρ �= 0 only if char(K ) =
3. Let further α ∈ AutO(Eδ) be defined by (x, y) �→ (ω2x+ρ, ω3y). Then the matrix

A =
⎛
⎝

ω2 0 ρ

0 ω3 0
0 0 1

⎞
⎠ ∈ PGL3(K )

belongs to X and c−1(α) = {A}.

Proof Proving that A inducesα is straightforward; uniqueness follows fromLemma3.3.
��

In the next lemma, let δ
1
2 be a solution of X2 − δ = 0 and set K̃ = K [δ 1

2 ]. Let,
moreover,

P1 = (0, 0), P2 = (δ
1
2 , 0), and P3 = (−δ

1
2 , 0);

these are the nontrivial 2-torsion points of Eδ over K̃ . For a point Q of Eδ we denote,
additionally, by τQ the translation

τQ : Eδ → Eδ, P �→ P + Q.

As pointed out in Remark 3.1, the map τQ is an element of Aut(Eδ).

Lemma 3.5 Let Q = (a, b) be a point of Eδ such that τQ ∈ im cδ . Then Q /∈
{P1, P2, P3}.

123



612 M. Stanojkovski, C. Voll

Proof Let A ∈ GL3(K ) be such that cδ(A) = τQ . Without loss of generality, assume
that K = K̃ . For a contradiction we assume, moreover, that Q = P1; the other cases
are analogous. Since P1 is an element of order 2, we find that

τQ(O) = P1, τQ(P1) = O, τQ(P2) = P3, and τQ(P3) = P2.

As a consequence, there exist ν, γ, ε ∈ K× such that

(0, 0, 1)AT = ν(0, 1, 0), (δ
1
2 , 0, δ−1)AT = γ (−δ

1
2 , 0, δ−1), (−δ

1
2 , 0, δ−1)AT

= ε(δ
1
2 , 0, δ−1).

It follows that

2ν(0, 1, 0) = (0, 0, 2)AT = δ((δ
1
2 , 0, δ−1) + (−δ

1
2 , 0, δ−1))AT

= γ (−δ
3
2 , 0, 1) + ε(δ

3
2 , 0, 1)

and therefore ν = 0. Contradiction. ��
Lemma 3.6 Let Q = (a, b) be a point of Eδ such that τQ ∈ im cδ . Then 3δ2a4 −
6δa2 − 1 = 0.

Proof Let A = (ai j )i, j ∈ GL3(K ) be such that cδ(A) = τQ . Observe that τQ maps the
point O to Q and its inverse −Q to O . Moreover, if (x, y) is an element of Eδ\{±Q},
then

τQ((x, y)) =
(
a11x + a12y + δ−1a13
δa31x + δa32y + a33

,
a21x + a22y + δ−1a23
δa31x + δa32y + a33

)
∈ Eδ. (3.2)

However, using the addition formulas (see e.g. [25, Chap. III.2]) and assuming that
(x, y) �= ±Q, one also gets that

τQ((x, y)) = (x ′, y′) =
(

(b − y)2 − (a + x)(a − x)2

(a − x)2
,
(y − b)x ′ − (ay − bx)

a − x

)
.

(3.3)
ByLemma3.5 Q /∈ {P1, P2, P3}, and thus (3.2), (3.3), and the fact that b2 = a3−δ−1a
imply that

τQ(P1) =
(

δ−1a13
a33

,
δ−1a23
a33

)
=

(
− 1

δa
,

b

δa2

)

τQ(P2) =
(

δ
1
2 a11 + δ−1a13

δ
3
2 a31 + a33

,
δ
1
2 a21 + δ−1a23

δ
3
2 a31 + a33

)
=

(
δ
1
2 a + 1

δa − δ
1
2

,− 2b

(δ
1
2 a − 1)2

)

τQ(P3) =
(−δ

1
2 a11 + δ−1a23

−δ
3
2 a31 + a33

,
−δ

1
2 a21 + δ−1a23

−δ
3
2 a31 + a33

)
=

(
1 − δ

1
2 a

δ
1
2 + δa

,− 2b

(δ
1
2 a + 1)2

)
.
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As a consequence, we are looking to solve the following system of equations:

(E1) −aa13 = a33,
(E2) a2a23 = ba33,
(E3) (δa − δ

1
2 )(δ

1
2 a11 + δ−1a13) = (δ

1
2 a + 1)(δ

3
2 a31 + a33),

(E4) (δ
1
2 a − 1)2(δ

1
2 a21 + δ−1a23) = −2b(δ

3
2 a31 + a33),

(E5) (δa + δ
1
2 )(−δ

1
2 a11 + δ−1a13) = (1 − δ

1
2 a)(−δ

3
2 a31 + a33),

(E6) (δ
1
2 a + 1)2(−δ

1
2 a21 + δ−1a23) = −2b(−δ

3
2 a31 + a33).

Combining (E3) and (E4) one gets

−2δ
1
2 b(δ

3
2 a11 + a13) = (δa2 − 1)(δ

3
2 a21 + a23)

while combining (E5) and (E6) one gets

−2δ
1
2 b(−δ

3
2 a11 + a13) = (1 − δa2)(−δ

3
2 a21 + a23).

From the last two equalities, we derive

(E7) −2ba13 = (δa2 − 1)δa21
(E8) −2δ2ba11 = (δa2 − 1)a23

Combining (E4) and (E6) one gets

− 2δ
3
2 ba31 = (δ

1
2 a − 1)2(δ

1
2 a21 + δ−1a23) + 2ba33

= −(δ
1
2 a + 1)2(−δ

1
2 a21 + δ−1a23) − 2ba33

from which it follows that

2ba33 − 2δaa21 + (δa2 + 1)δ−1a23 = 0.

With the use of (E2) for a23 and of (E7) and (E1) for a21, one may rewrite this equation
as

0 = 2ba33 − 2δaa21 + (δa2 + 1)δ−1a23 = 2ba33 − 4ba33
δa2 − 1

+ (δa2 + 1)ba33
δa2

= ba33
δa2(δa2 − 1)

(3δ2a4 − 6δa2 − 1).

But ba33 is nonzero, since A is invertible and ±Q /∈ {P1, P2, P3}, and so it follows
that 3δ2a4 − 6δa2 − 1 = 0. ��
We now give a geometric interpretation of the quartic polynomial featuring in
Lemma 3.6.

Lemma 3.7 Let Q = (a, b) be an element of Eδ . Then the following are equivalent:

(1) Q is a 3-torsion point of Eδ;
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(2) Q is a flex point of Eδ;
(3) 3δ2a4 − 6δa2 − 1 = 0.

Proof (1) ⇔ (2): This is classical; see, for instance, [11, Exe. 5.37].
(2) ⇔ (3): Let fδ be as in (1.8). The point (a, b) ∈ Eδ is a flex point if and only if

it is a solution to

0 = Hes( fδ(x, y, δ
−1)) = 8(1 − 3δ2xy2 + 3δx2).

Usingb2 = a3−δ−1a one easily checks that this holds if and only if 3δ2a4−6δa2−1 =
0. ��
Proposition 3.8 The image of c is isomorphic to a subgroup of Eδ[3] � AutO(Eδ).

Proof Combine Remark 3.1 with Lemmas 3.4, 3.6, and 3.7. ��
Lemma 3.9 Let Q = (a, b) be a point of Eδ[3] and assume that A ∈ GL3(K ) is such
that c(A) = τQ. Then there exists ν ∈ K× such that, up to a scalar,

A =
⎛
⎝

δab + 2abν δa2 −2δa2bν
(−3δ − 2ν)b2 δab 2δab2ν
(1 − 2νa2)b a 2δa3bν

⎞
⎠ .

Proof From the addition formulas we derive

τQ(O) = Q = (a : b : δ−1),

τQ((0 : 0 : 1)) = (−(δa)−1 : b(δa2)−1 : δ−1),

τQ(Q) = [2]Q = −Q = (a : −b : δ−1),

τQ([2]Q) = O = (0 : 1 : 0).

Moving to affine coordinates (u1, u2, u3) we may find λ, ν, γ ∈ K× such that

(0, 1, 0)AT = λ(δa, δb, 1), (0, 0, 1)AT = ν(−a, b, a2),

(δa, δb, 1)AT = (δa,−δb, 1), (δa,−δb, 1)AT = γ (0, 1, 0).

Since 2δb(0, 1, 0) = (δa, δb, 1) − (δa,−δb, 1), we deduce that

δa = 2δ2abλ, −δb − γ = 2δ2b2λ, 1 = 2δbλ,

whence γ = −2δb and γ λ = −1. Up to a scalar, we may rewrite the above system as

(0, 1, 0)AT = (a(2b)−1, 2−1, (2δb)−1), (0, 0, 1)AT = ν(−a, b, a2),

(δa, δb, 1)AT = (δa,−δb, 1), (δa,−δb, 1)AT = (0,−2δb, 0).
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This implies that

(1, 0, 0)AT =
(

δ + 2ν

2δ
,
(−3δ − 2ν)b

2δa
,
1 − 2νa2

2δa

)
.

Multiplying A by 2δab gives the claim. ��
We close this section with an observation in the special case when δ = ε4 for some
ε ∈ K . As explained in Sect. 1.2, it is used to establish (1.5). To contextualize this
situation, we remark that, when δ′ ∈ Z\{0} and 6δ′ is not divisible by char(K ), then
the elliptic curves Eδ and Eδ′ are isomorphic over K if and only if there exists some
ε ∈ K such that δ = δ′ε4; cf. [25, Ch. III.1]. Indeed, an isomorphism Eδ → Eδ′ is
given by the invertible isogeny (x, y) �→ (ε2x, ε3y).

Lemma 3.10 Assume that char(K ) �= 3 and that δ = ε4 for some ε ∈ K. Define,
moreover,

S0 = {(a, b) ∈ K 2 | b2 = a3 − a and a4 + 6a2 − 3 = 0},
S1 = {(a, b) ∈ K 2 | b2 = a3 − a and 3a4 − 6a2 − 1 = 0},

S1,δ = {(a, b) ∈ K 2 | b2 = a3 − δ−1a and 3δ2a4 − 6δa2 − 1 = 0}.

Then there exists bijections

Eδ[3](K )\{O} −→ S1,δ −→ S1 −→ S0.

Proof Lemma 3.7 yields a bijection Eδ[3](K )\{O} → S1,δ . A bijection S1,δ → S1
is given by the restriction of the isogeny (a, b) �→ (ε2a, ε3b). For the last arrow note
that, with

S2 = {(a, b) ∈ K 2 | 1 − a2 + ab2 = 0 and a4 + 6a2 − 3 = 0}

and the fact that char(K ) �= 3, the maps

S1 −→ S2, (a, b) �−→
(

−1

a
,
b

a

)
, and S2 −→ S1, (a, b) �−→

(
−1

a
,−b

a

)
,

are well-defined and mutually inverse bijections. The sets S2 and S0 are in bijection
as, for a fixed element a ∈ K with a3 + 6a2 − 3 = 0, we find that a �= 0 and thus
the solutions to the equation b2 = a3 − a are in bijection with the solutions of the
equation b2 = a2−1

a . ��

4 Degeneracy loci and automorphisms of p-groups

This section brings together the constructions from Sect. 2 and the facts about auto-
morphisms of elliptic curves fromSect. 3. In the case that the determinant of thematrix
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of linear forms B determines a elliptic curve E , we define an explicit homomorphism

cB : Aut=V (gB) → Aut(E).

In the case that, in addition, B is a Hessian matrix and F is a finite field of odd
characteristic, the current section’s main result Corollary 4.14 yields a formula for
|Aut(gB(F))| in terms of the size of the image of cB. To prove Theorem 1.4 in
Sect. 5.1 we are just left with determining this image size explicitly.

Throughout Sect. 4 we continue to use the notation introduced in Sect. 2.1.
Recall, in particular, the definition (2.1) of the matrix of linear forms B(y) ∈
Matd(R[y1, . . . , yd ]) in terms of “structure constants” B(κ)

i j ∈ R.

4.1 Duality, degeneracy loci, and centralizer dimensions

Definition 4.1 Letx = (x1, . . . , xd)be a vector of algebraically independent variables.
The dual of B(y) is defined as

B•(x) =
⎛
⎝

d∑
j=1

B(κ)
i j x j

⎞
⎠

iκ

∈ Matd(R[x1, . . . , xd ]).

Remark 4.2 The matrices B(y) and B•(x) are, in a precise sense, dual to one another.
Indeed, as we pointed out in Sect. 2.4.2, the matrix B characterizes a module represen-
tation θ• : T ∗ → Hom(W ,U∗). The dual matrix B• then characterizes the module
representation θ = (θ•)• : U → Hom(W , T ); see [22, § 4.1] and Definition 4.3. In
particular, they satisfy

B•(x)yT = B(y)xT. (4.1)

The matrices B(y) and B•(x) are also closely related to the “commutator matri-
ces” defined in [20, Def. 2.1]. In this paper’s notation, we find that, for vectors
of algebraically independent variables Y = (Y1, . . . ,Yd) and X = (X1,X2) =
(X1, . . . , Xd , Xd+1, . . . , X2d),

B(Y) =
(

0 B(Y)

−B(Y) 0

)
and A(X) =

(
B•(X1)

−B•(X2)

)
.

This is consistent with the descriptions [22, Rem. 7.10] of B(Y) and [22, Rem. 7.6 (ii)]
of A(X). The fact that the bottom part of A(X) is, up to a sign, equal to its top part
(and not its ◦-dual in the sense of [22, § 4.1]) reflects the symmetry of B; see [22,
Prop. 4.12].

Definition 4.3 The left-regular representation of U is the homomorphism

� : U → Hom(W , T ), u �→ �u : (w �→ φ(u, w)).

Lemma 4.4 Let u ∈ U, w ∈ W, and let D ∈ Matd(K ). Then the following hold:
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(1) �u(w) = wB•(u).
(2) If DTB = BD holds, then D stabilizes ker B(u).

Proof (1): Straightforward. (2): Let v ∈ ker B(u). Then the assumption implies that
B(u)DvT = DTB(u)vT = 0. ��
We next observe that matrices of linear forms that are, as the ones in (1.9), defined as
Hessian matrices, have a remarkable self-duality property.

Lemma 4.5 Assume that d = 3 and let g(y1, y2, y3) ∈ R[y1, y2, y3] be a homoge-
neous cubic polynomial. The Hessian matrix of g, viz.

Bg(y) = H(g(y)) =
(

@g(y)
@yi@yj

)

ij

∈ Mat3(R[y]),

satisfies

Bdg = Bg = BT
g .

Proof We write g(y) = ∑
e∈N3

0,
∑

ei=3 λeye and use the shorthand notation (α, β, γ )

for the linear form αy1 + β y2 + γ y3. One easily computes

Bg(y) =
⎛
⎝

(6λ300, 2λ210, 2λ201) (2λ210, 2λ120, λ111) (2λ201, λ111, 2λ102)
(2λ210, 2λ120, λ111) (2λ120, 6λ030, 2λ021) (λ111, 2λ021, 2λ012)
(2λ201, λ111, 2λ102) (λ111, 2λ021, 2λ012) (2λ102, 2λ012, 6λ003)

⎞
⎠ ,

from which the claim follows by inspection. ��
Definition 4.6 (1) The affine degeneracy locus of B(y) is the closed subscheme VB

of A
d defined by the equation det(B(y)) = 0. The set

VB(U ) = {u ∈ U | det(B(u)) = 0}
is the affine degeneracy locus of B(y) in U .

(2) The projective degeneracy locus of B(y) is the closed subscheme PVB of P
d−1

defined by the equation det(B(y)) = 0. The set

PVB(U ) = {u ∈ PU | det(B(u)) = 0}
is the projective degeneracy locus PVB(U ) of B(y) in U .

Corollary 4.7 (to Lemma 4.5). Assume that d = 3 and let g(y) ∈ R[y] be a homoge-
neous cubic polynomial with Hessian matrix Bg. Then VBg = VB•

g
.

Lemma 4.8 (cf. [32, Lem. 1]). Assume that PVB is smooth. Then, for u ∈ U, the
following holds:

rk B(u) =

⎧
⎪⎨
⎪⎩

0, if u = 0,

d − 1, if u ∈ VB(U )\{0},
d, otherwise.
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Remark 4.9 Write v ∈ V as v = u + w with u ∈ U and w ∈ W . One checks easily
that CV (v) = {v′ ∈ V | [v, v′] = 0}, the intersection of V with the centralizer Cg(v)

of v in g, has K -dimension

dimK CV (v) = 2d − rk

(
B•(u)

−B•(w)

)
;

cf. also Lemma 4.41 and Remark 4.2. In particular, if v = u is an element of U
and PVB• is smooth, then dimK CV (u) = 2d − rk B•(u) and so, by Lemma 4.8, the
following holds:

dimK CV (u) =

⎧⎪⎨
⎪⎩

2d, if u = 0,

d + 1, if u ∈ VB•(U )\{0},
d, otherwise.

(4.2)

If, additionally, d = 3 and B = B•, as in the situation described in Lemma 4.5, then
we find that dimK CV (u) = 6 − rk B(u) and hence

dimK CV (u) =

⎧⎪⎨
⎪⎩

6, if u = 0,

4, if u ∈ VB(U )\{0},
3, otherwise.

(4.3)

We remark that this applies, in particular, to the matrices Bi,δ defined in (1.9)

4.2 Implications for automorphism groups of p-groups

For the rest of the section we assume that d = 3. We mainly describe, in Proposi-
tion 4.10, the 3-dimensional abelian subalgebras of g that are contained in V . This
allows us to apply Lemma 2.4, leading to a refined formula for |Aut(gB(F))| in the
case that F is a finite field and PVB and PVB• are elliptic curves; see Corollary 4.14.

Proposition 4.10 Assume that PVB and PVB• are elliptic curves. Then the 3-
dimensional abelian subalgebras of g that are contained in V are exactly those of
the form ψ(M)(U ) for some M ∈ GL2(K ).

Proof Let X be a 3-dimensional abelian subalgebra of g that is contained in V . Assume
first that X ∩ U �= {0}. We claim that X = U and assume, for a contradiction, that
X �= U . Then there exists u ∈ X ∩ U with centralizer CV (u) of dimension at least
4 and such that X is contained in CV (u). Then (4.2) implies that dimK CV (u) = 4
or, equivalently, that the kernel of 8u has dimension 1. Let w ∈ W be such that
ker 8u = Kw and define Y = U ⊕ ker 8u so that Y has dimension 4. Since X and U
do not coincide, it follows that Y = X +U and X ∩U has dimension 2. We let t ∈ X
be such that X = (X ∩U ) ⊕ Kt and denote by πU : V → U resp. πW : V → W the
natural projections. Since t belongs to Y , we have πW (t) = λt for some λ ∈ K×. It
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follows that

0 = φ(X ∩U , t) = φ(X ∩U , πU (t)+πW (t)) = φ(X ∩U , πW (t)) = λφ(X ∩U , w),

which implies that Y is an abelian subalgebra of g of dimension 4. As a consequence,w
is a central element and so, by Lemma 4.4(1), the rank of B•(w) is zero; contradiction
to Lemma 4.8. To conclude, in this case one can take M = Id2 to get that X =
ψ(M)(U ) = U .

Assume now that X ∩ U = {0}. Then X is a complement of U in V , as W is,
and thus there exists D ∈ Mat3(K ) such that X = {w + wDT | w ∈ W }. Fix such
a D. By Lemma 2.3, it satisfies DTB = BD. We claim that D is a scalar matrix, i.e.
D = λ Id3 for some λ ∈ K . For this we may, without loss of generality, assume that
K is algebraically closed. Indeed, solving DTB = BD over K reduces to solving a
system of 9 linear equations in 9 indeterminates and, if DTB = BD implies that D is
scalar over an algebraic closure of K , then the same holds over K . Let U be a subset
of VB•(U ) of cardinality 4 such that any 3 of its elements form a basis of U ; such U
exist by Lemma 3.2. By (4.1) there exists, for each u ∈ U, an element wu ∈ W\{0},
unique up to scalar multiplication, such that

B•(u)wu
T = 0 = B(wu)u

T.

In particular, combining Lemma 4.8 and (4.1) yields a well-defined bijection

{P(Ku) | u ∈ U} −→ {P(Kwu) | u ∈ U}, P(Ku) �→ P(ker B•(u))

with inverse P(Kw) �→ P(ker B(w)). It follows from Lemma 4.4(2) and Lemma 4.8
that each u ∈ U is an eigenvector with respect to D with eigenvalue λu ∈ K , say. The
fact that any three elements of U generateU yields the existence of a λ ∈ K such that
for each u ∈ U one has λ = λu ; in particular, the matrix D is equal to λ Id3. For such

λ, defining M =
(
1 λ

0 1

)
yields that X = ψ(M)(U ). ��

Corollary 4.11 Let F be a finite field of odd characteristic and assume that PVB and
PVB• are elliptic curves over F. Then the following holds:

AutFp (gB(F)) ∼= Aut(gB(F)) � Gal(F/Fp).

Proof Write g for gB(F) and let Cg denote the centroid of g, as defined in [33, § 1.1].
Using Proposition 4.10 and extending the arguments of Lemmas 2.3 and Lemma 2.4,
it is not difficult to see that Cg is the collection of all the scalar multiplications on g
by elements of F and so Cg

∼= F . As a consequence of [33, Thm. 1.2(D)] (cf. also
[33, §5]) we obtain an exact sequence

1 → Aut(g) → AutFp (g) → Gal(F/Fp).
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The map

σ �→
(

3∑
i=1

(λi ei + μi fi + νi gi ) �→
3∑

i=1

(σ (λi )ei + σ(μi ) fi + σ(νi )gi )

)

being a section Gal(F/Fp) → AutFp (g) it is, in fact, a split short exact sequence. The
result follows. ��

Remark 4.12 Proposition 4.10 generalizes the computations in [9, §7] for B = B1,1
defined in (1.9).

Asmentioned in Sect. 2, Proposition 4.10 allows us to apply Lemma 2.4 in the proof of
Theorem 1.4. This lemma reduces the determination of the order of the automorphism
group of gB to the analysis of the structure of the subgroup Aut=V (gB) of Aut(gB).
In the next proposition, let π : Aut=V (gB(F)) → PGL3(F) be the map defined by
diag(A, A, AT ) �→ A, where A is the image in PGL3(K ) of A.

Proposition 4.13 Assume that PVB• is an elliptic curve. Then the map

cB : Aut=V (gB) −→ Aut(PVB•), diag(A, A, AT ) �−→ A|VB• ,

is a well-defined homomorphism of groups and satisfies cB = cPV•
B

◦ π .

Proof The elements of Aut=V (gB) stabilize the abelian subalgebra U and, being Lie
algebra homomorphisms, respect the centralizer dimensions dim CV (u) of the ele-
ments u ∈ U . More concretely, if ϕ belongs to Aut=V (gB), then, thanks to Remark 4.9,
the following hold:

ϕ(0) = 0, ϕ(VB•(U )\{0}) = VB•(U )\{0}, ϕ(U\VB•(U )) = U\VB•(U ).

In particular, any element of Aut=V (gB) induces a bijection VB•(U )\{0} −→
VB•(U )\{0} and so projectivisation yields the homomorphism cB. ��

The idea of appealing to the subgroup Aut=V (g) in order to determine the structure of
Aut(g) was already pursued in [9]. This notwithstanding, the map cB holds the key
to the realization of the added value brought about by our geometric point of view.
Indeed, the determination of the image of cB plays a decisive role in the proof of
Theorem 1.4 by means of the following corollary.

Corollary 4.14 Let F be a finite field of odd characteristic and assume that PVB and
PVB• are elliptic curves over F. Then the following hold:

|Aut(gB(F))| = |Aut=V (gB(F))| · |GL2(F)| · |F |18
|F | − 1

= | im cB| · |GL2(F)| · |F |18.
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Proof The combination of (2.8), Proposition 4.10, and Lemma 2.44 yields that

|Aut(gB(F))| = |Aut=V (gB(F))| · |GL2(F)| · |F |18
|F | − 1

= | ker cB| · | im cB| · |GL2(F)| · |F |18
|F | − 1

.

The claim follows as Lemmas 3.3 and 2.43 imply that ker cB = {λ Id9 | λ ∈ F×} ∼=
F×. ��

5 Proofs of themain results and their corollaries

We prove Theorem 1.4 and its Corollaries 1.7-1.9 in Sect. 5.1 and Theorem 1.6 in
Sect. 5.2, where we also prove Theorem 1.1.

5.1 Automorphisms

We continue to use the setup from Sect. 3.2 and combine it with that from Sect. 2.1.
Recall that δ is a nonzero integer and that K is a field of characteristic not dividing 2δ.

Assume further that K contains a fixed square root δ
1
2 of δ. For i ∈ {1, 2, 3}, let Bi,δ

be as in (1.9), and denote by φi,δ and φ̃i,δ , respectively, the associated bilinear and
linear maps defined in (2.2) resp. (2.3). The image of φi,δ spans T so φ̃i,δ is surjective.

Write Gi,δ = GBi,δ and gi,δ = gBi,δ , respectively, for the group and the Lie alge-
bra (schemes) associated with the data (K , Bi,δ, φi,δ) in Sect. 2.2. We recall that, if
K = F is a finite field of order q and odd characteristic p, then the finite p-group
Gi,δ(F) has exponent p, nilpotency class 2, and order q9, while the F-Lie algebra gi,δ
has F-dimension 9 and nilpotency class 2. We are looking to compute the order of
Aut(gi,δ(F)). For this, we will use Corollary 4.14. Indeed, the matrix Bi,δ is Hessian
and therefore satisfies Bi,δ = B•

i,δ; see Lemma 4.5. Observe that PVBi,δ is identified
with the elliptic curve Eδ via the projectivisation (3.1). Let

cBi,δ : Aut=V (gi,δ) → Aut(Eδ)

be the homomorphism from Proposition 4.13. By Proposition 3.8, its image is isomor-
phic to a subgroup of Eδ[3]�AutO(Eδ), which leads us to consider the homomorphism

ci,δ : Aut=V (gi,δ) −→ Eδ[3] � AutO(Eδ),

diag(A, A, AT ) �−→ cBi,δ (diag(A, A, AT )) = (QA, αA). (5.1)

Corollary 4.14 reduces the proof of Theorem 1.4 to the explicit determination of the
image size of ci,δ . To this end, we will make use of the following specific version of
Lemma 2.5.

Lemma 5.1 Let A ∈ GL3(K ) and define the following subsets of U ⊗ W:

K∗
1,δ ={e2 ⊗ f3, δe1 ⊗ f1 − e3 ⊗ f3, e1 ⊗ f3 + e2 ⊗ f2},
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K∗
2,δ ={(δ 1

2 e1 + e3) ⊗ f3, e2 ⊗ f3 − δ
1
2 e1 ⊗ f2, δe1 ⊗ f1 + 2δ

1
2 e2 ⊗ f2 + e3 ⊗ f3},

K∗
3,δ ={(δ 1

2 e1 − e3) ⊗ f3, e2 ⊗ f3 + δ
1
2 e1 ⊗ f2, δe1 ⊗ f1 − 2δ

1
2 e2 ⊗ f2 + e3 ⊗ f3}.

Then the following are equivalent:

(1) (A ⊗ A)(K∗
i,δ) ⊆ ker φ̃i,δ;

(2) there exists AT ∈ GL3(K ) such that diag(A, A, AT ) ∈ Aut(gi,δ).

Proof Consider the following supersets of K∗
i,δ of Ki,δ in U ⊗ W :

K1,δ = K∗
1,δ ∪ {e3 ⊗ f2, e1 ⊗ f3 − e3 ⊗ f1, e1 ⊗ f2 − e2 ⊗ f1},

K2,δ = K∗
2,δ ∪ {e3 ⊗ (δ

1
2 f1 + f3), δ

1
2 e2 ⊗ f1 − e3 ⊗ f2, e2 ⊗ f3 − e3 ⊗ f2},

K3,δ = K∗
3,δ ∪ {e3 ⊗ (δ

1
2 f1 − f3), δ

1
2 e2 ⊗ f1 + e3 ⊗ f2, e2 ⊗ f3 − e3 ⊗ f2}.

The kernel of φ̃i,δ is spanned by Ki,δ over K . It follows, however, from Remark 2.6
that to check whether (A ⊗ A)(ker φ̃i,δ) is contained in ker φ̃i,δ it suffices to check
if (A⊗ A)(K∗

i,δ) is annihilated by φ̃i,δ . Indeed, the elements ofKi,δ\K∗
i,δ are equal to

the negatives of their respective duals or duals to members of K∗
i,δ . To conclude we

apply Lemma 2.5. ��
Lemma 5.2 Let α ∈ AutO(Eδ). The following are equivalent:

(1) There exist A, AT ∈ GL3(K ) such that ci,δ(diag(A, A, AT )) = (O, α);
(2) α�4/i� = idEδ .

Proof Let (ω, ρ) be such that ω4 = 1 and δρ3 = ρ with ρ �= 0 only if char(K ) = 3.
Let α ∈ AutO(Eδ) be the invertible isogeny defined by (x, y) �→ (ω2x +ρ, ω3y) and
observe that, if i ∈ {2, 3}, then �4/i� = 2. By Lemma 3.4, the matrix

A =
⎛
⎝

ω2 0 ρ

0 ω3 0
0 0 1

⎞
⎠

is the unique element of GL3(K ), up to scalar multiplication, inducing α.
We start by considering i = 1. A necessary condition for (A ⊗ A)(K∗

1,δ) to be
contained in ker φ̃1,δ is that 0 = φ̃1,δ((A ⊗ A)(e1 ⊗ f3 + e2 ⊗ f2)) = ω2ρg3,
equivalently ρ = 0. It is not difficult to show, for ρ = 0, that (A ⊗ A)(K∗

1,δ) is
contained in ker φ̃1,δ and so, by Lemma 5.1, there exists AT ∈ GL3(K ) such that
diag(A, A, AT ) is an automorphism of g1,δ(K ). By the definition of c1,δ , the pair
(O, α) is contained in its image.

Let now i ∈ {2, 3}. Computing (A⊗ A)(e2 ⊗ f3 ∓ δ
1
2 e1 ⊗ f2) for i = 2 resp. i = 3

we get that

(A ⊗ A)(e2 ⊗ f3 ∓ δ
1
2 e1 ⊗ f2) ∈ ker φ̃i,δ ⇐⇒ ω2ρ ± ω2δ

1
2 ∓ δ

1
2 = 0.
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If ρ = 0, one sees that ω2 = 1 is a necessary and sufficient condition for the image
(A⊗ A)(K∗

i,δ) to be contained in ker φ̃i,δ . Assume, in conclusion, that ρ �= 0 and thus
that char(K ) = 3: we show that α /∈ im ci,δ . We work by contradiction, assuming that
φ̃i,δ((A ⊗ A)(K∗

i,δ)) = {0}. It follows then that δρ2 = 1 and so we find that

1 = δρ2 = δ2(±1 ∓ ω2)2ω−4 = 2δ2(1 − ω2).

In particular, ω2 = −1 and so that ρ = ∓2δ
1
2 . From

φ̃i,δ(A ⊗ A)(δe1 ⊗ f1 ± 2δ
1
2 e2 ⊗ f2 + e3 ⊗ f3) = 0

we then get that 0 = (±δ
1
2 + 2ρ)g1 + (±2ρδ

1
2 + δ)g3 and so, from the coefficient

of g3, we derive that δ = ±2ρδ
1
2 = −4δ = −δ. Contradiction. We conclude with

Lemma 5.1. ��
Lemma 5.3 Let Q = (a, b) be an element of Eδ[3]. Then there exist A, AT ∈ GL3(K )

such that

ci,δ(diag(A, A, AT )) = (Q, idE ).

Proof Up to scalar multiplication, Lemma 3.9 yields that a necessary condition for the
existence of such a pair (A, AT ) is the existence of ν ∈ K× such that

A = A(ν) =
⎛
⎝

δab + 2abν δa2 −2δa2bν
(−3δ − 2ν)b2 δab 2δab2ν
(1 − 2νa2)b a 2δa3bν

⎞
⎠ .

We set ν = −δ/(δa2 + 1) and claim that, for this matrix A = A(ν), there exists
AT = AT (ν) such that ci,δ(diag(A, A, AT )) is equal to (Q, idE ). Indeed, checking
(e.g. with SageMath [27]) identities involving the matrix C = ATBi,δA defined in
Remark 2.6, one shows that (A⊗ A)(K∗

i,δ) ⊆ ker φ̃i,δ . We conclude with Lemma 5.1.
��

Corollary 5.4 Let F be a finite field of characteristic not dividing 2δ in which δ has a
fixed square root. Then the following holds:

|Aut(gi,δ(F))| = gcd (|F | − 1, �4/i�) |GL2(F)| · |F |18 · |Eδ[3](F)|.

Proof Combining Lemmas 5.2 and 5.3 allows us to describe the image of the homo-
morphism ci,δ (cf. (5.1)) and hence, by Corollary 4.14, the order of Aut(gi,δ(F)). ��
To prove Theorem 1.4 it now suffices to note that |Aut(Gi,δ(F))| = |AutFp (gi,δ(F))|
by the Bear correspondence. We may thus conclude by combining Corllary 4.11 and
and Lemma 5.4.
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We conclude by proving Corollaries 1.7-1.9. To this end, let p be a prime not dividing
6δ and let n1,1(p) denote the number of immediate descendants of G1,1(Fp) of order
p10 and exponent p. In [9, Sec. 4] it is shown that neither of the two functions

p �−→ |Aut(G1,1(Fp))|, p �−→ n1,1(p)

are PORC, the second being so as a consequence of the first. Combining Theorem 1.3
with Lemma 3.7, this amounts to saying that the function � → Z, p �→ |E1[3](Fp)|
is not constant on residue classes modulo a fixed integer. Corollary 1.7 now follows
from Theorem 1.4 and Lemma 3.10. To prove Corollary 1.8, observe that the function
p �→ |E[3](Fp)| is constant on Frobenius sets for any elliptic curve E defined over
Q. To prove Corollary 1.9 one may proceed as in [9, Sec. 11], i.e. by counting orbits
of the induced action of im c1,1 on F

3
p by means of Burnside’s lemma. One checks

easily that our formula for the descendants matches the values listed in [28, Sec. 5].

5.2 Isomorphisms

While we focussed so far on automorphisms of groups and Lie algebras of the form
described in Sect. 2.2, we now turn to isomorphisms between such objects. The sec-
tion’s main aim is to prove Theorem 1.6. To this end, we state and work with a number
of results that have close counterparts in Sect. 2. Their proofs being entirely analo-
gous, we omit most of them. We also restrict to the case that char(K ) �= 3, to lighten
notation.

Let i, j ∈ {1, 2, 3} and δ, δ′ ∈ Z\{0}. Assume that the characteristic of K does not
divide 2δδ′ and that K contains square roots δ

1
2 and δ′ 12 of δ resp. δ′, which we fix. We

write Ui,δ , Wi,δ , Ti,δ , Vi,δ for the modules U ,W , T , V from Sect. 2.1. In particular,
Ui,δ ⊕ Wi,δ ⊕ Ti,δ is the underlying vector space of gi,δ(K ). In a similar fashion, we
will write

(e(i,δ)
1 , e(i,δ)

2 , e(i,δ)
3 ), ( f (i,δ)

1 , f (i,δ)
2 , f (i,δ)

3 ), (g(i,δ)
1 , g(i,δ)

2 , g(i,δ)
3 )

for the bases E = E(i), F = F(i), T = T(i) from Sect. 2.1. Analogous indexing
pertains to the pair ( j, δ′). With respect to these bases, we may view Lie algebra
isomorphisms gi,δ(K ) → g j,δ′(K ) as matrices in GL9(K ). With these identifications,
an isomorphismα : gi,δ(K ) → g j,δ′(K ) satisfyingα(Ui,δ) = Uj,δ′ ,α(Wi,δ) = Wj,δ′ ,
and α(Ti,δ) = Tj,δ′ , is of the form α = diag(AU , AW , AT ) for some AU , AW , AT ∈
GL3(K ).

Lemma 5.5 If gi,δ(K ) ∼= g j,δ′(K ), then there exists an isomorphism α : gi,δ(K ) →
g j,δ′(K ) such that the following hold:

(1) α(Ui,δ) = Uj,δ′ , α(Wi,δ) = Wj,δ′ , and α(Ti,δ) = Tj,δ′ .
(2) The map α induces isomorphisms of projective curves αU , αW : Eδ → Eδ′ .

Proof Let α′ : gi,δ(K ) → g j,δ′(K ) be an isomorphism and assume, without loss of
generality, that α′(Vi,δ) = Vj,δ′ . Thenα′(Ui,δ) andα′(Wi,δ) are 3-dimensional abelian
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subalgebras of g j,δ′(K ) that are contained in Vj,δ′ . Let M ∈ GL2(K ) be such that
ψ(M)(α′(Ui,δ)) = Uj,δ′ and ψ(M)(α′(Wi,δ)) = Wj,δ′ ; cf. Proposition 4.10. Define
α = ψ(M) ◦ α′. By (4.3), the Lie algebra isomorphism α induces isomorphisms of
projective curves αU , αW : Eδ → Eδ′ , corresponding to the restrictions of α to Ui,δ

resp. Wi,δ . ��
The following is a variation of Lemma 2.3. We omit the analogous proof.

Lemma 5.6 Let AU and AW be elements of GL3(K ) and set D = AU A−1
W . Then the

conditions

(1) there exists AT ∈ GL3(K ) such that diag(AU , AW , AT ) : gi,δ(K ) → g j,δ′(K ) is
an isomorphism;

(2) the equality DTB j,δ′ = B j,δ′ D holds;
(3) the subspace X = {w + wDT | w ∈ Wj,δ′ } is a complement of U j,δ′ in Vj,δ′

satisfying [X , X ] = 0;

are related in the following way:

(1) �⇒ (2) ⇐⇒ (3).

Lemma 5.7 If gi,δ(K ) ∼= g j,δ′(K ), then there exists an isomorphism β : gi,δ(K ) →
g j,δ′(K ) and A, AT ∈ GL3(K ) such that the following hold:

(1) β = diag(A, A, AT ).
(2) There exists ε ∈ K such that δ = ε4δ′ and A induces the invertible isogeny

Eδ −→ Eδ′ , (x, y) �−→ (ε2x, ε3y).

Proof Let α be as in Lemma 5.5 and write β = diag(A, A, AT ) for matrices
AU , AW , AT in GL3(K ). Let, moreover, αU , αW denote the projective curve iso-
morphisms Eδ → Eδ′ induced by AU resp. AW .

(1): By Proposition 4.10, every 3-dimensional abelian subalgebra of g j,δ′(K ) that
is contained in Vj,δ′ is of the formψ(M)(Uj,δ′) for some M ∈ GL2(K ). Equivalently,
if X is such a subalgebra, then either X = Uj,δ′ or X = {w + λw | w ∈ Wj,δ′ }
for some λ ∈ K . The matrix D = AU A−1

W being invertible, Lemma 5.6 yields the
existence of a unique λ0 ∈ K× such that AU = λ0AW . We conclude by defining
β = ψ(diag(λ−1

0 , 1)) ◦ α.
(2): Let β be as in (1) and set P = αU (O). Then the map α = τ−P ◦ αU is

an invertible isogeny Eδ → Eδ′ which satisfies τP = αU ◦ α−1. The assumptions
and Lemma 3.4 imply that τP is induced by an element of PGL3(K ) and so, by the
combination of Lemma 3.6 with Lemma 3.7, that the point P has order dividing
3. By Lemma 5.3 we may choose matrices A′, A′

T ∈ GL3(K ) with the property
that diag(A′, A′, A′

T ) ∈ Aut(g j,δ′(K )) and c j,δ′(diag(A′, A′, A′
T )) = (P, idE ). To

conclude, define β ′ = diag(A′, A′, A′
T )−1 ◦ β, which induces an invertible isogeny

α′ : Eδ → Eδ′ . In particular, there exists ε ∈ K satisfying δ = ε4δ′ and α′(x, y) =
(ε2x, ε3y). ��
The following is a variation of Lemma 2.5. We omit the analogous proof.
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Lemma 5.8 Let A be an element of GL3(K ). Then the following are equivalent:

(1) (A ⊗ A)(ker φ̃i,δ) ⊆ ker φ̃ j,δ′;
(2) there exists AT ∈ GL3(K ) such that diag(A, A, AT ) : gi,δ(K ) → g j,δ′(K ) is an

isomorphism.

Lemma 5.9 Let β = diag(A, A, AT ) and β ′ = diag(A′, A′, A′
T ) be Lie algebra iso-

morphisms gi,δ(K ) → g j,δ′(K ) such that A and A′ induce the same invertible isogeny
Eδ → Eδ′ . Then A and A′ are equal in PGL3(K ).

Proof Since β−1 ◦ β ′ is an automorphism of gi,δ(K ) inducing the identity on Eδ ,
Lemma 3.3 yields the claim. ��

Proposition 5.10 Assume that i < j . The following are equivalent:

(1) The Lie algebras gi,δ(K ) and g j,δ′(K ) are isomorphic.
(2) The equality δ = δ′ holds in K , {i, j} = {2, 3}, and either

(a) δ
1
2 = −δ′ 12 or

(b) δ
1
2 = δ′ 12 and K contains a primitive 4th root of unity.

Proof (2) ⇒ (1): If δ′ 12 = −δ
1
2 , it is obvious from inspection of (1.9) that gi,δ(K ) ∼=

g j,δ′(K ). Assume thus that δ′ 12 = δ
1
2 and let ω ∈ μ4(K ) have order 4. Then the map

α = diag(−1,−ω, 1,−1,−ω, 1,−1, ω, 1)

is an isomorphism g2,δ(K ) → g3,δ′(K ).
(1) ⇒ (2): Let β = diag(A, A, AT ) : gi,δ(K ) → g j,δ′(K ) be an isomorphism

as in Lemma 5.7, let ε ∈ K be such that δ = ε4δ′, and assume that A induces the
invertible isogeny Eδ → Eδ′ , (x, y) �→ (ε2x, ε3y). By Lemma 5.9, the matrix A
equals diag(ε2, ε3, 1), up to a scalar.

Assume first, for a contradiction, that i = 1. By Lemma 5.8, the element e(1,δ)
2 ⊗

f (1,δ)
3 , belonging to ker φ̃1,δ , satisfies

0 = φ̃ j,δ′
(

(A ⊗ A)(e(1,δ)
2 ⊗ f (1,δ)

3 )

)
= φ̃ j,δ′

(
ε3e( j,δ′)

2 ⊗ f ( j,δ′)
3

)
∈ {±ε3δ′ 12 g( j,δ′)

2 };

contradiction.
Assume now that (i, j) = (2, 3) and let K∗

2,δ and K∗
3,δ′ be as in Lemma 5.1.

Observe that K∗
2,δ is contained in ker φ̃2,δ and, analogously, K∗

3,δ′ is contained in

ker φ̃3,δ′ . Lemma 5.8 implies that φ̃3,δ′
(
(A ⊗ A)(K∗

2,δ)
) = {0} and so the span of

φ̃3,δ′(K∗
2,δ) ∪ K∗

3,δ′ in U3,δ′ ⊗ W3,δ′ is contained in ker φ̃3,δ′ . As a consequence, the
elements

(A ⊗ A)
(
(δ

1
2 e(2,δ)

1 + e(2,δ)
3 ) ⊗ f (2,δ)

3 ) + (δ
1
2 e(2,δ)

1 − e(2,δ)
3 ) ⊗ f (2,δ)

3

)
and
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(A ⊗ A)
(
(δe(2,δ)

1 ⊗ f (2,δ)
1 + 2δ

1
2 e(2,δ)

2 ⊗ f (2,δ)
2 + e(2,δ)

3 ⊗ f (2,δ)
3 )

− (δe(2,δ)
1 ⊗ f (2,δ)

1 − 2δ
1
2 e(2,δ)

2 ⊗ f (2,δ)
2 + e(2,δ)

3 ⊗ f (2,δ)
3 )

)

belong to ker φ̃3,δ′ . Applying φ̃3,δ′ and using the fact that the basis elements g(3,δ′)
k for

k = 1, 2, 3 are linearly independent, we derive

δ
1
2 ε2 + δ′ 12 = 0, δ

1
2 ε6 + δ′ 12 = 0, δε4 − δ′ = 0.

It follows that ε4 = 1, that δ′ 12 = −ε2δ
1
2 , and that δ = δ′. We conclude observing

that, if ε2 = 1, then we get δ′ 12 = −δ
1
2 while, if ε is a primitive 4th root of unity, then

δ′ 12 = δ
1
2 . ��

Proposition 5.11 The following are equivalent:

(1) The Lie algebras gi,δ(K ) and gi,δ′(K ) are isomorphic.
(2) The equality δ = δ′ holds in K and, if i ∈ {2, 3}, then either

(a) δ
1
2 = δ′ 12 or

(b) δ
1
2 = −δ′ 12 and K contains a primitive 4th root of unity.

Proof (2) ⇒ (1) If i = 1, the statement is clear. Assume now that i ∈ {2, 3}. If
δ
1
2 = δ′ 12 , then Bi,δ = Bi,δ′ implying that gi,δ(K ) ∼= gi,δ′(K ). Assume now that

δ
1
2 = −δ′ 12 and that K contains a primitive 4th root of unity. Then B2,δ = B3,δ′ and

so Proposition 5.10 yields g2,δ(K ) ∼= g3,δ′(K ) ∼= g2,δ′(K ) ∼= g3,δ(K ).
(1) ⇒ (2) Assume gi,δ(K ) ∼= gi,δ′(K ) and let β = diag(A, A, AT ) : gi,δ(K ) →

gi,δ′(K ) be an isomorphism as in Lemma 5.7. Then there exist ε ∈ K such that

δ
1
2 = ε2δ′ 12 and, up to a scalar multiple, the matrix A equals diag(ε2, ε3, 1); see

Lemma 5.9. We fix such ε and proceed by considering the cases i = 1 and i ∈ {2, 3}
separately.

If i = 1, then g(1,δ)
1 = [e(1,δ)

1 , f (1,δ)
3 ] = −[e(1,δ)

2 , f (1,δ)
2 ] in g1,δ(K ), whence

ε2g(1,δ′)
1 = β([e(1,δ)

1 , f (1,δ)
3 ]) = −β([e(1,δ)

2 , f (1,δ)
2 ]) = −ε6(−g(1,δ′)

1 ).

As a result, ε4 = 1 and so δ = δ′.
If i ∈ {2, 3}, then −δ

1
2 g(i,δ)

2 = δ
1
2 [e(i,δ)

1 , f (i,δ)
2 ] = ±[e(i,δ)

2 , f (i,δ)
3 ], whence

δ
1
2 ε5(−g(i,δ′)

2 ) = δ
1
2 β([e(i,δ)

1 , f (i,δ)
2 ]) = ±β([e(i,δ)

2 , f (i,δ)
3 ]) = ±ε3(∓δ′ 12 g(i,δ′)

2 ) = −ε3δ′ 12 g(i,δ′)
2 .

It follows that ε4 = 1, which yields δ = δ′ and, in particular, δ 1
2 = δ′ 12 or δ 1

2 = −δ′ 12 .
If δ

1
2 = −δ′ 12 , then Proposition 5.10 yields that K possesses a primitive 4th root of

unity. ��
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Theorem 5.12 The K -Lie algebras gi,δ(K ) and g j,δ′(K ) are isomorphic if and only
if δ = δ′ in K and either

(1) i = j and, if i ∈ {2, 3}, then either

(1.a) δ
1
2 = δ′ 12 or

(1.b) δ
1
2 = −δ′ 12 and K contains a primitive 4th root of unity or

(2) {i, j} = {2, 3} and either

(2.a) δ
1
2 = −δ′ 12 or

(2.b) δ
1
2 = δ′ 12 and K contains a primitive 4th root of unity.

Proof Combine Propositions 5.10 and 5.11. ��
Theorem 1.6 is the special case of Theorem 5.12 for K = Fp, via the Baer correspon-
dence.

We conclude the paper by proving Theorem 1.1. The groups Gi (F) are defined by
solving the equation (1.6) associated to the Weierstrass form of E and then applying
the construction fromSect. 2.2.We have exactly three solutions to (1.6), corresponding
to the three nontrivial 2-torsion points of E , thanks to [23, Thm. 1] and Theorem 1.1(1)
is clear from the construction ofGi (F). Theorem 1.1(2) is a result of the combination
of Lemma 4.5, Corollary 4.14, and Corollary 4.11. The rest of Theorem 1.1 is given
by Proposition 3.8 and Theorem 1.6.
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