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Abstract
We show local well-posedness for a Mullins-Sekerka system with ninety degree angle
boundary contact. We will describe the motion of the moving interface by a height
function over a fixed reference surface.Using the theory ofmaximal regularity together
with a linearization of the equations and a localization argument we will prove well-
posedness of the full nonlinear problem via the contraction mapping principle. Here
one difficulty lies in choosing the right space for the Neumann trace of the height
function and showingmaximal L p−Lq -regularity for the linear problem. In the second
part we show that solutions starting close to certain equilibria exist globally in time,
are stable, and converge to an equilibrium solution at an exponential rate.

1 Introduction

In this article we study theMullins-Sekerka problem inside a bounded, smooth domain
� ⊂ R

n, n = 2, 3,where the interface separating the twomaterialsmeets the boundary
of� at a constant ninety degree angle. This leads to a free boundary problem involving
a contact angle problem as well.

We assume that the domain � can be decomposed as � = �+(t)∪̇�̊(t)∪̇�−(t),
where �̊(t) denotes the interior of �(t), an (n − 1)-dimensional submanifold with
boundary. We interpret �(t) to be the interface separating the two phases, �±(t),
which will be assumed to be connected. The boundary of �(t) will be denoted by
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∂�(t). Furthermore we assume �(t) to be orientable, the unit normal vector field on
�(t) pointing from �+(t) to �−(t) will be denoted by n�(t).

The precise model we study reads as

V�(t) = −�n�(t) · ∇μ�, on �(t), (1.1a)

μ|�(t) = H�(t), on �(t), (1.1b)

�μ = 0, in �\�(t), (1.1c)

n∂� · ∇μ|∂� = 0, on ∂�, (1.1d)

�̊(t) ⊆ �, (1.1e)

∂�(t) ⊆ ∂�, (1.1f)

∠(�(t), ∂�) = π/2, on ∂�(t), (1.1g)

subject to the initial condition

�|t=0 = �0. (1.1h)

Here V�(t) denotes the normal velocity and H�(t) the mean curvature of the free
interface �(t), which is given by the sum of the principal curvatures. Note that for our
choice of orientation the curvature of �(t) is negative if �+(t) is convex. By �·� we
denote the jump of a quantity across �(t) in direction of n�(t), that is,

� f �(x) := lim
ε→0+

[
f (x + εn�(t)) − f (x − εn�(t))

]
, x ∈ �(t).

Equation (1.1g) prescribes the angle at which the interface �(t) has contact with the
fixed boundary ∂�, which will be a constant ninety degree angle during the evolution.
We can alternatively write (1.1g) as the condition that the normals are perpendicular
on the boundary of the interface,

n�(t) · n∂� = 0, on ∂�(t). (1.2)

For the physical origin of the Mullins-Sekerka problem we refer to [12,18]. For a
discussion of the Mullins-Sekerka problem in the context of gradient flows we refer
to [16,17,28]. Existence of classical solutions locally in time was shown in [9] for
two-dimensional domains and in [14] for general dimensions. Stability of spheres
and exponential convergence to some sphere was shown in [8] for two-dimensional
domains and in [15]. Existence ofweak solutions globally in timewas shown in [33]. In
Alikakos et al. [3] consider the case of ninety degree contact in two space dimensions
in the case where the initial interface is assumed to be smooth and close to a part of
a circle. They discuss the qualitative behaviour for large times and sufficiently small
droplets. They obtain stability and instability results in dependence of the curvature
of the boundary. Their arguments rely on an harmonic extension of the curvature and
finding explicit formulas in complex variables.
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Well-posedness and qualitative behaviour of the Mullins-Sekerka... 365

Let us first state some simple properties of this evolution. Note that we obtain the
compatibility condition

∠(�0, ∂�) = π/2 on ∂�0.

Furthermore, the volume of each of the two phases is conserved,

d

dt
|�±(t)| = 0, t ∈ R+. (1.3)

Here, �±(t) denote the two different phases separated by the sharp interface, � =
�+(t) ∪ �̊(t) ∪ �−(t). Then (1.3) stems from

d

dt
|�+(t)| =

∫

�(t)
V�(t)dHn−1 = −

∫

�(t)
�n�(t) · ∇μ�dHn−1

=
∫

�+(t)
�μdx = 0.

However, the energy given by the surface area of the free interface �(t) satisfies

d

dt
|�(t)| ≤ 0, t ∈ R+.

Indeed, an integration by parts readily gives

d

dt
|�(t)| = −

∫

�(t)
H�(t)V�(t)dHn−1 =

∫

�(t)
μ|�(t)�n�(t) · ∇μ�dHn−1

= −
∫

�

|∇μ|2dx ≤ 0.

In this article we are concerned with existence of strong solutions of the Mullins-
Sekerka problem (1.1) locally in time and stability of certain equilibria. In comparison
to [3] we do not restrict ourselves to a two-dimensional situation and sufficiently small
droplets. To this end we will later pick some reference surface � inside the domain
�, also intersecting the boundary with a constant ninety degree angle, and write the
moving interface as a graph over � by a height function h, depending on x ∈ �

and time t ≥ 0. Pulling back the equations to the time-independent domain �\�
we reduce the problem to a nonlinear evolution equation for h. The corresponding
linearization for the spatial differential operator for h then turns out to be a nonlocal
pseudo-differential operator of order three, cf. [15]. We also refer to the introduction
of Escher and Simonett [15] for further properties of the Mullins-Sekerka problem.

In the following, we will be interested in height functions h with regularity

h ∈ W 1
p

(
0, T ;W 1−1/q

q (�)
)

∩ L p(0, T ;W 4−1/q
q (�)),
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where p and q are different in general. We will choose q < 2 and p finite but large,
to ensure that the real interpolation space

Xγ :=
(
W 1−1/q

q (�),W 4−1/q
q (�)

)

1−1/p,p
= B4−1/q−3/p

qp (�) (1.4)

continuously embeds intoC2(�), cf. e.g. Sections 3.3.1 and 3.3.6 in [35] . By an ansatz
where p = q < 2, this is not achievable. We need however the restriction q < 2 to
avoid additional compatibility conditions for the elliptic problem, cf. also Sect. 4.2.
This however requires an L p − Lq maximal regularity result of the underlying linear
problem, which we will also show in this article.

Outline of this paper In Sect. 2 we will briefly introduce function spaces and
techniques we work with and give references for further discussion. In Sect. 3 we
rewrite the free boundary problem of the moving interface as a nonlinear problem for
the height function parametrizing the interface. Section 4 is devoted to the analysis of
the underlying linear problem, where an extensive analysis is made on the half-space
model problems. This is needed since these model problems at the contact line are
not well-understood until now. The main result of this section is L p−Lq maximal
regularity for the linear problem. Section 5 contains that the full nonlinear problem is
well-posed and Sect. 6 is concerned with the stability properties of solutions starting
close to certain equilibria. These results are part of the second author’s PhD thesis
[32].

2 Preliminaries and function spaces

In this section we give a very brief introduction to the function spaces we use and
techniques we employ in this article. For a more detailed approach we refer the reader
to the books of Triebel [35] and Prüss and Simonett [30].

2.1 Bessel-potential, Besov and Triebel-Lizorkin spaces

As usual, we will denote the classical L p-Sobolev spaces on R
n by Wk

p(R
n), where

k is a natural number and 1 ≤ p ≤ ∞. The Bessel-potential spaces will be denoted
by Hs

p(R
n) for s ∈ R and the Sobolev-Slobodeckij spaces by Ws

p(R
n). We will also

denote the usual Besov spaces by Bs
pr (R

n), where s ∈ R, 1 ≤ p, r ≤ ∞. Lastly, as
usual the Triebel-Lizorkin spaces are denoted by Fs

pr (R
n).

These function spaces on a domain � ⊂ R
n are defined in a usual way by restric-

tion. The Banach space-valued versions of these spaces are denoted by L p(�; X),
Wk

p(�; X), Hs
p(�; X), Ws

p(�; X), Bs
pr (�; X), Fs

pr (�; X), respectively. For precise
definitions we refer to [27].

For results on embeddings, traces, interpolation and extension operators we refer
to [1,30,34,35].

The following lemma is very well known and can easily be shown by using para-
product estimates, see [7].
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Well-posedness and qualitative behaviour of the Mullins-Sekerka... 367

Lemma 2.1 For any s > 0, 1 < p1, r < ∞,

|vw|Bs
p1r

(Rn) � |v|Bs
p1r

(Rn)|w|L∞(Rn) + |v|L∞(Rn)|w|Bs
p1r

(Rn) (2.1)

for all v,w ∈ Bs
p1r (R

n) ∩ L∞(Rn). In particular, the space Bs
p1r (R

n) ∩ L∞(Rn) is
an algebra.

Proof See Corollary 2.86 in [7]. �


2.2 R-boundedness,R-sectoriality andH∞-calculus

We first define the notion of sectorial operators as in Definition 3.1.1 in [30].

Definition 2.2 Let X be a complex Banach space and A be a closed linear operator
on X . Then A is said to be sectorial, if both domain and range of A are dense in
X , the resolvent set of A contains (−∞, 0), and there is some C > 0 such that
|t(t + A)−1|L(X) ≤ C for all t > 0.

The concept of R-bounded families of operators is next. We refer to Definition
4.1.1 in [30].

Definition 2.3 Let X and Y be Banach spaces and T ⊆ L(X ,Y ). We say that T is
R-bounded, if there is some C > 0 and p ∈ [1,∞), such that for each N ∈ N, {Tj :
j = 1, . . . , N } ⊆ T , {x j : j = 1, . . . , N } ⊆ X and for all independent, symmetric,
±1-valued random variables ε j on a probability space (�,A, μ) the inequality

∣∣∣
∣∣∣

N∑

j=1

ε j Tj x j

∣∣∣
∣∣∣
L p(�;Y )

≤ C

∣∣∣
∣∣∣

N∑

j=1

ε j x j

∣∣∣
∣∣∣
L p(�;X)

(2.2)

is valid. The smallest C > 0 such that (2.2) holds is calledR-bound of T and denote
it by R(T ).

We can now define R-sectoriality of an operator as is done in Definition 4.4.1 in
[30].

Definition 2.4 Let X be a Banach space and A a sectorial operator on X . It is then said
to be R-sectorial, if RA(0) := R{t(t + A)−1 : t > 0} is finite. We can then define
the R-angle of A by means of ϕR

A := inf{θ ∈ (0, π) : RA(π − θ) < ∞}. Here,
RA(θ) := R

{
λ(λ + A)−1 : | arg λ| ≤ θ

}
.

Wenowdefine the important class of operatorswhich admit a boundedH∞-calculus
as in Definition 3.3.12 in [30]. For the well known Dunford functional calculus and
an extension of which we refer to Sections 3.1.4 and 3.3.2 in [30]. Let 0 < ϕ ≤ π and
�ϕ := {z ∈ C : | arg z| < ϕ} be the open sector with opening angle ϕ. Let H(�ϕ)

be the set of all holomorphic functions f : �ϕ → C and H∞(�ϕ) the subset of all
bounded functions of H(�ϕ). The norm in H∞(�ϕ) is given by

| f |H∞(�ϕ) := sup
{| f (z)| : z ∈ �ϕ

}
.

123



368 H. Abels et al.

Furthermore let

H0(�ϕ) :=
⋃

α,β<0

Hα,β(�ϕ),

where Hα,β(�ϕ) := { f ∈ H(�ϕ) : | f |ϕα,β < ∞}, and | f |ϕα,β := sup{|zα f (z)| : |z| ≤
1} + sup{|z−β f (z)| : |z| ≥ 1}.
Definition 2.5 Let X be a Banach space and A a sectorial operator on X . Then A
admits a bounded H∞-calculus, if there are ϕ > ϕA and a constant Kϕ < ∞, such
that

| f (A)|L(X) ≤ Kϕ | f |H∞(�ϕ) (2.3)

for all f ∈ H0(�ϕ). The class of operators admitting a bounded H∞-calculus on
X will be denoted by H∞(X). The H∞-angle of A is defined by the infimum of all
ϕ > ϕA, such that (2.3) is valid, ϕ∞

A := inf{ϕ > ϕA : (2.3) holds}.

2.3 Maximal regularity

Let us recall the property of an operator having maximal L p-regularity as is done in
Definition 3.5.1 in [30].

Definition 2.6 Let X be a Banach space, J = (0, T ), 0 < T < ∞ or J = R+ and A
a closed, densely defined operator on X with domain D(A) ⊆ X . Then the operator
A is said to have maximal L p-regularity on J , if and only if for every f ∈ L p(J ; X)

there is a unique u ∈ W 1
p(J ; X) ∩ L p(J ; D(A)) solving

d

dt
u(t) + Au(t) = f (t), t ∈ J , u|t=0 = 0,

in an almost-everywhere sense in L p(J ; X).

There is a wide class of results on operators having maximal regularity, we refer to
Section 3.5 and Chapter 4 in [30] for further discussion. For results onR-boundedness
and interpolation we refer to [22].

3 Reduction to a fixed reference surface

In this section we transform the problem (1.1a)–(1.1h) to a fixed reference configura-
tion. To this end we construct a suitable Hanzawa transform, taking into account the
possibly curved boundary of ∂�, by locally introducing curvilinear coordinates. We
discuss the case n = 3 in detail, in the case where n = 2 one has to replace the normal
to ∂� with the conormal to �, since ∂� consists of two isolated points only.

Let � ⊂ � be a smooth reference surface and ∂� be smooth at least in a neigh-
bourhood of ∂�. Furthermore, let ∠(�, ∂�) = π/2 on ∂�. From Proposition 3.1
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Well-posedness and qualitative behaviour of the Mullins-Sekerka... 369

in [36] we get the existence of so called curvilinear coordinates at least in a small
neighbourhood of �, that is, there is some possibly small a > 0 depending on the
curvature of � and ∂�, such that

X : � × (−a, a) → R
n, (p, w) �→ X(p, w),

is a smooth diffeomorphism onto its image and X(., .) is a curvilinear coordinate
system. This means in particular that points on the boundary ∂� only get transported
along the boundary, X(p, w) ∈ ∂� for all p ∈ ∂�,w ∈ (−a, a). We need to make
use of these coordinates since the boundary ∂� may be curved. Therefore a transport
only in normal direction of n� is not sufficient here.

More precisely, the curvilinear coordinates X are of form

X = X(s, r) = s + rn�(s) + τ(s, r) �T (s), s ∈ �, r ∈ (−a, a), (3.1)

where the tangential correction τ �T is as in [36]. Hereby n� denotes the unit normal
vector field of� with fixed orientation, �T is a smooth vector field defined on the closure
of � with the following properties: it is tangent to �, normal to ∂�, of unit length
on ∂� and vanishing outside a neighbourhood of ∂�. In particular, �T is bounded.
Furthermore, τ = τ(s, r) is a smooth scalar function such that X(s, r) lies on ∂�

whenever s ∈ ∂�. It satisfies τ(s, 0) = 0 for all s ∈ �. Moreover, since � and ∂�

have a ninety degree contact angle, we have that

∂rτ(s, 0) = 0, s ∈ ∂�. (3.2)

Hence we may choose τ in [36] to satisfy (3.2) for all s ∈ �.
With the help of these coordinates wemay parametrize the free interface as follows.

We assume that at time t ≥ 0, the free interface is given as a graph over the reference
surface �, that is, there is some h : � × [0, T ] → (−a, a), such that

�(t) = �h(t) := {X(p, h(p, t)) : p ∈ �} , t ∈ [0, T ],

for small T > 0, at least. With the help of this coordinate system we may construct a
Hanzawa-type transform as follows.

Let χ ∈ C∞
0 (R) be a fixed function satisfying χ(s) = 1 for |s| ≤ 1/3, χ(s) = 0

for |s| ≥ 2/3 and |χ ′(s)| ≤ 4 for all s ∈ R and �a := X(� × (−a, a)). Then for a
given height function h : � → (−a, a) describing an interface �h we define

�h(x) :=
{
x, x /∈ �a,

(X ◦ Fh ◦ X−1)(x), x ∈ �a,

where

Fh(p, w) := (p, w − χ((w − h(p))/a)h(p)) , p ∈ �,w ∈ (−a, a).
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Recall that by properties of the curvilinear coordinate system, we have� = {x ∈ R
n :

x = X(p, 0), p ∈ �}. Let

U := {
h ∈ Xγ : |h|L∞(�) < a

}
.

Then we have the following result.

Theorem 3.1 For fixed h ∈ U , the transformation �h : � → � is a C1-
diffeomorphism satisfying �h(�h) = �.

Proof The proof is straightforward. It is easy to check that for x ∈ �h we have that
�h(x) = X(p, 0), where p ∈ � is determined by the identity x = X(p, h(p)). Hence
�h(�h) = �. Furthermore it is easy to see that DFh and hence D�h is invertible in
every point. This concludes the proof since Xγ ↪→ C2(�). �

The following lemma gives a decomposition of the transformed curvature operator
K (h) := H�h ◦ �h for h ∈ U . The result and proof are an adpation of the work in
Lemma 2.1 in [2] and Lemma 3.1 in [15].

Lemma 3.2 Let n = 2, 3, q ∈ (3/2, 2), p > 3/(2 − 3/q) and U ⊂ Xγ be as before.
Then there are functions

P ∈ C1(U ,B(W 4−1/q
q (�),W 2−1/q

q (�))), Q ∈ C1(U ,W 2−1/q
q (�)),

such that

K (h) = P(h)h + Q(h), for all h ∈ U ∩ W 4−1/q
q (�).

Moreover,

P(0) = −��,

where �� denotes the Laplace-Beltrami operator with respect to the surface �.

Remark 3.3 Note that the orthogonality relations (3.2) in [15] do not hold if we take
X to be curvilinear coordinates, since in X we not only have a variation in normal but
also in tangential direction. Therefore we have to modify the proofs in [2,15].

Proof We will derive a formula for the transformed mean curvature K (h) in local
coordinates. We follow the arguments of [15].

The surface �h(t) is the zero level set of the function

ϕh(x, t) :=
(
X−1

)

2
(x) − h

((
X−1

)

1
(x), t

)
, x ∈ �a, t ∈ R+,

whence we define

�h(s, r) := ϕh(X(s, r), t) = r − h(s, t), s ∈ �, r ∈ (−a, a).
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Well-posedness and qualitative behaviour of the Mullins-Sekerka... 371

Since X : � × (−a, a) → R
n is a smooth diffeomorphism onto its image it induces a

Riemannian metric gX on � × (−a, a). We denote the induced differential operators
Gradient, Laplace-Beltrami, andHessianwith respect to (�×(−a, a), gX ) by∇X ,�X

and hessX . As in equation (3.1) in [15] we find that

K (h)|s = 1

‖∇X�h‖X

(

�X�h − [hessX �h](∇X�h,∇X�h)

‖∇X�h‖2X

)
∣∣
(s,h(s)),

for all s ∈ �, where ‖∇X�h‖X := (gX (∇X�h,∇X�h))
1/2. Note at this point that

since X induces also a variation in tangential direction, the orthogonality relations
(3.2) in [15] do not hold in general. However, we get in local coordinates that

(∂ j X |∂n X) = (∂ j X |n�) + ∂rτ(∂ j X | �T ), j ∈ {1, . . . , n − 1},

and (∂n X |∂n X) = 1 + (∂rτ)2( �T | �T ). In particular we see that on the surface � the
relations (3.2) in [15] still hold, but not away from� in general. By using well-known
representation formulas for ∇X , �X , and hessX in local coordinates, one finds that

K (h)|s =
⎛

⎝
n−1∑

j,k=1

a jk(h)∂ j∂kh +
n−1∑

j=1

a j (h)∂ j h + a(h)

⎞

⎠ |(s,h(s)),

where

a jk(h) = 1

�X (h)3

(
− �X (h)2w jk + w jnwkn −

∑

l=1

w jlwkn∂l h

−
n−1∑

l=1

w jnwkl∂l h +
n−1∑

l,m=1

w jmwkl∂l h∂mh

)
,

as well as

a j (h) = 1

�X (h)3

(
�X (h)2

n∑

l,k=1

�
j
lkw

lk −
n−1∑

q,k=1

n∑

i,l=1

�k
ilw

iqwl j∂kh∂qh

+
n−1∑

q=1

n∑

i,l=1

�n
ilw

iqwl j∂qh +
n−1∑

k=1

n∑

i,l=1

�k
ilw

inwl j∂kh −
n∑

i,l=1

�n
ilw

inwl j

+
n−1∑

k=1

n∑

i,l=1

�k
ilw

i jwln∂kh −
n∑

i,l=1

�n
ilw

i jwln −
n∑

i,l=1

�
j
ilw

inwln
)

,

and

a(h) = − 1

�X (h)

n∑

j,k=1

�n
jkw

jk + 1

�X (h)3

n∑

i, j=1

�n
i jw

inw jn,
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372 H. Abels et al.

where wi j := (∂i X |∂ j X), (wi j ) = (wi j )
−1, �X (h) := ‖∇X�h‖X , and �k

i j denote the
Christoffel symbols with respect to (wi j ). Let

P(h)|s =
⎛

⎝
n−1∑

j,k=1

a jk(h)∂ j∂k +
n−1∑

j=1

a j (h)∂ j

⎞

⎠ |(s,h(s)),

Q(h)|s = a(h)|(s,h(s)), (3.3)

in local coordinates.Mimicking the proof of Lemma 2.1 in [2], K (h) = P(h)h+Q(h)

is the desired decompostion of K , since Xγ ↪→ C2(�). The fact that P(0) = −��

follows from (3.3) and the formulas for a jk and a j . �

We are now able to transform the problem (1.1a)–(1.1h) to a fixed reference domain

�\� by means of the Hanzawa transform. This however yields a highly nonlinear
problem for the height function. The transformed differential operators are given by

∇h := (D�t
h)

�∇, divh u := Tr(∇hu), �h := divh ∇h,

and the transformed normal by nh∂� := n∂� ◦�t
h . This leads to the equivalent system

∂t h = −�n�h(t) · ∇hη� + (β(h)|n�h(t) − n�), on �, (3.4a)

η|� = K (h), on �, (3.4b)

�hη = 0, in �\�, (3.4c)

nh∂� · ∇hη|∂� = 0, on ∂�, (3.4d)

nh∂� · n�h(t) = 0, on ∂�, (3.4e)

h|t=0 = h0, on �, (3.4f)

where h0 is a suitable description of the initial configuration such that �|t=0 = �0
and β(h) := ∂t hn� + ∂rτ �T , cf. (3.1). Note that by the initial condition (1.1h) we
have that nh0∂� · n�h0

= 0, which is a necessary compatibility condition for the system
(3.4a)–(3.4f).

The following lemma states important differentiability properties of the transformed
differential operators.

Lemma 3.4 Let n = 2, 3, q ∈ (3/2, 2), p > 3/(3 − 4/q) and U ⊂ Xγ as before.
Then

[h �→ �h] ∈ C1(U;B(W 2
q (�\�); Lq(�))),

[h �→ ∇h] ∈ C1(U;B(Wk
q (�\�);Wk−1

q (�\�))), k = 1, 2,

[h �→ nh�], [h �→ nh∂�] ∈ C1(U;C1(�)).

Proof The proof follows the lines of Section 4 in [2], since Xγ ↪→ C2(�) by the
choice of p and q. �
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4 Maximal Lp−Lq regularity for linearized problem

4.1 Reflection operators

We denote the upper half space of R
n by R

n+ := {x ∈ R
n : xn > 0}. We

will denote by R the even reflection of a function defined on R
n+ across the

boundary ∂Rn+ in xn direction, that is, we define R as an extension operator via
Ru(t, x1, . . . , xn) := u(t, x1, . . . ,−xn) for all xn < 0. Note that R admits a bounded
extension R : Lq(R

n+) → Lq(R
n). The following theorems state that even more is

true.

Theorem 4.1 Let 1 < q < ∞. The even reflection in xn direction R induces a bounded
linear operator from W 1+α

q (Rn+) to W 1+α
q (Rn), whenever 0 ≤ α < 1/q.

Proof It is straightforward to verify that for a given u ∈ W 1+α
q (Rn+),

∂ j Ru(x1, . . . , xn) = ∂ j u(x1, . . . ,−xn), j = 1, . . . , n − 1, xn < 0,

and ∂n Ru(x1, . . . , xn) = −∂nu(x1, . . . ,−xn). Hence also R : W 1
q (Rn+) → W 1

q (Rn)

is a bounded operator. To show the claim for the fractional order space of order 1+α,
it remains to show that the odd reflection of ∇u ∈ Wα

q (Rn+)n , that is, say T∇u, is
again in Wα

q (Rn)n and that the corresponding bounds hold true.
We first note that T∇u(x1, . . . , xn) = e0∇u(x1, . . . , xn) − e0∇u(x1, . . . ,−xn),

where e0 denotes the extension by zero to the lower half plane. Note that by the real
interpolation method,

Wα
q (Rn+) =

(
Lq(R

n+),W 1
q,0(R

n+)
)

α,q
, Wα

q (Rn) =
(
Lq(R

n),W 1
q (Rn)

)

α,q
,

since 0 < α < 1/q, cf. Equation (12) in Section 2.5.7 as well as Sections 3.3.6 and
3.4.2 in [35]. Hereby W 1

q,0(R
n+) denotes the closure of C∞

0 (Rn+) in W 1
q (Rn+). Now,

both zero extension operators

e0 : Lq(R
n+) → Lq(R

n), e0 : W 1
q,0(R

n+) → W 1
q (Rn),

are bounded and linear. From Theorem 1.1.6 in [25] we obtain that e0 is therefore also
a bounded and linear operator between the corresponding interpolation spaces. Hence
the theorem is proven. �

Note that the above proof makes essential use of the fact that the derivative of u ∈
W 1+α

q (Rn+) has no trace on ∂Rn+ since α < 1/q. If one has a trace it needs to be zero
to reflect appropriately, which is the statement of the next theorem. The proof follows
similar lines, we omit it here.

Theorem 4.2 Let q and R be as above. Then R induces a bounded linear operator

W 1+β
q (Rn+) ∩ {u : ∂xn u|xn=0 = 0} → W 1+β

q (Rn)

for all β ∈ (1/q, 1).
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We also need a reflection argument for the initial data in Xγ . The result reads as
follows.

Theorem 4.3 The even reflection R induces a bounded linear operator

W 3+α
q (Rn+) ∩ {u : ∂xn u|xn=0 = 0} → W 3+α

q (Rn)

for all α ∈ (0, 1/q), q ∈ (3/2, 2). In particular, R also induces a bounded linear
operator

B4−1/q−3/p
qp (Rn+) ∩ {u : ∂xn u|xn=0 = 0} → B4−1/q−3/p

qp (Rn)

for all q ∈ (3/2, 2) and p > 3/(2 − 3/q).

Proof The second statement follows from the first one for α = 1− 1/q − 3/p < 1/q
since q < 2. The first claim is shown as in the proof of Theorem 4.1, using additionally
that ∂xn∂xn Ru = R∂xn∂xn u. �


4.2 The shiftedmodel problem on the half space

Let n = 2, 3. In this section we will be concerned with the linearized problem on the
whole upper half space � =R

n+ with a flat interface � := {x ∈ R
n+ : x1 = 0}. Let

�± := R
n+ ∩ {x : x1 ≷ 0} and let the normal n� point from �+ to �−. We will

consider

∂t h + ω3h + �n� · ∇μ� = g1, on �, (4.1a)

μ|� + �x ′h = g2, on �, (4.1b)

ω2μ − �μ = g3, on R
n+\�, (4.1c)

en · ∇μ|∂Rn+ = g4, on ∂Rn+, (4.1d)

en · ∇h|∂� = g5, on ∂�, (4.1e)

h|t=0 = h0, on �. (4.1f)

Here, x ′ = (x2, . . . , xn) and ω > 0 is a fixed shift parameter we need to introduce to
get maximal regularity results on the unbounded time-space domain R+ × R

n+.
Let us discuss the optimal regularity classes for the data. We seek a solution h of

this evolution equation in the space

W 1
p(R+;W 1−1/q

q (�)) ∩ L p(R+;W 4−1/q
q (�)),

where p and q are specified below. In particular, μ ∈ L p(R+;W 2
q (Rn+\�)). Let

X0 := W 1−1/q
q (�), X1 := W 4−1/q

q (�),
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and the real interpolation space

Xγ := (X0, X1)1−1/p,p = B4−1/q−3/p
qp (�).

By simple trace theory, we may deduce the necessary conditions

g1 ∈ L p(R+; X0), g2 ∈ L p(R+;W 2−1/q
q (�)), (4.2)

g3 ∈ L p(R+; Lq(R
n+)), g4 ∈ L p(R+;W 1−1/q

q (∂Rn+)), h0 ∈ Xγ . (4.3)

It is now a delicate matter to find the optimal regularity condition for g5, which turns
out to be

g5 ∈ F1−2/(3q)
pq (R+; Lq(∂�)) ∩ L p(R+;W 3−2/q

q (∂�)), (4.4)

cf. Theorem B.1 in the Appendix. Note that g5 has a time trace at t = 0, whenever
1 − 2/(3q) − 1/p > 0. Hence there is a compatibility condition inside the system
whenever this inequality is satisfied, namely

g5|t=0 = n∂� · ∇�h0|∂� on ∂�, (4.5)

where∇� denotes the surface gradient on�. Here we consider elements in the tangent
space of � as vectors in R

n in the natural way. In the present case n∂� · ∇�h0|∂� =
∂nh0|∂� . Note that, since q < 2, the trace of a general g4 ∈ L p(R+;W 1−1/q

q (∂Rn+))

is not defined on ∂Rn+ ∩ � = ∂�. Therefore there is no compatibility condition
stemming from (4.1b) and (4.1d) on ∂�, whenever q < 2. Moreover, q < 2 will
allow for a reflection argument at ∂Rn+. The following theorem now states that these
conditions are also sufficient. Note that the assumptions in Theorem 4.4 imply that
q < 2 and 1 − 2/(3q) − 1/p > 0 hold.

Theorem 4.4 Let 6 ≤ p < ∞, q ∈ (3/2, 2) ∩ (2p/(p + 1), 2p) and ω > 0.
Then (4.1a)–(4.1f) has maximal L p − Lq-regularity on R+, that is, for every
(g1, g2, g3, g4, g5, h0) satisfying the regularity conditions (4.2)–(4.4) and the com-
patibility condition (4.5), there is a unique solution (h, μ) ∈ (W 1

p(R+; X0) ∩
L p(R+; X1))× L p(R+;W 2

q (Rn+\�)) of the shifted half space problem (4.1a)–(4.1f).
Furthermore,

|h|W 1
p(R+;X0)∩L p(R+;X1)

+ |μ|L p(R+;W 2
q (Rn+\�))

is bounded by

|g1|L p(R+;X0) + |g2|L p(R+;W 2−1/q
q (�))

+ |g3|L p(R+;Lq (Rn+))

+|g4|L p(R+;W 1−1/q
q (∂Rn+))

+ |g5|F1−2/(3q)
pq (R+;Lq (∂�))∩L p(R+;W 3−2/q

q (∂�))
+ |h0|Xγ

up to a constant C = C(ω) > 0 which may depend on ω > 0.
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Remark 4.5 The restriction for p comes from the arguments to make sure that (1.4)
embeds into C2, the ones for q stem from the reflection arguments and Theorem B.1.

Proof We first reduce to a trivial initial value by extending h0 to �̃ = {0} × R
n−1

using standard extension results, cf. e.g. [35, Section 2.9] , and solving an L p − Lq

auxiliary problem on R
n−1 using results of Section 4 in [31] to find some hS ∈

W 1
p(R+; X0)∩ L p(R+; X1) such that hS|t=0 = h0, cf. problem (4.9). Then we define

g̃5 := g5 − ∂nhS|∂� . Clearly,

g̃5|t=0 = g5|t=0 − ∂nh0|∂� = 0, on ∂�,

by the compatibility condition (4.5). This allows us to use Theorem B.1 to find some
h̃ ∈ 0W 1

p(R+; X0) ∩ L p(R+; X1), where

0W
1
p(R+; X0) := {h ∈ W 1

p(R+; X0) : h|t=0 = 0},

such that

∂nh̃|∂� = g̃5, on ∂�.

By simple trace theory wemay findμ4 ∈ L p(R+;W 2
q (Rn+\�)) such that ∂nμ4|∂Rn+ =

g4 on ∂Rn+. Let �̃ := R� := {x ∈ R
n : x1 = 0}. We then solve the elliptic auxiliary

problem

ω2μ̃ − �μ̃ = −R(ω2 − �)μ4, on R
n\�̃, (4.6a)

μ̃|�̃ = −R�x ′ h̃ − R�x ′hS + Rg2 − Rμ4|�̃, on �̃, (4.6b)

by a unique μ̃ ∈ L p(R+;W 2
q (Rn\�̃)), cf. Section 4 in [4]. Note at this point that

we used that due to q < 2 and Theorem 4.1 we have that the data in (4.6b) is in
L p(R+;W 2−1/q

q (�̃)). Note that by construction μ̃ is even in xn direction since both
the data in (4.6) are.

We have reduced the problem to the case where (g2, g3, g4, g5, h0) = 0, that is, we
are left to solve

∂t h + ω3h + �n� · ∇μ� = g1, on �, (4.7a)

μ|� + �x ′h = 0, on �, (4.7b)

ω2μ − �μ = 0, on Rn+\�, (4.7c)

en · ∇μ|∂Rn+ = 0, on ∂Rn+, (4.7d)

en · ∇x ′h|∂� = 0, on ∂�, (4.7e)

h|t=0 = 0, on �, (4.7f)

for possibly modified g1 not to be relabeled in an L p − Lq -setting. We reflect the
problem once more across the boundary ∂Rn+ using the even reflection in xn direction
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R and by doing so we obtain a full space problem with a flat interface and that the
conditions (4.7d) and (4.7e) are fulfilled automatically. We obtain the problem

∂t h + ω3h + �n� · ∇μ� = Rg1, on �̃, (4.8a)

μ|�̃ + �x ′h = 0, on �̃, (4.8b)

ω2μ − �μ = 0, on Rn\�̃, (4.8c)

h|t=0 = 0, on �̃, (4.8d)

where Rg1 ∈ L p(R+;W 1−1/q
q (�̃)). Let us denote by S(h) the unique solution of the

elliptic problem (4.8b)–(4.8c). Then we can write the system as an abstract evolution
equation as follows. Define Ah(x) := �n� · ∇S(h)� + ω3h and its realization in
W 1−1/q

q (�̃) by A : D(A) → W 1−1/q
q (�̃), where the domain of A is given by

D(A) := W 4−1/q
q (�̃).

Then the operator A has the property of maximal Lq -regularity on the whole half line
R+, which is e.g. a consequence of [10, Theorem 3.3]. For the convenience of the
reader we give an alternative proof below. Having this at hand we can solve the initial
value problem

d

dt
h(t) + Ah(t) = f̃ (t), t ∈ R+, (4.9a)

h(0) = h̃0, (4.9b)

for any f̃ ∈ L p(R+;W 1−1/q
q (�̃)) and h̃0 ∈ B4−1/q−3/p

qp (�̃) by a unique function

h ∈ W 1
p(R+;W 1−1/q

q (�̃)) ∩ L p(R+;W 4−1/q
q (�̃)). By choosing

f := R�n� · ∇(μ̃ + μ4)� − R∂t (h̃ + hS) + Rg1, h̃0 := 0,

we obtain a unique solution (h, S(h)) of the problem (4.8a)–(4.8d) in the proper
L p − Lq -regularity classes on R+ ×R

n−1. The estimate easily follows and the proof
is complete.

Let us give the details on how we obtain maximal Lq -regularity for A on R+. We
take Fourier transform with respect to (x2, . . . , xn) ∈ R

n−1 to obtain a system

ω3ĥ + ∂t ĥ + �∂1π̂� = f̂ , ξ ∈ R
n−1,

ω2π̂ + |ξ |2π̂ − ∂21 π̂ = 0, (x1, ξ) ∈ Ṙ × R
n−1,

π̂ |x1=0 + |ξ |2ĥ = 0, ξ ∈ R
n−1,

ĥ|t=0 = 0, ξ ∈ R
n−1,

where π̂ = π̂(t, x1, ξ), ĥ = ĥ(t, ξ) and f̂ = f̂ (t, ξ) denote the Fourier transforms
of π , h, and f with respect to the last n − 1 variables (x2, . . . , xn) ∈ R

n−1. We can
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now solve the second order differential equation for π̂ and together with boundary
and decay conditions we finally obtain

�∂1π̂� = 2|ξ |2
√

ω2 + |ξ |2ĥ,

whence we obtain a modified version of the evolution equation in [31], namely

(∂t + ω3)ĥ +
(
2|ξ |2

√
ω2 + |ξ |2

)
ĥ = f̂ , t ∈ R+,

ĥ(t = 0) = 0.

Let now B1 be the negative Laplacian on Lq(R
n−1) with domain W 2

q (Rn−1). It is
now well known that B1 admits an R-bounded H∞-calculus on Lq(R

n−1) with cor-
responding RH∞ angle zero, ϕRH∞

B1
= 0, cf. the proof of Proposition 8.3.1 in [30].

Let furthermore B2 be the operator given by (ω2 − �)1/2 on Lq(R
n−1) with natural

domain W 1
q (Rn−1). Then by Example 4.5.16(i) in [30] we know that B2 is invertible

and admits a boundedH∞-calculus on Lq(R
n−1) and theH∞-angle is zero, ϕ∞

B2
= 0.

We now apply Corollary 4.5.12(iii) in [30] to get that P := 2B1B2 is a closed, sec-
torial operator which itself admits a bounded H∞-calculus on Lq(R

n−1) as well and
that the H∞-angle of P is zero. The fact that B1 and B2 commute stems from the
fact that these are given as Fourier multiplication operators. In particular λ0 + P is
invertible and sectorial with spectral angle 0 for any λ0 > 0. Therefore by [30, The-
orem 4.5.4] λ0 + P admits a bounded H∞-calculus on the real interpolation space
(X ,D(A))s,q = Ws

q (Rn−1) withH∞-angle zero.
We now apply a version of the Dore-Venni theorem, cf. [29]. To this end let B be

the operator on L p(R+;W 1−1/q
q (Rn−1)) defined by B = d/dt + ω3

2 with domain

D(B) = 0W
1
p(R+;W 1−1/q

q (Rn−1)).

Then B is sectorial and admits a bounded H∞-calculus on L p(R+;Ws
q (Rn−1))

of angle π/2. Furthermore, B : D(B) → L p(R+;Ws
q (Rn−1)) is invertible. Let

as above P be the operator on L p(R+;W 1−1/q
q (Rn−1)) with domain D(P) =

L p(R+;W 4−1/q
q (Rn−1)) given by its symbol 2|ξ |2(ω2 + |ξ |2)1/2 and P ′ = P + ω3

2 I
withD(P ′) = D(P). Now, by theDore-Venni theoremwe get that the sum B+P ′ with
domain D(B+ P ′) = D(B)∩D(P) is closed, sectorial and invertible. In other words,
the evolution equation Bu+P ′u = f posesses for every f ∈ L p(R+;W 1−1/q

q (Rn−1))

a unique solution u ∈ D(B) ∩ D(P), hence the proof of maximal regularity is com-
plete. �

Dependence of the maximal regularity constant on the shift parameter Note that
at this point it is a priori not clear how the maximal regularity constant depends on the
shift parameterω > 0.However,wewill need a goodunderstanding of this dependence
later on when we want to solve the bent halfspace problems.
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Wewill now introduce suitable ω-dependent norms in both data and solution space
and show that the maximal regularity constant is then independent of ω.

To this end we will proceed with a scaling argument. Fix ω > 0 and let (h, μ)

be the solution on R+ of the ω-shifted half space problem (4.1a)–(4.1f). Define new
functions

h̃(x, t) := ω2h(x/ω, t/ω3), μ̃(x, t) := μ(x/ω, t/ω3), x ∈ R+, t ∈ R+.

It is then easy to check that (h̃, μ̃) solves

∂t h̃ + h̃ + �n� · ∇μ̃� = g̃1, on �,

μ̃|� + �x ′ h̃ = g̃2, on �,

μ̃ − �μ̃ = g̃3, on R
n+\�,

en · ∇μ̃|∂Rn+ = g̃4, on ∂Rn+,

en · ∇x ′ h̃|∂� = g̃5, on ∂�,

h̃|t=0 = h̃0, on �,

where

g̃1(x, t) := ω−1g1(x/ω, t/ω3), g̃2(x, t) := g2(x/ω, t/ω3),

g̃3(x, t) := ω−2g3(x/ω, t/ω3), g̃4(x, t) := ω−1g4(x/ω, t/ω3),

g̃5(x, t) := ωg5(x/ω, t/ω3), h̃0(x) := ω2h0(x/ω), x ∈ R+, t ∈ R+.

Since the operator on the left hand side is independent of ω, we get by the previous
theorem that there is some constant M > 0 independent of ω, such that

|h̃|W 1
p(R+;X0)∩L p(R+;X1)

+ |μ̃|L p(R+;W 2
q (Rn+\�)) (4.10)

is bounded by

M
(|g̃1|L p(R+;X0) + |g̃2|L p(R+;W 2−1/q

q (�))
+ |g̃3|L p(R+;Lq (Rn+))

+ |g̃4|L p(R+;W 1−1/q
q (∂Rn+))

+ |g̃5|F1−2/(3q)
pq (R+;Lq (∂�))∩L p(R+;W 3−2/q

q (∂�))
+ |h̃0|Xγ

)
.

Clearly, the ω-dependence is now hidden in the norms, whenceforth a careful calcu-
lation entails

ω4−1/q |h|L p(R+;Lq (�)) + ω3−1/q |∇h|L p(R+;Lq (�)) + ω2−1/q |∇2h|L p(R+;Lq (�))

+ ω1−1/q |∇3h|L p(R+;Lq (�)) + |[∂t h]X0 |L p(R+) + |[∇3h]X0 |L p(R+)

+ ω2|μ|L p(R+;Lq (Rn+\�)) + ω|∇μ|L p(R+;Lq (Rn+\�)) + |∇2μ|L p(R+;Lq (Rn+\�))
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≤ M

(
ω1−1/q |g1|L p(R+;Lq (�)) + |[g1]X0 |L p(R+) + ω2−1/q |g2|L p(R+;Lq (�))

+ ω1−1/q |∇g2|L p(R+;Lq (�)) + |[∇g2]X0 |L p(R+) + |g3|L p(R+;Lq (Rn+\�))

+ ω1−1/q |g4|L p(R+;Lq (∂Rn+)) + |[g4]W 1−1/q
q (∂Rn+)

|L p(R+)

+ ω3−2/q |g5|L p(R+,Lq (∂�)) + ω2−2/q |∇g5|L p(R+,Lq (∂�))

+ |[∇g5]W 2−2/q
q (∂�)

|L p(R+) + [g5]
F
1− 2

3q
pq (R+;Lq (∂�))

+ K (ω)|h0|Xγ

)
,

for some K (ω) > 0 stemming from interpolating the estimates for X0 and X1, the value
of which does not matter. The calculations involving the Triebel-Lizorkin seminorm
of g̃5 stem from the characterization via differences, see Proposition 2.3 in [26].

We now define norms as follows. Let

|h|E,1,ω := ω4−1/q |h|L p(R+;Lq (�)) + ω3−1/q |∇h|L p(R+;Lq (�)) + ω2−1/q |∇2h|L p(R+;Lq (�))

+ ω1−1/q |∇3h|L p(R+;Lq (�)) + |[∂t h]X0 |L p(R+) + |[∇3h]X0 |L p(R+),

|μ|E,2,ω := ω2|μ|L p(R+;Lq (Rn+\�)) + ω|∇μ|L p(R+;Lq (Rn+\�)) + |∇2μ|L p(R+;Lq (Rn+\�)),

|g1|F,1,ω := ω1−1/q |g1|L p(R+;Lq (�)) + |[g1]X0 |L p(R+),

|g2|F,2,ω := ω2−1/q |g2|L p(R+;Lq (�)) + ω1−1/q |∇g2|L p(R+;Lq (�)) + |[∇g2]X0 |L p(R+),

|g3|F,3,ω := |g3|L p(R+;Lq (Rn+\�)),

|g4|F,4,ω := ω1−1/q |g4|L p(R+;Lq (∂Rn+)) + |[g4]W 1−1/q
q (∂Rn+)

|L p(R+),

|g5|F,5,ω := ω3−2/q |g5|L p(R+,Lq (∂�)) + ω2−2/q |∇g5|L p(R+,Lq (∂�))

+ |[∇g5]W 2−2/q
q (∂�)

|L p(R+) + [g5]
F
1− 2

3q
pq (R+;Lq (∂�))

,

and |h0|F,6,ω := K (ω)|h0|Xγ . This way we obtain that |h|E,1,ω +|μ|E,2,ω is bounded
by

M(|g1|F,1,ω + |g2|F,2,ω + |g3|F,3,ω + |g4|F,4,ω + |g5|F,5,ω + |h0|F,6,ω), (4.11)

where we point out that M > 0 is independent of ω > 0. Note that this estimate also
holds true on bounded intervals J = (0, T ) ⊂ R+, as can be seen as follows. First
again reduce to trivial initial data as in the proof of Theorem 4.4. Then one can simply
extend the data (g1, g2, g3, g4) to the half line R+ by zero. Regarding g5 we note that
after the reduction procedure, g5|t=0 = 0, whence we may use Section 3.4.3 in [35]
and Corollary 5.12 in [21] to extend g5 to a function on the half line R+. Then on J
the same estimate holds true if we replace M by 2M .
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4.3 Bent half space problems

In this section we consider the shifted model problem (4.1) on a bent half spaceRn
γ :=

{x ∈ R
n : xn > γ (x1, . . . , xn−1)}, where γ : Rn−1 → R is a sufficiently smooth

function with sufficiently smallC1(Rn−1)-norm. Since also the reference surface may
be curved,we consider a slightly bent interface�β := {x ∈ Rn

γ : x1 = β(x2, . . . , xn)}.
Again,β : Rn−1 → R is suitably smooth and theC1(Rn−1)-norm is sufficiently small.
The bent half space problem reads as

∂t h + ω3h + �n�β · ∇μ� = g1, on �β, (4.12a)

μ|�β + ��βh = g2, on �β, (4.12b)

ω2μ − �xμ = g3, on Rn
γ \�β, (4.12c)

nγ · ∇μ|∂Rn
γ

= g4, on ∂Rn
γ , (4.12d)

nγ · ∇�βh|∂�β = g5, on ∂�β, (4.12e)

h|t=0 = 0, on �β, (4.12f)

where nγ denotes the normal at ∂Rn
γ and ∇� and �� are the surface gradient and

Laplace-Beltrami operator on �, respectively. Here we have chosen h0 = 0 for sim-
plicity since this casewill be sufficient for the following. The smallness assumption on
|β|C1 +|γ |C1 implies that the bent domain and interface are only a small perturbation
of the half space and the flat interface. We will now solve this problem on the bent
half space by transforming it back to the regular half space.

Lemma 4.6 Let k ∈ N and β, γ ∈ Ck(Rn−1). Then there is some F ∈ Ck(Rn;Rn),

such that F : Rn → R
n is a Ck-diffeomorphism and such that additionally, F |Rn

γ
:

R
n
γ → R

n+ is a Ck-diffeomorphism as well. Furthermore, F maps �β to the flat
interface R

n+ ∩ {x1 = 0}. We also have that |I − DF |Cl (Rn) � |β|Cl+1(Rn−1) +
|γ |Cl+1(Rn−1) for all l = 0, . . . , k − 1.

Proof To economize notation, let n = 3. We first transform in x3-direction via �1 :
R
3 → R

3, x �→ (x1, x2, x3−γ (x1, x2)). It is then easy to see that the surface�1(�β)

is given by the set

�1(�β) = {(β(x2, x3), x2, x3 − γ (β(x2, x3), x2)) : x2 ∈ R} ∩ R
3+.

Note that this is equivalent to

�1(�β) =
{
(β(x2, x3), H(x2, x3)) : (x2, x3) ∈ R

2
}

∩ R
3+,

where

H : R2 → R
2, (x2, x3) �→ (x2, x3 − γ (β(x2, x3), x2)).
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Now note that whenever |(β, γ )|C1 is sufficiently small, |H − idR2 |C1 is small. Then
| det DH | ≥ 1/2 on R

2 and H : R2 → R
2 is globally invertible. Hence the surface

�1(�β) can be parametrized by β ◦ H−1,

�1(�β) = {(β(H−1(x2, x3)), x2, x3) : (x2, x3) ∈ R
2} ∩ R

3+.

Note that by the inverse function theorem, H−1 isC1(R2,R2). Then we transform via
�2 : R3 → R

3, x �→ (x1−β◦H−1(x2, x3), x2, x3).We easily check that F := �2�1
satisfies the desired properties. �


Define now functions G1,G2,G3,G4, and G5 via

g j (x, t) = G j (t, F(x)), j = 1, . . . , 5, x ∈ R
n
γ , t ∈ R+,

cf. [19]. We also introduce (h̄, μ̄) := (h, μ) ◦ F . Then the problem (4.12) for (h, μ)

is equivalent to the upper half space problem for (h̄, μ̄) reading as

∂t h̄ + ω3h̄ + �n� · ∇μ̄� = B1(μ̄) + G1, on �, (4.13a)

μ̄|� + �� h̄ = B2(h̄) + G2, on �, (4.13b)

ω2μ̄ − �x μ̄ = B3(μ̄) + G3, on R
n+\�, (4.13c)

en · ∇μ̄|∂Rn = B4(μ̄) + G4, on ∂Rn+, (4.13d)

en · ∇� h̄|∂� = B5(h̄) + G5, on ∂�, (4.13e)

h̄|t=0 = 0, on �, (4.13f)

where the perturbation operators are given by

B1(μ̄) = �n�β · ∇(μ̄ ◦ F)� − �(n� ◦ F) · ∇μ̄�,

B2(h̄) = ��β (h̄ ◦ F) − �� h̄ ◦ F,

B3(μ̄) = �x (μ̄ ◦ F) − �μ̄ ◦ F,

B4(μ̄) = en · (∇μ̄ ◦ F) − nγ · ∇(μ̄ ◦ F),

B5(h̄) = en · ∇� h̄ − nγ · ∇�β (h̄ ◦ F).

Define B := (B1,B2,B3,B4,B5). By careful estimates we can now show that the
operator norm of B is as small as we like in terms of the ω-dependent norms by
choosing ω > 0 large enough and the time interval and |β|C1 + |γ |C1 small enough.

Let

0E(T ) :=
(
0W

1
p(0, T ; X0) ∩ L p(0, T ; X1)

)
× L p(0, T ;W 2

q (Rn+\�) (4.14)

and
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0F(T ) := L p(0, T ; X0) × L p(0, T ;W 2−1/q
q (�)) × L p(0, T ; Lq(R

n+))

× L p(0, T ;W 1−1/q
q (∂Rn+))

×
(
0F

1−2/(3q)
pq (0, T ; Lq(∂�)) ∩ L p(0, T ;W 3−2/q

q (∂�))
)

. (4.15)

We equip 0E(T ) and 0F(T ) with the ω-weighted norms of Sect. 4.2. Then we can
show that there is some small α = α(p), such that

|B|B(0E(T );0F(T )) ≤ C(β, γ )(ω−1/q + ω−1) + εC(ω, β, γ, F) + T αC(ω, β, γ )

(4.16)

for some constants C(β, γ ),C(ω, β, γ, F),C(ω, β, γ ) > 0, whenever |β|C1 +
|γ |C1 ≤ ε. Note that by first choosing ω > 0 sufficiently large and then ε > 0
and T > 0 sufficiently small, the right hand side gets as small as we like.

Let now Lω : 0E(T ) → 0F(T ) be the linear operator defined by the left hand side
of (4.13) (without (4.13f)). Then a Neumann series argument shows that Lω + B =
Lω(I+L−1

ω B) is invertible between the spaces equippedwith the (ω-weighted) norms.
This way, the following result is obtained.

Theorem 4.7 Letβ, γ be smooth curves. Then there exists some possibly largeω0 > 0,
some small T > 0 and some small ε > 0, such that if ω ≥ ω0, |β|C1 + |γ |C1 ≤ ε,
the system (4.12) has maximal L p − Lq-regularity. To be more precise, this means
that if we replace � by �β and R

n+ by R
n
γ in (4.14) and (4.15), there is for every

(g1, g2, g3, g4, g5) ∈ 0F(T ) a unique solution (h, μ) ∈ 0E(T ) of (4.12). Furthermore,
|h|E,1,ω + |μ|E,2,ω is bounded by

2M
(|g1|F,1,ω + |g2|F,2,ω + |g3|F,3,ω + |g4|F,4,ω + |g5|F,5,ω

)
,

where M > 0 is as in (4.10) and in particular independent of ω.

4.4 Localization procedure

Let us now be concerned with the shifted problem on a bounded smooth domain
� ⊂ R

n , where � is a perpendicular smooth surface inside.
More precisely, the system reads as

∂t h + ω3h + �n� · ∇μ� = g1, on �, (4.17a)

μ|� + ��h = g2, on �, (4.17b)

ω2μ − �μ = g3, on �\�, (4.17c)

n∂� · ∇μ|∂� = g4, on ∂�, (4.17d)

n∂� · ∇�h|∂� = g5, on ∂�, (4.17e)

h|t=0 = h0, on �, (4.17f)

where ω ≥ ω0 and ω0 > 0 is as in Theorem 4.7. Moreover, let
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E(T ) :=
(
W 1

p(0, T ; X0) ∩ L p(0, T ; X1)
)

× L p(0, T ;W 2
q (Rn+\�),

F(T ) := L p(0, T ; X0) × L p(0, T ;W 2−1/q
q (�)) × L p(0, T ; Lq(R

n+))

× L p(0, T ;W 1−1/q
q (∂Rn+)) (4.18)

×
(
F1−2/(3q)
pq (0, T ; Lq(∂�)) ∩ L p(0, T ;W 3−2/q

q (∂�))
)

× Xγ , (4.19)

The main result reads as follows.

Theorem 4.8 Let n = 2, 3, � ⊂ R
n be a bounded, smooth domain, ω ≥ ω0, 6 ≤ p <

∞, q ∈ (3/2, 2) ∩ (2p/(p + 1), 2p) and � be a smooth surface inside intersecting
∂� at a constant ninety degree angle.

Then, there is some T > 0, such that for every (g1, g2, g3, g4, g5, h0) ∈ F(T )

satisfying (4.5) there is a unique solution (h, μ) ∈ E(T ) of (4.17).

Proof Firstly, we can reduce the system to the case where (g2, g3, g4, h0) = 0 by
solving auxiliary problems, cf. the proof of Theorem 4.4 and Theorem A.3. We are
now left to solve

∂t h + ω3h + �n� · ∇μ� = g1, on �, (4.20a)

μ|� + ��h = 0, on �, (4.20b)

ω2μ − �μ = 0, on �\�, (4.20c)

n∂� · ∇μ|∂� = 0, on ∂�, (4.20d)

n∂� · ∇�h|∂� = g5, on ∂�, (4.20e)

h|t=0 = 0, on �, (4.20f)

for possibly modified right hand sides which we do not relabel.
We will now show existence and uniqueness of the solution of this system via the

localization method. To this end let (ϕ j ) j=0,...,N ⊆ C∞
0 (Rn) be a smooth partition of

unity with respect to� and the open sets (Uj ) j=0,...,N ⊆ R
n , that is, the support of ϕ j

is contained in Uj for each j = 0, . . . , N and � ⊆ ⋃
j=0,...,N U j . Furthermore, let

(ψ j ) j=0,...,N ⊆ C∞
0 (Rn) be smooth functions with compact support in Uj such that

ψ j ≡ 1 on supp ϕ j for every 0 ≤ j ≤ N .

Now, by choosing N finite but sufficiently large and, corresponding to that, the open
setsUj sufficiently small, we can assume that, up to a rotation, for each j = 0, . . . , N
there exist smooth curves γ j , β j such that

Uj ∩ � = R
n
γ j

∩ �, Uj ∩ � = R
n
γ j

∩ �β j .

Furthermore, again by a smallness argument, we can choose γ j and β j such that the
C1-norm is as small as we like.

We now assume for a moment that we have a solution (h, μ) of (4.20) to derive an
explicit representation formula. We therefore multiply every equation with ϕ j and get
corresponding equations for the localized functions

(
h j , μ j

) := ϕ j (h, μ). By doing
so, we obtain
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ω3h j + ∂t h
j + �n� · ∇μ j � = ϕ j g1 − μ|� j ∇ϕ j · n�, on � j ,

μ j + ��h
j = −(��ϕ j )h − 2

∑
lm glm∂lϕ j∂mh, on � j ,

ω2μ j − �μ j = (�ϕ j )μ + 2∇ϕ j · ∇μ, on � j\� j ,

n∂� · ∇μ j |∂� j = n∂� · ∇ϕ jμ|∂� j , on ∂� j ,

n∂� · ∇�h
j |∂� j = ϕ j g5 + n∂� · ∇�ϕ j h|∂� j , on ∂� j ,

h j |t=0 = 0, on � j ,

where � j := �β j , � j := R
n
γ j
, (glm) is the first fundamental form of � j with respect

to the surface � and (glm) its inverse. This way, we obtain a finite number of bent
half space problems. Denote by L j : 0E j → 0F j the linear operator on the right hand
side of the above system, where 0E j , 0F j are defined as in (4.14)–(4.15) with R

n+
and � replaced by � j and � j . Moreover, denoting by G j := (ϕ j g1, 0, 0, 0, ϕ j g5)
the data and by R j the perturbation operator such that the right hand side equals
G j + R j (h, μ), we can write the system of localized equations as

L j (h j , μ j ) = G j + R j (h, μ), j = 0, . . . , N .

Since each L j is invertible, we may derive the representation formula

(h, μ) =
N∑

j=0

ψ j (L
j )−1G j +

N∑

j=0

ψ j (L
j )−1R j (h, μ). (4.21)

Since now R := ∑N
j=0 ψ j (L j )−1R j is of lower order, a Neumann series argument

now yields that I − R is invertible if T > 0 is small enough, hence we can rewrite
(4.21) as

(h, μ) = (I − R)−1
N∑

j=0

ψ j (L
j )−1G j . (4.22)

Moreover, let L : 0E → 0F be the linear operator from the left hand side of (4.20),
where 0E, 0F are defined as in (4.14)–(4.15) with R

n+ and � replaced by � and �.
Then we obtain from (4.22) that L is injective, has closed range and a left inverse. It
remains to show that L : E(T ) → F(T ) has a right inverse. To this end let z ∈ F(T )

be arbitrary. Define

S := (I − R)−1
N∑

j=0

ψ j (L
j )−1ϕ j . (4.23)
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Applying I − R to both sides of (4.23) yields a formula for Sz, which then entails

LSz = z +
N∑

j=0

L jψ j (L
j )−1R j Sz +

N∑

j=0

[L j , ψ j ](L j )−1ϕ j z, z ∈ F(T ).

Letting SR := ∑N
j=0 L

jψ j (L j )−1R j S + ∑N
j=0[L j , ψ j ](L j )−1ϕ j , we can show,

using again a Neumann series argument involving the fact that the commutator is
lower order, that I + SR is invertible if T > 0 is small enough. The right inverse of L
is therefore given by S(I + SR)−1. This then concludes the proof. �


4.5 The non-shiftedmodel problem on bounded domains

In this section we are concerned with problem (4.17) for ω = 0. The main result is
the following.

Theorem 4.9 Let n = 2, 3, � ⊂ R
n be a bounded, smooth domain, 6 ≤ p < ∞,

q ∈ (3/2, 2) ∩ (2p/(p + 1), 2p) and � be a smooth submanifold with boundary ∂�

such that �̊ is inside � and � meets ∂� at a constant ninety degree angle.
Then, there is some T > 0, such that for every (g1, g2, g3, g4, g5, h0) ∈ F(T )

satisfying the compatibility condition (4.5) there is a unique solution (h, μ) ∈ E(T )

of (4.17) forω = 0. Furthermore, the solutionmap is continuous between these spaces.

Proof As in the previous section we may reduce to the case (g2, g3, g4, h0) = 0. It is
also clear that the ω3-shift in equation (4.17a) can easily be resolved to the case ω = 0
by an exponential shift in solution and data. We are therefore left to solve

∂t h + �n� · ∇T0��h� = g1, on �, (4.24a)

n∂� · ∇�h|∂� = g5, on ∂�, (4.24b)

h|t=0 = 0, on �, (4.24c)

where T0g is the unique solution of the two-phase elliptic problem

−�u = 0, in �\�, (4.25a)

u|� = g, on �, (4.25b)

n∂� · ∇u|∂� = 0, on ∂�, (4.25c)

cf. Appendix A. Also from Appendix A we obtain that T0��h = Tη��h + η(η −
�)−1T0��h, for all η ≥ η0. This implies that problem (4.24) is equivalent to

∂t h + �n� · ∇Tη��h� = g1 + η�n� · ∇(η − �)−1T0��h�, on �, (4.26a)

n∂� · ∇�h|∂� = g5, on ∂�, (4.26b)

h|t=0 = 0, on �, (4.26c)
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provided η ≥ η0. Now choose large enough η to render the left hand side of (4.26) to
be an invertible operator. We may estimate

|�n� · ∇(η − �)−1T0��h�|L p(0,T ;X0) ≤ C(η)T 1/(3p)|h|W 1
p(0,T ;X0)∩L p(0,T ;X1)

,

(4.27)

whence choosing T > 0 sufficiently small and a standard Neumann series argument
complete the proof. Here, (4.27) stems from the solution formula (A.6), real interpo-
lation method and Hölder inequality. �


5 Nonlinear well-posedness

In this section we will show local well-posedness for the full nonlinear (transformed)
system (3.4) and therefore obtain that also the system (1.1) is well-posed. We will
use the maximal L p − Lq regularity result for the underlying linear problem and a
contraction argument via the Banach’s fixed point principle.

The main result reads as follows.

Theorem 5.1 Let 6 ≤ p < ∞, q ∈ (3/2, 2) ∩ (2p/(p + 1), 2p) and h0 ∈ Xγ

sufficiently small. Then there is some possibly small τ > 0, such that (3.4) has a
unique strong solution on (0, τ ), that is, there are

h ∈ W 1
p(0, τ ; X0) ∩ L p(0, τ ; X1), μ ∈ L p(0, τ ;W 2

q (�\�)),

solving (3.4) on (0, τ ), whenever h0 satisfies the initial compatibility condition ∂νh0 =
0 on ∂�.

Proof LetE(T ) and F(T ) be defined as in (4.18)–(4.19) and the spaces with vanishing
trace 0E(T ) and 0F(T ) be defined as in (4.14)–(4.15). Define L : E(T ) → F(T ) as

L(h, μ) =

⎛

⎜⎜⎜⎜⎜
⎜
⎝

∂t h + �n� · ∇μ�
μ|� − P(0)h

�μ

n∂� · ∇μ|∂�

n∂� · ∇�h|∂�

h|t=0

⎞

⎟⎟⎟⎟⎟
⎟
⎠

for all (h, μ) ∈ E(T ).

We now reduce to trivial initial data as follows, cf. [23]. Since h0 satisfies the com-
patibility condition, we may solve

Lz∗ = L(h∗, μ∗) = (0, 0, 0, 0, 0, h0)

by some z∗ = (h∗, μ∗) ∈ E(T ). Then the problem (3.4) is equivalent to finding some
z = (h, μ) ∈ 0E(T ) solving

L(z) = N (z + z∗) − Lz∗ =: Ñ (z), in 0F(T ),
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where the nonlinear part is given by

N (z + z∗)

=

⎛

⎜
⎜⎜⎜⎜⎜
⎝

�nh+h∗
� · ∇h+h∗(μ + μ∗)� − �n� · ∇(μ + μ∗)� + (β(h + h∗)|nh+h∗

� − n�)

K (h + h∗) − P(0)(h + h∗)
(� − �h+h∗)(μ + μ∗)

n∂� · ∇(μ + μ∗)|∂� − nh+h∗
∂� · ∇h+h∗(μ + μ∗)|∂�

n∂� · ∇�(h + h∗)|∂� − nh+h∗
∂� · nh+h∗

�

h0

⎞

⎟
⎟⎟⎟⎟⎟
⎠

.

Hereby we understand nh∂� to be the transformed normal to the interface given by the
height function h. We may now define K : 0E(T ) → 0E(T ) by z �→ L−1 Ñ (z) =
L−1(N (z+z∗)−Lz∗). By restricting to functions with vanishing trace at time zero, we
get that the operator norm |L−1|B(0F(T );0E(T )) stays bounded as T → 0 by a standard
reflection argument.

Lemma 5.2 The mapping N : E(T ) → F(T ) is well-defined and bounded. Fur-
thermore, N ∈ C2(E(T );F(T )) and N allows for contraction estimates in a
neighbourhood of zero, that is,

|N (z1 + z∗) − N (z2 + z∗)|0F(T ) ≤ C(|z1|0E(T ) + |z2|0E(T ) + |z∗|E(T ))|z1 − z2|0E(T ),

for all z1, z2 ∈ B(r; 0) ⊂ 0E(T ), if r > 0 and T = T (r) > 0 are sufficiently small.
Here, B(r; 0) denotes the closed ball around 0 with radius r > 0.

Let now δ > 0 be such that |h0|Xγ ≤ δ. By choosing r > 0, T = T (r) > 0 and
δ = δ(T ) > 0 sufficiently small, we ensure K to be a 1/2-contraction on B(r , 0) ⊂
0E(T ). Note at this point that |z∗|E(T ) ≤ C(T )δ. Let us note that

Ñ (0) = N (z∗) − Lz∗, K (0) = L−1 Ñ (0).

Note Ñ (0) ∈ 0F(T ), whence

|K (0)|0E(T ) ≤ |L−1|B(0F(T );0E(T ))|Ñ (0)|0F(T ).

Now we note that Ñ (0) is quadratic in z∗ = (h∗, μ∗) except for the term Q(0) in
Ñ (0)2. Using

|Q(0)|
L p(0,T ;W 2−1/q

q (�))
≤ T 1/p|Q(0)|

L∞(0,T ;W 2−1/q
q (�))

→T→0 0,

as well as

|z∗|E(T ) ≤ |L−1|B(F(T );E(T ))|h0|Xγ

finishes the proof by choosing first r > 0, T = T (r) > 0 and then |h0|Xγ small
enough. Hence Banach’s fixed point principle yields the existence of a unique fixed
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point z̄ ∈ B(r , 0) ⊂ 0E(T ). By standard arguments this is then the unique fixed point
in all of 0E(T ). Assume there is a different fixed point z̃ in a possibly larger ball
B(r ′, 0). Then define

T∗ := sup{t ≥ 0 : z̄(t ′) = z̃(t ′) for all 0 ≤ t ′ ≤ t}. (5.1)

By performing the above fixed point argument on the larger ball B(r ′, 0) on a smaller
time interval we see that T∗ > 0. Then solve the nonlinear problem with initial value
z̄(T∗) ∈ Xγ . Note that z̄(T∗) satisfies the compatibility condition ∂ν[z̄(T∗)] = 0 on
∂�, hence we may obtain a unique solution on a larger time interval (0, T∗ + ε∗) for
some ε∗ > 0. This contradicts (5.1) and the fixed point has to be unique. This then in
turn yields the uniqueness of the solution to (3.4). �


Let us comment on how to prove Lemma 5.2. Using the differentiability properties
from Lemma 3.4, the statement easily follows for the components N1, N3 and N4. The
decomposition K (h) = P(h)h + Q(h) from Lemma 3.2 renders a proof for N3. For
N5 we note that Depner in [11] calculated the linearization of the ninety-degree angle
boundary condition (3.4e), which turns out to be n∂� · ∇�h|∂� = 0, which in turn
then allows for estimates for N5. Note that we also use the Banach algebra property
for the trace space, cf. Theorem B.3 in the appendix. The details can be found in [32,
Proof of Lemma 2.29]. For sake of readability we omit the details here.

Remark 5.3 We point out that the proof of Theorem 5.1 also gives well-posedness of
(3.4) in the case where � = G × (L1, L2) is a bounded container in R

n , n = 2, 3.
Hereby G ⊂ R

n−1 is a smooth, bounded domain. In this case there is another model
problem in the localization procedure for the linear problem stemming from when
the top and bottom of the container G × {L1, L2} intersect the walls ∂G × (L1, L2).
This elliptic problem, although being a problem on a domain with corners, admits full
regularity for the solution, cf. the appendix in Sect. 2.

Remark 5.4 Our L p − Lq approach is just an ansatz, maybe also different approaches
(with maybe more compatibility conditions) are possible. Regarding different con-
tact angles we expect that the system is also well-posed in suitable function spaces.
However our reflection techniques will not be available in that context.

6 Convergence to equilibria

This section is devoted to the long-time behaviour of solutions to (1.1) starting close
to equilibria. We will characterize the set of equilibria, study the spectrum of the
linearization of the transformedMullins–Sekerka equations around an equilibrium and
apply the generalized principle of linearized stability to show that solutions starting
sufficiently close to certain equilibria converge to an equilibirum at an exponential
rate in Xγ .

We note that the potential μ can always be reconstructed by �(t) by studying the
elliptic two-phase problem

μ|�(t) = H�(t), on �(t), (6.1a)
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�μ = 0, in �\�(t), (6.1b)

n∂� · ∇μ|∂� = 0, on ∂�. (6.1c)

Whence we may concentrate on the set of equilibria for �(t).
It now can easily be shown that for a stationary solution � of (1.1) with V� = 0 the

corresponding chemical potential μ is constant, since then μ and ∇μ have no jump
across the interface � and μ ∈ W 2

q (�) solves a homogeneous Neumann problem on
�. By (6.1a), the mean curvature H� is constant. The set of equilibria for the flow
�(t) is therefore given by

E = {� : H� = const.}.

Let us now consider the case where � ⊂ R
n , n = 2, 3, is a bounded container, that

is, � := � × (L1, L2), where −∞ < L1 < 0 < L2 < ∞ and � ⊂ R
n−1 × {0} is a

bounded domain and ∂� is smooth.
Note that flat interfaces are equilibria. Spheres intersecting ∂� at a ninety degree

angle also belong to E , since then (1.1g) is also satisfied.
If we now additionally assume that the contact points between � and ∂� are only

on the lateral walls of the cylinder and � is given as a graph over �, we may even
deduce that H� = 0, that is,� is a flat interface described by a constant height function
over the reference surface. This follows from the fact that we can describe � as graph
of a height function h over �. Then using the well-known formula

H� = div

( ∇h
√
1 + |∇h|2

)
(6.2)

and the boundary condition (1.1g) on ∂� renders H� = 0. Indeed, assume that� = �h

is a graph of h over �. We may assume that h has mean value zero and we already
know H� is constant, but may be nonzero. Then an integration by parts entails

0 =
∫

�

hH�dx = −
∫

�

∇h · ∇h
√
1 + |∇h|2 dx .

The boundary integral vanishes due to (1.1g) and renders ∇h to be zero in �, hence
h is constant. This implies H� = 0.

We will now study the problem for the height function in an L p-setting. We now
rewrite the geometric problem (1.1g) as an abstract evolution equation for the height
function h, cf. [2,15,31]. As seen before, by means of Hanzawa transform, the full
system reads as

∂t h = −�nh� · ∇hμ�, on �, (6.3a)

μ|� = H�(h), on �, (6.3b)

�hμ = 0, in �\�, (6.3c)

n∂� · ∇hμ|∂� = 0, on ∂�, (6.3d)
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n∂� · ∇�h|∂� = 0, on ∂�, (6.3e)

h|t=0 = h0, on �. (6.3f)

Let us note that due to working in a container, the highly nonlinear angle condition
(3.4e) reduces to a linear one, condition (6.3e). Define B(h)g := �nh� ·∇g� and S(h)g
as the unique solution of the elliptic problem

μ|� = g, on �,

�hμ = 0, in �\�,

n∂� · ∇hμ|∂� = 0, on ∂�.

Recalling Lemma 3.2, we may rewrite (6.3) as an abstract evolution equation,

d

dt
h(t) + A(h(t))h(t) = F(h(t)), t ∈ R+, (6.4a)

h(0) = h0, (6.4b)

where A(h)g := B(h)S(h)P(h)g, equipped with domain

D(A(h)) := W 4−1/q
q (�) ∩ {g : n∂� · ∇g = 0 on ∂�} ,

and F(g) := −B(g)S(g)Q(g). We now want to study (6.4) in an L p-setting. Define

X0 := W 1−1/q
q (�), X1 := W 4−1/q

q (�), Xγ := (X1, X0)1−1/p,p.

We now interpret problem (6.4) as an evolution equation in L p(R+; X0), fitting in the
setting of Prüss, Simonett and Zacher [31].

Regarding the linearization of (1.1), we have the following result.

Lemma 6.1 Let 6 ≤ p < ∞, q ∈ (3/2, 2) ∩ (2p/(p + 1), 2p). Then the following
statements are true.

1. The derivative of H� at h = 0 is given by [h �→ ��h],
2. there is an open neighbourhood of zero V ⊂ Xγ , such that (A, F) ∈

C1(V ;B(X1; X0) × X0),
3. the linearization of A at zero is given by A0 = A(0), where A0 : D(A0) → X0,

A0h = −�n� · T��h� with domain

D(A0) = X1 ∩ {h : n∂� · ∇�h|∂� = 0 on ∂�}.

Here, T : W 2−1/q
q (�) → W 2

q (�\�), g �→ χ, is the solution operator for the
elliptic two-phase problem

�χ = 0, in �\�, (6.5a)

χ |� = g, on �, (6.5b)

n∂� · ∇χ |∂� = 0, on ∂�, (6.5c)
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4. the set of equilibria, that is, the solutions of A(h)h = F(h) is E = {h = const.},
5. A0 has maximal L p-regularity,
6. the kernel of A0 are the constant functions, N (A0) = {h = const.},
7. N (A0) = N (A2

0).

Proof 1. This stems from linearizing (6.2) at h = 0.
2. Again by Lemma 3.2, there is a small neighbourhood of zero V ⊂ Xγ such

that P ∈ C1(V ;B(X1;W 2−1/q
q (�)) and Q ∈ C1(V ;W 2−1/q

q (�)). Following the
lines of [2] using Lemma 3.4 we can show that

S ∈ C1(V ;B(W 2−1/q
q (�);W 2

q (�\�))).

Regarding B we note that Xγ ↪→ C2(�), whence

B ∈ C1(V ;B(W 2
q (�\�);W 1−1/q

q (�))).

This shows that (A, F) ∈ C1(V ;B(X1; X0) × X0).
3. This stems from the fact that A0 = A(0) and Lemma 3.2.
4. Let h ∈ D(A) satisfy A(h)h = F(h). It then follows that B(h)S(h)H�(h) = 0

on �, that is,

�nh� · ∇h[S(h)H�(h)]� = 0, on �.

Note that S(h)H�(h) is the unique solution of an h-perturbed elliptic problem
with homogeneous Neumann boundary conditions. Therefore S(h)H�(h) has to
be constant. Since S(h)H�(h) equals H�(h) on �, also H�(h) is constant. We
then obtain that the mean curvature H� of the interface given as a graph of h over
� is constant. Due to (6.3e) we may even deduce using formula (6.2) that H� = 0.
Then h has to be constant.

5. This stems from Theorem 4.9.
6. Clearly, every constant is an element of N (A0). For the converse, let h ∈ D(A0),

such that A0h = 0. Hence χ = T��h is constant and thererfore��h is constant.
Since h ∈ D(A0), an integration by parts shows ��h = 0. Again since h ∈
D(A0), h has to be constant.

7. We only need to show N (A2
0) ⊂ N (A0). Pick some h ∈ N (A2

0). Then A0h ∈
D(A0) ∩ N (A0). Hence A0h is constant. Also, A0h is in the range of A0. Since
every element in the range of A0 has mean value zero, it follows that A0h = 0,
whence h ∈ N (A0).
The proof is complete. �


The following theorem enables us to apply the generalized principle of linearized
stability of Prüss, Simonett, and Zacher [31] to the evolution equation (6.4).

Theorem 6.2 Let 6 ≤ p < ∞, q ∈ (3/2, 2) ∩ (2p/(p + 1), 2p). Then the trivial
equilibrium h∗ = 0 is normally stable.

More precisely:
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1. Near h∗ = 0 the set of equilibria E is a C1-manifold in X1 of dimension one.
2. The tangent space of E at h∗ = 0 is given by the kernel of the linearization,

T0E = N (A0).
3. Zero is a semi-simple eigenvalue of A0, i.e. X0 = N (A0) ⊕ R(A0).
4. The spectrum σ(A0) satisfies σ(A0)\{0} ⊂ C+ := {z ∈ C : Re z > 0}.
Proof 1. Around h∗, the set of equilibria only consists of constant functions, hence

is a one-dimensional linear subspace of X1.
2. This stems from Lemma 6.1.
3. Since D(A0) compactly embeds into W 1−1/q

q (�), the operator A0 has a compact
resolvent and the spectrum σ(A0) only consists of eigenvalues, cf. e.g. [13, Chap-
ter IV, Corollary 1.19] . Furthermore, every spectral value in σ(A0) is a pole of
finite algebraic multiplicity. By using N (A0) = N (A2

0) and Proposition A.2.2 and
Remark A.2.4 in [24] we may conclude that the range of A0 is closed in X0 and
that there is a spectral decomposition X0 = N (A0) ⊕ R(A0). Hence λ = 0 is
semi-simple.

4. Pick λ ∈ σ(A0) with corresponding eigenfunction h ∈ D(A0), in other words

λh − A0h = 0, in X0. (6.6)

SinceW 1−1/q
q (�) ↪→ L2(�), we obtain by the definition of A0 and an integration

by parts that

0 = |∇χ |2L2(�) + (A0h|��h)L2(�),

where χ = T��h. Testing the resolvent equation (6.6) with ��h yields

λ|∇�h|2L2(�) = |∇χ |2L2(�).

This shows that λ is real and λ ≥ 0. In particular, σ(A0)\{0} ⊂ (0,∞).
Hence h∗ is normally stable. �


The following theorem is the main result on stability of solutions. It is an application
of the generalized principle of linearized stability of Prüss, Simonett, and Zacher [31]
to the evolution equation (6.4).

Theorem 6.3 The trivial equilibrium h∗ = 0 is stable in Xγ , and there is some δ > 0
such that the evolution equation

d

dt
h(t) + A(h(t))h(t) = 0, h(0) = h0,

with initial value h0 ∈ Xγ satisfying |h0 − h∗|Xγ ≤ δ has a unique global in-time
solution on R+,

h ∈ W 1
p(R+; X0) ∩ L p(R+; D(A0)),

which converges at an exponential rate in Xγ to some h∞ ∈ E as t → +∞.
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Theorem 6.4 (Geometrical version) Suppose that the initial surface �0 is given as a
graph, �0 = {(x, h0(x)) : x ∈ �} for some function h0 ∈ Xγ . Then, for each ε > 0
there is some δ(ε) > 0, such that if the initial value h0 ∈ Xγ satisfies |h0 − h∗|Xγ ≤
δ(ε) for some constant function h∗, there exists a global-in-time strong solution h on
R+ of the evolution equation, precisely h ∈ L p(R+; D(A0)) ∩ W 1

p(R+; X0)), and it
satisfies |h(t)|Xγ ≤ ε for all t ≥ 0.

Moreover, there is some constant h∞, such that �h(t) → �h∞ in the sense of
h(t) → h∞ in Xγ and the convergence is at an exponential rate.

Note that by the following theorem we can characterize the limit. It is a priori
not clear to which equilibrium the solution converges by the generalized principle of
linearized stability.

Theorem 6.5 The limit h∞ from above has the samemean value as h0, in other words,

1

|�|
∫

�

h0dx = h∞.

Proof The theorem is a consequence of the fact that the Mullins-Sekerka system
conserves the measure of the domains separated by the interface in time. Hence the
solution h from Theorem 6.3 satisfies

d

dt

∫

�

h(t, x)dx = 0.

In particular,

∫

�

h(t, x)dx =
∫

�

h0(x)dx, t ∈ R+.

Since h(t) → h∞ as t → ∞ in Xγ ↪→ L1(�), we get the result. �
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Appendices

A Auxiliary problems of elliptic type

A.1 Smooth domains

Let � ⊂ R
n be a bounded domain with smooth boundary ∂�. Furthermore let � be

a smooth submanifold of Rn with boundary such that the interior �̊ is inside � and
meets ∂� at a constant ninety degree angle.

In this chapter we are concerned with problems of elliptic type, namely,

(η − �)u = f , in �\�, (A.1a)

u|� = g1, on �, (A.1b)

n∂� · ∇u|∂� = g2, on ∂�, (A.1c)

where η > 0 is a fixed shift parameter, as well as the non-shifted version,

−�u = f , in �\�, (A.2a)

u|� = g1, on �, (A.2b)

n∂� · ∇u|∂� = g2, on ∂�. (A.2c)

We will show optimal solvability of this problem via a localization method. To this
end we consider first the model problem of (A.1) on R

n+ with flat interface {xn >

0, x1 = 0}.
Theorem A.1 Let η > 0, q ∈ (3/2, 2) and � := {xn > 0, x1 = 0}. Then, for every
f ∈ Lq(R

n+), g1 ∈ W 2−1/q
q (�) and g2 ∈ W 1−1/q

q (∂R+) there exists a unique solution
u ∈ W 2

q (Rn+\�) of (A.1) with Rn+ replacing �.
Furthermore, there is some C(η) > 0 and some K > 0 independent of η, such that

|u|Lq (Rn+) + η−1/2|∇u|Lq (Rn+\�) + η−1|∇2u|Lq (Rn+\�)

≤ Kη−1| f |Lq (Rn+) + C(η)|g1|W 2−1/q
q (�)

+ Kη−1/(2q)−1/2|g2|W 1−1/q
q (∂Rn+)

.

Proof We first solve an auxiliary upper half space problem to reduce the problem to

(η − �)u = 0, in Rn+\�, (A.3a)

u|� = g1, on �, (A.3b)

∂nu|∂Rn+ = 0, on ∂Rn+, (A.3c)

for possibly modified g1 not to be relabeled. Since ∂nu = 0 on the boundary, we may
reflect the problem via an even reflection to obtain an elliptic problem on Ṙ×R

n−1. By
Theorem 4.1 using q < 2 we obtain that Rg1 ∈ W 2−1/q

q (�̃), where �̃ := {x1 = 0}.
Here, R denotes the aforementioned even reflection in xn-direction. The problem we
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are left to solve is now

(η − �)v = 0, in Rn\�̃, (A.4a)

v|�̃ = Rg1, on �̃. (A.4b)

Let x ′ := (x2, . . . , xn). It is now well known that the operator (η − �x ′)1/2 with
domainW 1

q (Rn−1) has maximal regularity on the half lineR+ with respect to the base
space Lq(R

n−1) and the induced semigroup is analytic. Note that by real interpolation
method,

(
Lq(R

n−1), D((η − �x ′)1/2)
)

1−1/q,q
= W 1−1/q

q (Rn−1), (A.5)

whence we may solve (A.4) by

v(x, x ′) = e−(η−�x ′ )1/2|x1|Rg1(x ′), x1 ∈ R, x ′ ∈ R
n−1. (A.6)

We obtain

|v|Rn+|W 1
q (Rn+) ≤ C |g1|W 1−1/q

q (�)
.

To obtain the dependence of the shift parameter one proceeds by a scaling argument
as in Sect. 4.2. The proof is complete. �

By a standard localization argument we can now show that the shifted problem is
solvable in the case of a bounded, smooth domain.

Theorem A.2 Let q ∈ (3/2, 2), � ⊂ R
n a bounded, smooth domain and � a smooth

surface inside � intersecting the boundary ∂� at a nintey degree angle. Then there
is some η0 ≥ 0, such that if η ≥ η0, for every ( f , g1, g2) ∈ Lq(�) × W 2−1/q

q (�) ×
W 1−1/q

q (∂�) there is unique u ∈ W 2
q (�\�) solving (A.1). Furthermore, the solution

map ( f , g1, g2) �→ u is continuous between the above spaces.

We will now concern solvability of the non-shifted problem (A.2).

Theorem A.3 Let q ∈ (3/2, 2). For every ( f , g1, g2) ∈ Lq(�) × W 2−1/q
q (�) ×

W 1−1/q
q (∂�) there is unique u ∈ W 2

q (�\�) solving (A.2). Furthermore, there is
some constant C > 0, such that

|u|W 2
q (�\�) ≤ C

(
| f |Lq (�) + |g1|W 2−1/q

q (�)
+ |g2|W 1−1/q

q (∂�)

)
.

Proof First we choose η > 0 large enough and solve (A.1) by a function v ∈
W 2

q (�\�). It therefore remains to solve

−�w = −ηv, in �\�, (A.7a)

u|� = 0, on �, (A.7b)
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n∂� · ∇u|∂� = 0, on ∂�, (A.7c)

since then u := v + w solves (A.2). To this end define A to be the negative Laplacian
−� in Lq(�) with domain

D(A) := {w ∈ W 2
q (�\�) : w|� = 0, n∂� · ∇w|∂� = 0}.

Since D(A) compactly embeds into Lq(�) by Sobolev embeddings, A has compact
resolvent and the spectrum σ(A) only consists of eigenvalues of A with finite multi-
plicity. We will show that zero is not a possible eigenvalue, hence A is invertible.

Suppose u �= 0 is a nontrivial eigenfunction to the eigenvalue λ. Since by well-
known results the spectrum is independent of q, we may let q = 2, cf. [6]. Testing the
resolvent equation with u in L2(�) and invoking the boundary condition yields

−λ|u|2L2(�) =
∫

�

u�udx = −|∇u|2L2(�).

Whence if λ = 0, then u ∈ D(A) has to be a constant function, hence zero since
u vanishes on �. This is a contradiction, hence λ = 0 is not a possible eigenvalue.
Therefore we may uniquely solve (A.7) and the proof is complete. �

We conclude this section by the following observation, cf. [30]. Consider the special
case where ( f , g1, g2) = (0, g, 0). Define solution operators as follows. Let T0g
be the solution of the non-shifted problem (A.2) for ( f , g1, g2) = (0, g, 0) and, for
η ≥ η0, Tηg the solution of (A.1) with ( f , g1, g2) = (0, g, 0). Then, T0g − Tηg =
η(η − �N )−1T0g. Hereby, z := (η − �N )−1 f solves the two-phase problem

(η − �)−1z = f , in �\�,

z|� = 0, on �,

(n∂�|∇z) = 0, on ∂�.

For details we refer to Section 6.6 in [30].

A.2 Cylindrical domains

In the case where n = 3 and � ⊂ R
3 is a bounded container, one needs a result for

the elliptic model problem in the case where the top of the container meets the walls
at a ninety degree angle. So let G := R+ × R × R+.

(η − �)u = f , in G, (A.8a)

∂1u = g1, on S1 := {x1 = 0, x2 ∈ R, x3 ∈ R+}, (A.8b)

∂3u = g2, on S2 := {x1 ∈ R+, x2 ∈ R, x3 = 0}. (A.8c)

The key observation is now that the two Neumann boundary conditions on S1 and S2
are compatible whenever q < 2. Suppose that we want to find a solution u ∈ W 2

q (G)
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of the problem. Then by trace theory,

∇u|S j ∈ W 1−1/q
q (S j )

3, j = 1, 2.

This yields necessary conditions for the data. We see that on the set ∂S1 ∩ ∂S2 =
{x1 = x3 = 0} where the two boundary conditions meet, there is no compatibility
condition for the data g1 and g2 in the system. This is due to the fact that since q < 2
the functions ∇u|S j do not have a trace on ∂S j .

So let the given data satisfy

g j ∈ W 1−1/q
q (S j ), j = 1, 2.

By a simple reflection we can recude the problem to a upper half-space problem with
one Neumann condition and obtain fullW 2

q (G) regularity for the solution. Let us state
this observation in the following theorem.

Theorem A.4 For all (g1, g2) ∈ W 1−1/q
q (S1) × W 1−1/q

q (S2) there exists a unique
solution u ∈ W 2

q (G) to problem (A.8). Furthermore, the solution map [(g1, g2) �→ u]
is continuous.

B The Neumann trace of the height function

In this section we characterize the optimal trace space for the Neumann trace of the
height function h and show that it is a Banach algebra with respect to pointwise
multiplication.

Theorem B.1 Let n = 2, 3, 0 < T ≤ ∞, 5 ≤ p < ∞ and q ∈ (3/2, 2) ∩ (2p/(p +
1), 2p) and let � be the flat interface Rn+ ∩ {x1 = 0}. Let again X0 := W 1−1/q

q (�)

and X1 := W 4−1/q
q (�). Then

0W
1
p(0,T ; X0) ∩ L p(0, T ; X1) � h (B.1)

�→ ∇h|∂� ∈ 0F
1−2/(3q)
pq (0, T ; Lq(∂�)) ∩ L p(0, T ; B3−2/q

qq (∂�)) (B.2)

is bounded, linear, and has a continuous right inverse E, such that ∇Eg|∂� = g for
all g ∈ 0F

1−2/(3q)
pq (0, T ; Lq(∂�)) ∩ L p(0, T ; B3−2/q

qq (∂�)).
In particular, there exists some constant C > 0 independent of the length of the

time interval T , such that

|∇h|∂� |
F1−2/(3q)
pq (0,T ;Lq (∂�))∩L p(0,T ;B3−2/q

qq (∂�))
≤ C |h|W 1

p(0,T ;X0)∩L p(0,T ;X1)
,

for all h ∈ 0W 1
p(0, T ; X0) ∩ L p(0, T ; X1) and

|Eg|W 1
p(0,T ;X0)∩L p(0,T ;X1)

≤ C |g|
F
1− 2

3q
pq (0,T ;Lq (∂�))∩L p(0,T ;B3− 2

q
qq (∂�))
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for all g ∈ 0F
1−2/(3q)
pq (0, T ; Lq(∂�)) ∩ L p(0, T ; B3−2/q

qq (∂�)).

Remark 7.1 The time trace at t = 0 in 0F
1−2/(3q)
pq (0, T ; Lq(∂�)) is well defined since

1 − 2/(3q) > 1/p is ensured, cf. [27].

Proof We may use Propositions 5.37 and 5.39 in [21] to get an embedding

0W
1
p(0, T ; X0) ∩ L p(0, T ; X1) ↪→ 0F

1−1/(3q)
pq (0, T ;W 1

q (�)), (B.3)

where the embedding constant is independent of T . This can be seen as follows. Since
we restrict ourselves to functions with vanishing trace at t = 0 we may extend the
function to the half line R+ by reflection. We then apply the result in [21] and then
restrict the extensions back to the finite interval (0, T ).

Hence, (B.3) yields that for any h ∈ 0W 1
p(0, T ; X0) ∩ L p(0, T ; X1),

∇h ∈ 0F
1−1/(3q)
pq (0, T ; Lq(�)) ∩ L p(0, T ; B3−1/q

qq (�)).

Concering the traces of ∇h on the boundary ∂�, we use Proposition 5.23 in [21] to
write this intersection space on the right hand side as an anisotropic Triebel-Lizorkin
space Fs,�a

�p,q and use the trace theory developed in [21] for these particular spaces. For

a definition of Fs,�a
�p,q we refer to Definition 5.15 in [21]. By Proposition 5.23 in [21],

F1−1/(3q)
pq (0, T ; Lq(�)) ∩ L p(0, T ; B3−1/q

qq (�)) ≡ Fs,�a
�p,q((0, T ) × �),

where s = 1,

�a =
(
1

l
, . . . ,

1

l
,
1

t

)
, �p = (q, . . . , q, p), t = 1 − 1

3q
, l = 3 − 1

q
,

where we take n − 1 copies of 1/l and q, respectively. For taking now traces in these
anisotropic Triebel-Lizorkin spaces we refer to [20]. With the notation used there in
equations (2.1) and (2.11) we use Corollary 2.7 in [20] to get that the trace operator
onto the boundary ∂�,

tr∂� : Fs,�a
�p,q((0, T ) × �) → F

s− 1
ql ,

�a′′
�p′′,q ((0, T ) × ∂�),

is bounded. Here �a′′ and �p′′ are used as introduced in the beginning of Section 2.1 in
[20]. In our particular case,

�a′′ =
(
1

l
, . . . ,

1

l
,
1

t

)
, �p′′ = (q, . . . , q, p),

taking now n − 2 copies of 1/l and q, respectively. We note at that point that by
the order of integration with respect to the different exponents in �p as explained in
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equation (3.1) in [20], we have to take traces in “x1-direction” in the notation of [20]
and not in xn-direction and therefore have to use Corollary 2.7 and not Corollary 2.8
in [20].

Again using Proposition 5.23 in [21],

F
s− 1

ql ,
�a′′

�p′′,q ((0, T ) × ∂�) = F
(s− 1

ql )t
pq (0, T ; Lq(∂�)) ∩ L p(0, T ; B(s− 1

ql )l
qq (∂�)).

Clearly,

(
s − 1

ql

)
t =

(
1 − 1

3q − 1

) (
1 − 1

3q

)
= 1 − 2

3q
,

as well as

(
s − 1

ql

)
l = 3

(
s − 1

ql

)
t = 3 − 2

q
.

Hence

F
s− 1

ql ,
�a′′

�p′′,q
((0, T ) × ∂�) = F1−2/(3q)

pq (0, T ; Lq(∂�)) ∩ L p(0, T ; B3−2/q
qq (∂�)).(B.4)

Concludingly, we have shown so far that the mapping h �→ tr∂� ∇h between the
spaces in (B.1) is bounded.

It remains to construct a continuous right inverse. This follows now by similar
arguments using Corollary 2.7 in [20]. We omit the details here.

We again point out that the constant is only independent of T since we restrict
ourselves to functions having vanishing trace at t = 0. �

The boundedness of the trace operator can easily be generalized to the case of a curved
interface by a standard argument involving a partition of unity and a localization
argument.

Theorem B.2 Let � ⊆ R
n, n = 2, 3 bounded and smooth and � a smooth inter-

face of dimension n − 1 in the sense that � is a submanifold with interior inside
� meeting the boundary at a ninety degree angle. Then tr∂� ∇� : 0XT →
F1−2/(3q)
pq (0, T ; Lq(∂�)) ∩ L p(0, T ; B3−2/q

qq (∂�)) is bounded.

The next result states that the Neumann trace space is a Banach algebra under
pointwise multiplication.

Theorem B.3 Let n = 2, 3, 0 < T ≤ +∞, 3 ≤ p < ∞ and q ∈ (3/2, 2) ∩ (2p/(p +
1), 2p). Then the Neumann trace space with vanishing time trace at t = 0 above is a
Banach algebra, that is, the product estimate

‖ f g‖
F
1− 2

3q
pq (0,T ;Lq (∂�))∩L p(0,T ;B3− 2

q
qq (∂�))
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� ‖ f ‖
F
1− 2

3q
pq (0,T ;Lq (∂�))∩L p(0,T ;B3− 2

q
qq (∂�))

‖g‖
F
1− 2

3q
pq (0,T ;Lq (∂�))∩L p(0,T ;B3− 2

q
qq (∂�))

(B.5)

holds for all f , g ∈ 0F
1−2/(3q)
pq (0, T ; Lq(∂�)) ∩ L p(0, T ; B3−2/q

qq (∂�)). In particu-
lar, the constant in (B.5) is independent of the length of the time interval.

Proof We begin by showing that

0F
1−2/(3q)
pq (0, T ; Lq(∂�)) ∩ L p(0, T ; B3−2/q

qq (∂�)) ↪→ L∞(0, T ; L∞(∂�)).

(B.6)

Using Proposition 5.38 in [21], the space on the left hand side continuously embeds
into

0H
(1− 2

3q )θ

p (0, T ; B(3−2/q)(1−θ)
qq (∂�))

for any θ ∈ (0, 1) where the embedding constant is independent of T . Note that if θ is
so small such that the space on the right hand side does not have a well defined time

trace at t = 0, we simply replace it with H
(1− 2

3q )θ

p (0, T ; B(3−2/q)(1−θ)
qq (∂�)).

Now, since n = 2 or 3, the boundary ∂� has at most dimension 1, whence the latter
space on the right hand side surely embeds into L∞(0, T ; L∞(∂�)), if

(1 − 2/(3q)) θ − 1/p > 0, (3 − 2/q) (1 − θ) − 1/q > 0.

These both equations are equivalent to finding some θ ∈ (0, 1) such that

1

p

3q

3q − 2
< θ < 1 − 1

3q − 2
.

Simple calculations show that for any q ∈ (3/2, 2),

1 − 1

3q − 2
>

3

5
,

3q

3q − 2
<

9

5
,

whence p ≥ 3 ensures θ = 3/5 is a solid choice. Thereforeweknow for sure that in any
of our cases the Neumann trace space embeds continuously into L∞(0, T ; L∞(∂�)).

Using well-known paraproduct estimates, cf. [7],

| f g|
L p(0,T ;B3−2/q

qq (∂�))

≤
∣∣∣| f (t)|L∞|g(t)|

B3−2/q
qq

∣∣∣
L p(0,T )

+
∣∣∣| f (t)|B3−2/q

qq
|g(t)|L∞

∣∣∣
L p(0,T )

≤ | f |L∞(L∞)|g|L p(B
3−2/q
qq )

+ | f |
L p(B

3−2/q
qq )

|g|L∞(L∞).
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From Proposition 5.7 in [27] we get

| f g|
F
1− 2

3q
pq (0,T ;Lq (∂�))

� | f |
F
1− 2

3q
pq (0,T ;Lq (∂�))

|g|L∞(0,T ;L∞(∂�))

+ | f |L∞(0,T ;L∞(∂�))|g|
F
1− 2

3q
pq (0,T ;Lq (∂�))

.

These two estimates and (B.6) finish the proof. �
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