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Abstract

We prove large-scaleC∞ regularity for solutions of nonlinear elliptic equations
with random coefficients, thereby obtaining a version of the statement of Hilbert’s
19th problem in the context of homogenization. The analysis proceeds by itera-
tively improving three statements together: (i) the regularity of the homogenized
Lagrangian L , (ii) the commutation of higher-order linearization and homogeniza-
tion, and (iii) large-scale C0,1-type regularity for higher-order linearization errors.
We consequently obtain a quantitative estimate on the scaling of linearization errors,
a Liouville-type theorem describing the polynomially-growing solutions of the sys-
tem of higher-order linearized equations, and an explicit (heterogenous analogue
of the) Taylor series for an arbitrary solution of the nonlinear equations—with the
remainder term optimally controlled. These results give a complete generalization
to the nonlinear setting of the large-scale regularity theory in homogenization for
linear elliptic equations.
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1. Introduction

1.1. Motivation: Quantitative Homogenization for Nonlinear Equations

This article is concerned with nonlinear, divergence-form, uniformly elliptic
equations of the form

−∇ · (DpL(∇u(x), x)
) = 0 in U ⊆ R

d , d � 2. (1.1)

The Lagrangian L(p, x) is assumed to be uniformly convex and regular in p and
possess somemild regularity in x . Furthermore, L is a stochastic object: it is sampled
by a probability measure Pwhich is statistically stationary and satisfies a unit range
of dependence. This essentially means that x �→ L(·, x) is a random field, valued
in the space of uniformly convex functions, the law of which is independent of x
(or, to be precise, periodic in x ; see Section 1.4 for the assumptions).

The objective is to describe the statistical behavior of the solutions of (1.1), with
respect to the probability measure P, on large length scales. In other words, we
want to understand what the solution u looks like in the case that the “macroscopic”
domain U is very large relative to “microscopic” scale, which is the correlation
length scale of the coefficients (taken to the unit scale).

At a qualitative level, a satisfactory characterization of the solutions, in the
regime in which the ratio of these two length scales is large, is provided by the
principle of homogenization. First proved in this context by Dal Maso and Mod-
ica [11,12], it asserts roughly that a solution of (1.1) is,with probability approaching
one, close in L2 (relative to its size in L2) to a solution of a deterministic equation
of the form

−∇ · (DpL (∇uhom)
) = 0 in U (1.2)

for an effective Lagrangian L which is also uniformly convex and C1,1.
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This result is of great importance, from both the theoretical and computation
points of view, since the complexity of the homogenized equation (1.2) is signifi-
cantly less than that of (1.1) as it is both deterministic and spatially homogeneous. It
hints that the structure of (1.1) should, on large domains and with high probability,
possess some of the structure of a constant coefficient equation and thus we may
expect it to bemore amenable to our analysis than theworst-possible heterogeneous
equation of the form (1.1). In other words, since the Lagrangian L is sampled by a
probability measure P with nice ergodic properties, rather than given to us by the
devil, can we expect its solutions to have a nicer structure? In order to answer this
kind of question, we need to build a quantitative theory of homogenization.

To be of practical use, the principle of homogenization must be made quantita-
tive. We need to have answers to questions such as:

• How large does the ratio of scale separation need to be before we can be rea-
sonably sure that solutions of (1.1) are close to those of (1.2)? In other words,
what is the size of a typical error in the homogenization approximation in terms
of the size of U?

• Can we estimate the probability of the unlikely event that the error is large?
• What is DpL and how can we efficiently compute it? How regular can we
expect it to be? Can we efficiently compute its derivatives?

• Can we describe the fluctuations of the solutions?

In this paper we show that (1.1) has a C∞ structure. In particular, we will es-
sentially answer the third question posed above by demonstrating that the effec-
tive Lagrangian L is as regular as L(·, x) with estimates for its derivatives. We
will identify the higher derivatives of L as the homogenized coefficients of cer-
tain linearized equations and give quantitative homogenization estimates for these,
implicitly indicating a computational method for approximating them and thus a
Taylor approximation for L . Finally, we will prove large-scale Ck,1 type estimates
for solutions of (1.1), for k ∈ N as large as can be expected from the regularity
assumptions on L , a result analogous to Hilbert’s 19th problem, famously given
for spatially homogeneous Lagrangians by De Giorgi and Nash. For this classical
result, the main roadblock was in obtaining the continuity of solutions to linear
equations, as it is completely straightforward to differentiate the equation apply the
Schauder theory, which was previously known. In the case of homogenization, the
situation is reversed, as it is less clear how one should “differentiate the equation”
since literally doing so would produce negative powers of ε, even if the coefficients
were smooth. Our analysis resolves this difficulty and reveals the interplay between
these three seemingly different kinds of results: (i) the regularity of L , (ii) the ho-
mogenization of linearized equations and the commutability of homogenization
and linearization, and (iii) the large-scale regularity of the solutions. These three
statements must be proved together, iteratively in the parameter k ∈ N which rep-
resents the degree of regularity of L , the order of the linearized equation, and the
order of the Ck,1 estimate.
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1.2. Background: Large-Scale Regularity Theory and Its Crucial Role in
Quantitative Homogenization

In the last decade, beginning with the work of Gloria and Otto [16,18], a quan-
titative theory of homogenization has been developed to give precise answers to
questions like the ones stated in the previous subsection. Until now, most of the
progress has come in the case of linear equations

−∇ · a(x)∇u = 0, (1.3)

which corresponds to the special case L(p, x) = 1
2 p · a(x)p of (1.1), where a(x)

is a symmetric matrix. By now there is an essentially complete quantitative theory
for linear equations, and we refer to the monograph [4] and the references therein
for a comprehensive presentation of this theory. Quantitative homogenization for
the nonlinear equation (1.1) has a comparatively sparse literature; in fact, the only
such results of which we are aware are those of [5,6] (see also [4, Chapter 11]),
our previous paper [1] and a new paper of Fischer and Neukamm [14] which was
posted to arXiv as we were finishing the present article.

Quantitative homogenization is inextractably linked to regularity estimates on
the solutions of the heterogeneous equation. This is not surprisingwhenwe consider
that the homogenized flux DpL(∇uhom) should be related to the spatial average
(say, on somemesoscopic scale) of the heterogeneous flux DpL(∇u(x), x). In order
for spatial averages of the latter to converge nicely, we need to have bounds. It could
be unfortunate and lead to a very slow rate of homogenization if, for instance, the
flux was concentrated on sets of very small measure which percolate only on very
large scales. To rule this out we need much better estimates: ideally, we would like
to know that the size of the flux on small scales is the same as on large scales, which
amounts to a W 1,∞ estimate on solutions.

Unfortunately, solutions of equations with highly oscillating coefficients do not
possess very strong regularity, in general. Indeed, the best deterministic elliptic
regularity estimate for solutions of (1.1), which does not degenerate as the size of
the domainU becomes large, is C0,δ in terms of Hölder regularity (the De Giorgi–
Nash estimate) and W 1,2+δ in terms of Sobolev regularity (the Meyers estimate).
The tiny exponent δ > 0 in each estimate becomes small as the ellipticity ratio
becomes large (see [4, Example 3.1]) and thus both estimates are far short of the
desired regularity class W 1,∞ = C0,1.

One of the main insights in the quantitative theory of homogenization is that,
compared to a generic (“worst-case”) L , solutions of the equation (1.1) have much
better regularity if L is sampled by an ergodic probability measure P. This is an
effect of homogenization itself: on large scales, (1.1) should be a “small pertur-
bation” of (1.2), and therefore better regularity estimates for the former can be
inherited from the latter. This is the same idea used to prove the classical Schauder
estimates. In the context of homogenization, the result states that there exists a ran-
dom variable X (sometimes called the minimal scale) which is finite almost surely
such that, for everyX < r < 1

2 R and solution u ∈ H1(BR) of (1.1) withU = BR ,
we have the estimate
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Br
|∇u|2 � C

(
1+

 
BR

|∇u|2
)

. (1.4)

Here C depends only on dimension and ellipticity and
ffl
U := 1

|U |
´
U denotes the

mean of a function in U . If we could send r → 0 in (1.4), it would imply that

|∇u(0)|2 � C

(
1+

 
BR

|∇u|2
)

,

which is a true Lipschitz estimate, same estimate in fact as holds for the homog-
enized equation (1.2). As (1.4) is valid only for r > X , it is sometimes called a
“large-scaleC0,1 estimate” or a “Lipschitz estimate down to themicroscopic scale”.
This estimate, first demonstrated in [6] in the stochastic setting, is a generalization
of the celebrated result in the case of (non-random) periodic coefficients due to
Avellaneda and Lin [7]. Of course, it then becomes very important to quantify the
size of X . The estimate proved in [6], which is essentially optimal, states that X is
bounded up to “almost volume-order large deviations”: for every s < d and r � 1,

P [X > r ] � C exp
(−crs) . (1.5)

Here the constant C depends only on s, d, and the ellipticity. A proof of this large-
scale regularity estimate together with (1.5) can be found in [4, Chapter 3] in the
linear case and in [4, Chapter 11] for the nonlinear case. The right side of (1.5)
represents the probability of the unlikely event that the L sampled by P will be a
“worst-case” L in the ball of radius r . A proof of the optimality of (1.5) can be
found in [4, Section 3.6].

This large-scale regularity theory introduced in [6] was further developed in the
case of (1.3) in [2,3,5,15,17] and now plays an essential role in the quantitative
theory of stochastic homogenization. Whether one employs functional inequali-
ties [13,17] or renormalization arguments [2,3,19], it is a crucial ingredient in the
proof of the optimal error estimates in homogenization for (1.3): see the mono-
graph [4] and the references therein for a complete presentation of these develop-
ments.

The large-scale C0,1 estimate is, from one point of view, the best regularity
one can expect solutions of (1.1) or (1.3) to satisfy: since the coefficients are
rapidly oscillating, there is no hope for the gradient to exhibit continuity on the
macroscopic scale. However, as previously shown in the periodic case in [7,9], the
solutions of the linear equation (1.3) still have a C∞ structure. To state what we
mean, let us first think of an (interior)Ck,1 estimate not as a pointwise bound on the
(k + 1)th derivatives of a function, but as an estimate on how well a function may
be approximated on small balls by a kth order polynomial. By Taylor’s theorem,
these are of course equivalent in the following sense:

∣∣∣∇k+1u(0)
∣∣∣ � lim sup

r→0

1

rk+1
inf
p∈Pk

‖u − p‖L2(Br )
,

where Pk denotes the set of polynomials of degree at most k and and we use the

notation ‖w‖L2(U ) :=
(ffl

U |w|2
) 1
2 to denote the volume-normalized L2(U ) norm.
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Thus the interior Ck,1 estimate for a harmonic function can be stated in the form:
for any harmonic function u in BR and any r ∈ (0, 1

2 R
]
,

inf
p∈Pk

‖u − p‖L2(Br )
� C
( r
R

)k+1
inf
p∈Pk

‖u − p‖L2(BR) . (1.6)

Moreover, the infimum on the left side may be replaced by the set of harmonic
polynomials of degree at most k.

As we cannot expect a solution of (1.1) to have regularity beyond C0,1 in
a classical (pointwise) sense, in order to make sense of a Ck,1 estimate for the
heterogeneous equation (1.3) we need to replace the set of polynomials by a het-
erogeneous analogue. The classical Liouville theorem says that the set of harmonic
functions which grow like o(|x |k+1) is just the set of harmonic polynomials of
degree at most k. This suggests that we should use the (random) vector space

Ak :=
{
u ∈ H1

loc(R
d) : −∇ · a∇u = 0, lim sup

r→∞
rk+1 ‖u‖L2(Br )

= 0

}
.

We think of these as “a(x)-harmonic polynomials.” It turns out that one can prove
that, P-almost surely, this set is finite dimensional and has the same dimension as
the set of at most kth order harmonic polynomials. In fact, one can match any a(x)-
harmonic polynomial to an a-harmonic polynomial in the highest degree, and vice
versa. In close analogy to (1.6), the statement of large-scale Ck,1 regularity is then
as follows: there exists aminimal scaleX satisfying (1.5) such that, for any R > 2X
and any solution u ∈ H1(BR) of−∇ · a∇u = 0, we can find φ ∈ Ak such that, for
every r ∈ [X , 1

2 R
]
,

‖u − φ‖L2(Br )
� C
( r
R

)k+1
inf

φ∈Ak

‖u − φ‖L2(BR) ; (1.7)

see [4, Theorem 3.8] for the full statement, which was first proved in the periodic
setting by Avellaneda and Lin [8]. Subsequent versions of this result, which are
based on the ideas of [7,8] in their more quantitative formulation given in [6], were
proved in various works [2,15,17], with the full statement here given in [3,10].

In all of its various forms, higher regularity in stochastic homogenzations is
based on the simple idea that solutions of the heterogeneous equation should be
close to those of the homogenized equation, which should have much better regu-
larity. In the case of the linear equation (1.3), it does not a large leap, technically
or philosophically, to go from (1.4) to (1.7). Indeed, to gain control over higher
derivatives, one just needs to differentiate the equation (not in the microscopic pa-
rameters, of course, but in macroscopic ones) and, luckily, since the equation is
linear, this does not change the equation. Roughly speaking, the idea is analogous
to bootstrapping the regularity of a constant-coefficient, linear equation by differ-
entiating it. Therefore the estimate (1.7) is perhaps not too surprising once one has
the large-scale C0,1 estimate in hand.
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1.3. Summary of the Results Proved in this Paper

The situation is very different in the nonlinear case. When one differentiates the
equation (again, in a macroscopic parameter) we get a new equation, namely the
first-order linearized equation. If we want to apply a large-scale regularity result to
this equation, we must first (quantitatively) homogenize it! Achieving higher-order
regularity estimates requires repeatedly differentiating the equation, which lead to
a hierarchy of linearized equations requiring homogenization estimates.

Let us be a bit more explicit. The gradient of the homogenized Lagrangian L
is given by the well-known formula

DpL(p) = E

[ˆ
[0,1]d

DpL
(
p + ∇φp(x), x

)
dx

]

= lim
r→∞

 
Br

DpL
(
p +∇φp(x), x

)
dx, (1.8)

where φp is the first-order corrector with slope p ∈ R
d , that is, it satisfies

⎧
⎪⎨

⎪⎩

−∇ · DpL(p +∇φp(x), x) = 0 in Rd ,

∇φp is Zd -stationary, E

[ˆ
[0,1]d

∇φp(x) dx

]
= 0.

The limit in the second line of (1.8) is to be understood in aP-almost sure sense, and
it is a consequence of the ergodic theorem, which states that macroscopic averages
of stationary fields must converge to their expectations. The formula (1.8) says
that DpL(p) is the flux per unit volume of the first-order corrector with slope p ∈
R
d . It naturally arises when we homogenize the nonlinear equation. We can try to

show that L ∈ C2 by formally differentiating (1.8), which leads to the expression

Dp∂pi L(p) = E

[ˆ
[0,1]d

D2
pL
(
p +∇φp(x), x

) (
ei +∇

(
∂pi φp(x)

))
dx

]
.

If we define the linearized coefficients around �p + φp by

ap(x) := D2
pL
(
p +∇φp(x), x

)

and put ψ
(1)
p,ei := ∂pi φp(x), then we see that ψ

(1)
p,ei is the first-order corrector with

slope ei of the linear equation with coefficients ap:
⎧
⎪⎪⎨

⎪⎪⎩

− ∇ · ap

(
ei +∇ψ(1)

p,ei

)
= 0 in Rd ,

∇ψ(1)
p,ei is Zd -stationary, E

[ˆ
[0,1]d

∇ψp,ei (x) dx

]
= 0.

We call ψ(1)
p,e a first-order linearized corrector. Moreover, we have the formula

Dp∂pi L(p) = E

[ˆ
[0,1]d

ap(x)
(
ei + ∇ψp,ei (x)

)
dx

]
= apei .
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That is, “linearization and homogenization commute”: the Hessian of L at p should
be equal to the homogenized coefficients ap corresponding to the linear equation
with coefficient field ap = D2

pL(p + ∇φp(·), ·). This reasoning is only formal,

but since the right side of the above formula for D2
pL is well-defined (and only

needs qualitative homogenization), we should expect that it should be rather easy
to confirm it rigorously. Moreover, while quantitative homogenization of the origi-
nal nonlinear equation gives us a C0,1 estimate, we should expect that quantitative
homogenization of the linearized equation should give us a C0,1 estimate for dif-
ferences of solutions and a large-scale C1,1 estimate for solutions. This is indeed
the case and was proved in our previous paper [1], where we were motivated by
the goal of obtaining this regularity estimate for differences of solutions in antic-
ipation of its important role in the proof of optimal quantitative homogenization
estimates. Indeed, in the very recent preprint [14], Fischer and Neukamm showed
that this estimate can be combined with spectral gap-type assumptions on the prob-
ability measure to obtain quantitative bounds on the first-order correctors which
are optimal in the scaling of the error.

We may attempt to differentiate the formula for the homogenized Lagrangian
a second time, with the ambition of obtaining a C3 estimate for L , a C2,1 estimate
for solutions and a higher-order improvement of our C0,1 estimate for differences
(which will be a C0,1 estimate for linearization errors): we get

Dp∂pi ∂p j L(p) = E

[ˆ
[0,1]d

ap(x)∇ψ(2)
p,ei ,e j (x) dx

]

+ E

[ˆ
[0,1]d

D3L(p + ∇φp(x), x)
(
ei + ∇ψ(1)

p,ei

) (
e j + ∇ψ(1)

p,e j

)
dx

]
.

If we define the vector field

F2,p,ei ,e j (x) := D3L(p + ∇φp(x), x)
(
ei + ∇ψ(1)

p,ei

) (
e j + ∇ψ(1)

p,e j

)
,

then we see that ψ
(2)
p,ei ,e j is the first-order corrector with slope zero of the linear

equation

−∇ · ap∇ψ(2)
p,ei ,e j = ∇ · F2,p,ei ,e j in Rd , (1.9)

and the formula for the tensor D3
pL becomes

Dp∂pi ∂p j L(p) = E

[ˆ
[0,1]d

ap(x)∇ψ(2)
p,ei ,e j (x)+ F2,p,ei ,e j (x) dx

]
= F2,p,ei ,e j ,

(1.10)
the corresponding homogenized coefficient.Unlike the case for theHessian of L , we
should not expect this formula to be valid under qualitative ergodic assumptions! In-
deed, the qualitative homogenization of (1.9) and thus the validity of (1.10) requires

that F2,p,ei ,e j belong to L2, in the sense that E
[´
[0,1]d
∣∣F2,p,ei ,e j (x)

∣∣2 dx
]

< ∞,
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and due to the product of two first-order correctors we only have L1-type integra-
bility for F2,p,ei ,e j .

1 This is a serious problem which can only be fixed using the
large-scale regularity theory for the first-order linearized equation, and a suitable
bound on the minimal scale X , thereby obtaining a bound in L∞(�0) and hence
L4(�0) for ∇ψ

(1)
p,ei , with at least a fourth moment in expectation. Note that this

also requires some regularity of the Lagrangian L on the smallest scale.
If we differentiate the equation once more in an effort to prove that L ∈ C4, we

will be faced with similar difficulties, this time with the more complicated vector
field

F(3)
p,ei ,e j ,ek (x) := D3L(p +∇φp(x), x)

(
ei +∇ψ(1)

p,ei

)
∇ψ(2)

p,e j ,ek

+ D3L(p + ∇φp(x), x)
(
e j +∇ψ(1)

p,e j

)
∇ψ(2)

p,ei ,ek

+ D3L(p + ∇φp(x), x)
(
ek +∇ψ(1)

p,ek

)
∇ψ(2)

p,ei ,e j

+ D4L(p +∇φp(x), x)
(
ei +∇ψ(1)

p,ei

)

(
e j +∇ψ(1)

p,e j

) (
ek +∇ψ(1)

p,ek

)
.

Notice that the last term has three factors of the first-order linearized correctors
instead of two, and is thus “even further” from being obviously L2 thanwasF(2)

p,ei ,e j .
Homogenizing the third-order linearized equation will therefore require large-scale
regularity estimates for both the first-order and second-order linearized equations,
and one can now see the situation will get worse as the order increases beyond
three. Moreover, proving quantitative homogenization for these equations will also
require some smoothness of the homogenized coefficients associated to the lower-
order equations, due to the needs for the homogenized solutions to be smooth in
quantitative two-scale expansion arguments.

This suggests a bootstrap argument for progressively and simultaneously obtain-
ing (i) the smoothness of L; (ii) the higher-order large-scale regularity of solutions
(and solutions of linearized equations); and (iii) the homogenization of the higher-
order linearized equations and commutation of homogenization and higher-order
linearization. The point of this paper is to formalize this idea and thereby give a
proof of “Hilbert’s 19th problem for homogenization”. Here is a rough schematic
of the argument, as discussed above, which comes in three distinct steps, discussed
in more detail below:

• Homogenization & large-scale C0,1 regularity for the linearized equations up
to order N 
⇒ L ∈ C2+N.

• L ∈ C2+N and large-scale C0,1 regularity for the linearized equations up to
order N 
⇒ homogenization for the linearized equations up to order N+ 1.

• L ∈ C2+N, large-scale C0,1 regularity for the linearized equations up to order
N and homogenization for the linearized equations up to order N + 1 
⇒
large-scale C0,1 regularity for the linearized equations up to order N+ 1.

1 To be pedantic, we actually have L1+δ-type integrability for a tiny δ > 0 by the Meyers
estimate, but this does not help.



640 Scott Armstrong, Samuel J. Ferguson & Tuomo Kuusi

The three implications above are the focus of most of the paper and their proofs
are given in Sections 2–5.

Once this induction argument is completed, we consequently obtain a fullCk,1-
type large scale regularity estimate for solutions of the original nonlinear equation,
generalizing (1.7). Themain question becomes what the replacement forAk should
be, that is, what the “polynomials” should be. We show that these are certain solu-
tions of the system of linearized equations (linearized around a first-order corrector)
exhibitingpolynomial-type growth,whichweclassify byproviding aLiouville-type
result which is part of the statement of the theorem (see the discussion between
the statements of Theorems 1.5 and 1.6, below, for a definition of these spaces,
which are denoted by Wp

n ). The resulting theorem we obtain, which is a version
of the statement of Hilbert’s 19th problem in the context of homogenization, pro-
vides a very precise description of the solutions of (1.1) in terms of the first-order
correctors and the correctors of a hierarchy of linear equations.

We also obtain, as a corollary, the improvement of the scaling of linearization
errors—which is closely related to the regularity of solutions. To motivate this
result, suppose we are given two solutions u, v ∈ H1(BR) of (1.1) in a large ball
(R � 1) which are close to each other in the sense that

‖∇u − ∇v‖L2(BR)  ‖∇u‖L2(BR) . (1.11)

Suppose that we attempt to approximate the difference u − v by the solution w ∈
H1(BR/2) of the linearized problem

⎧
⎨

⎩
− ∇ ·
(
D2

pL(∇u, x)∇w
)
= 0 in BR,

w = v − u on ∂BR .

Then we may ask the question of how small we should expect the first-order lin-
earization error to be. The best answer that we have from deterministic elliptic
regularity estimates is that there exists a small exponent δ(d,	) > 0 such that

‖u − v − w‖L2(BR)

‖u‖L2(BR)

� C

(‖u − v‖L2(BR)

‖u‖L2(BR)

)1+δ

. (1.12)

This can be easily proved for instance using the Meyers gradient L2+δ estimate,
and it is sharp in the sense that it is not possible to do better than the very small
exponent δ. We can say roughly that the space of solutions of (1.1) is a C1,δ

manifold, but no better. Of course, if L does not depend on x , or if R is of order
one and L is smooth in both variables (p, x), then one expects to have the estimate
above with δ = 1 and to be able to prove more precise estimates using higher-order
linearized equations. In fact, this is essentially a reformulation of the statement of
Hilbert’s 19th problem (indeed—seeAppendixE,wherewegive a proof ofHilbert’s
19th problem in its classical formulation by following this line of reasoning).

In this paper we also prove a large-scale version of the quadratic response to
first-order linearization in the context of homogenization, which states that (1.12)
holds with δ = 1 whenever R is larger than a random minimal scale. Moreover,
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we prove a full slate of higher-order versions of this result: see Corollary 1.4.
These results roughly assert that, with probability one, the large-scale structure of
solutions of (1.1) resembles that of a smooth manifold.

In the next two subsections, we state our assumptions and give the precise
statements of the results discussed above.

1.4. Assumptions and Notation

In this subsection, we state the standing assumptions in force throughout the
paper.

We fix following global parameters: the dimension d ∈ N with d � 2, a
constant 	 ∈ [1,∞) measuring the ellipticity, an integer N ∈ N with N � 1
measuring the smoothness of the Lagrangian, and constantsM0,K0 ∈ [1,∞). For
short, we denote

data := (d,	,N,M0,K0).

This allowsus to, for instance, denote constantsC whichdependon (d,	,N,M0,K0)

by simply C(data) instead of C(d,	,N,M0,K0).
The probability space is the set
 of all Lagrangians L : Rd×R

d → R, written
as a function of (p, x) ∈ R

d × R
d , satisfying the following conditions:

(L1) L is 2+N times differentiable in the variable p and, for every k ∈ {2, . . . , 2+
N}, the function Dk

pL is uniformly Lipschitz in both variables and satisfies
[
Dk

pL
]

C0,1(Rd×Rd )
� K0. (1.13)

For k = 1, we assume that, for z ∈ R
d ,

[
DpL(z, ·)]C0,1(Rd )

� K0(1+ |z|). (1.14)

(L2) L is uniformly convex in the variable p: for every p ∈ R
d and x ∈ R

d ,

Id � D2
pL(p, x) � 	Id .

(L3) DpL(0, ·) is uniformly bounded:
∥
∥DpL(0, ·)∥∥L∞(Rd )

� M0.

We define 
 to be the set of all such Lagrangians L:


 := {L : L satisfies (L1), (L2) and (L3)} .
Note that
 depends on the fixed parameters (d,	,N,M0,K0). It is endowed with
the following family of σ -algebras: for each Borel subset U ⊆ R

d , define

F(U ) := the σ -algebra generated by the family of random variables

L �→ L(p, x), (p, x) ∈ R
d ×U.

The largest of these is denoted by F := F(Rd).
We assume that the law of the “canonical Lagrangian” L is a probability mea-

sure P on (
,F) satisfying the following two assumptions:
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(P1) P has a unit range of dependence: for all Borel subsets U, V ⊆ R
d such that

dist(U, V ) � 1,

F(U ) and F(V ) are P-independent.

(P2) P is stationary with respect to Zd -translations: for every z ∈ Z
d and E ∈ F ,

P [E] = P
[
TzE
]
,

where the translation group {Tz}z∈Zd acts on
 by (TzL)(p, x) = L(p, x+z).

The expectation with respect to P is denoted by E.
Since we will be often concerned with measuring the stretched exponential mo-

ments of the random variables we encounter, the following notation is convenient:
for every σ ∈ (0,∞), θ > 0, and random variable X on 
, we write

X � Oσ (θ) ⇐⇒ E

[
exp

((
X+
θ

)σ)]
� 2.

This is essentially notation for an Orlicz norm on (
,P). Some basic properties of
this notation is given in [4, Appendix A].

1.5. Statement of the Main Results

We begin by introducing the higher-order linearized equations. These can be
computed by hand, as we did for the second and third linearized equations in
Section 1.3, but it is convenient to work with more compact formulas. Observe
that, by Taylor’s formula with remainder, we have, for every n ∈ {0, . . . ,N+ 1},

∣
∣∣∣∣
DpL(p0 + h, x)−

n∑

k=0

1

k!D
k+1
p L(p0, x)h

⊗k
∣
∣∣∣∣
� CK

(n + 1)! |h|
n+1 .

Define, for p, x, h1, . . . , hN ∈ R
d and t ∈ R,

G(t, p, h1, . . . , hN, x) :=
N+1∑

k=2

1

k!D
k+1
p L(p, x)

⎛

⎝
N∑

j=1

t j

j !h j

⎞

⎠

⊗k
.

Also define, for each m ∈ {1, . . . ,N+ 1} and p, x, h1, . . . , hm−1 ∈ R
d ,

Fm(p, h1, . . . , hm−1, x) :=
(
∂mt G
)
(0, p, h1, . . . , hm−1, 0, . . . , 0, x) . (1.15)

Observe that F1 ≡ 0 by definition (that is, the right side of the first linearized
equation is zero, as we have already seen).

Our first main result concerns the regularity of the effective Lagrangian L and
states that it has essentially the same regularity in p as we assumed for L .
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Theorem 1.1. (Regularity of L). For every β ∈ (0, 1), the effective Lagrangian L

belongs to C2+N,β
loc (Rd) and, for everyM ∈ [1,∞), there exists C(β,M, data) < ∞

such that ∥∥∥D2L
∥∥∥
CN,β (BM)

� C.

In view of Theorem 1.1, we may introduce homogenized versions of the above
functions. We define, for every p ∈ R

d , {hi }Ni=1 ⊆ R
d and δ ∈ R,

G(t, p, h1, . . . , hN) :=
N+1∑

k=2

1

k!D
k+1
p L(p)

⎛

⎝
N∑

j=1

t j

j !h j

⎞

⎠

⊗k
,

and then, for every m ∈ {1, . . . ,N+ 1} and {hi }m−1i=1 ⊆ R
d ,

Fm(p, h1, . . . , hm−1) :=
(
∂mt G
)
(0, p, h1, . . . , hm−1, 0, . . . , 0) . (1.16)

As above, we have that F1 ≡ 0 by definition.
In the next theorem, we present a statement concerning the commutability of

homogenization and higher-order linearizations. It generalizes [1, Theorem 1.1],
which proved the result in the case N = 1.

Theorem 1.2. (Homogenization of higher-order linearized equations).
Let n ∈ {0, . . . ,N}, δ ∈ (0, 1

2

]
, M ∈ [1,∞), and U1, . . . ,Un+1 ⊆ R

d be a
sequence of bounded Lipschitz domains satisfying

Um+1 ⊆ Um, ∀m ∈ {1, . . . , n} . (1.17)

There exist σ(data) > 0, α ({Um}, δ, data) > 0, C ({Um},M, δ, data) < ∞, and a
random variable X satisfying

X = Oσ (C) (1.18)

such that the following statement is valid. Let ε ∈ (0, 1], f ∈ W 1,2+δ(U0) be such
that

‖∇ f ‖L2+δ(U1)
� M,

and, for each m ∈ {1, . . . , n + 1}, fix gm ∈ W 1,2+δ(Um) and let uε ∈ H1(U1)

and the functions wε
1 ∈ H1(U1), w

ε
2 ∈ H1(U2), . . . , w

ε
n+1 ∈ H1(Un+1) satisfy,

for every m ∈ {1, . . . , n + 1}, the Dirichlet problems
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

− ∇ · (DpL
(∇uε, x

ε

)) = 0 in U1,

uε = f, on ∂U1,

− ∇ ·
(
D2

pL
(∇uε, x

ε

)∇wε
m

)
= ∇ · (Fm(∇uε,∇wε

1, . . . ,∇wε
m−1, x

ε
)
)

in Um ,

wε
m = gm on ∂Um .

(1.19)



644 Scott Armstrong, Samuel J. Ferguson & Tuomo Kuusi

Finally, let u ∈ H1(U1) and, for every m ∈ {1, . . . , n + 1}, the function wm ∈
H1(Um) satisfy the homogenized problems
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

−∇ · DL (∇u) = 0 in U1,

u = f on ∂U1,

−∇ ·
(
D2L (∇u)∇wm

)
= ∇ · (Fm (∇u,∇w1, . . . ,∇wm−1)

)
in Um,

wm = gm on ∂Um .

(1.20)
Then, for every m ∈ {1, . . . , n + 1}, we have the estimate

∥∥∇wε
m −∇wm

∥∥
H−1(Um )

� X εα
m∑

j=1

∥∥∇g j
∥∥

m
j

L2+δ(Uj )
. (1.21)

Observe that, due to the assumed regularity of L in the spatial variable and the
Schauder estimates, the vector fields Fm(∇uε,∇wε

1, . . . ,∇wε
m−1,

x
ε
) on the right

side of the equations forwm in (1.19) belong to L∞(Um). In particular, they belong
to L2(Um) and therefore the Dirichlet problems in (1.19) are well-posed in the
sense that the solutions wm belong to H1(Um). Of course, this regularity given by
the application of the Schauder estimate depends on ε (and indeed the constants
blow up like a large power of ε−1) and therefore this remark is not very useful as a
quantitative statement. To prove the homogenization result for the mth linearized
equation, we will need to possess much better bounds on these vector fields, which
amounts to better regularity on the solutions ∇u,∇w1, . . . ,∇wm−1.

This is the reason we must prove Theorems 1.1 and 1.2 at the same time (in
an induction on the order m of the linearized equation and of the regularity of
D2L) as the following result on the large-scale regularity of solutions of the lin-
earized equations and of the linearization errors. Its statement is a generalization of
the large-scale C0,1 estimates for linearized equation and differences of solutions
proved in [1].

As mentioned above, throughout the paper we use the following notation for
volume-normalized L p norms: for each p ∈ [1,∞), U ⊆ R

d with |U | < ∞ and
f ∈ L p(U ),

‖ f ‖L p(U ) :=
( 

U
| f |p dx

) 1
p = |U |− 1

p ‖ f ‖L p(U ) .

Theorem 1.3. (Large-scale C0,1 estimates for the linearized equations).
Let n ∈ {0, . . . ,N}, q ∈ [2,∞), andM ∈ [1,∞). Then there exist σ(q, data) >

0, a constant C(q,M, data) < ∞ and a random variableX satisfyingX � Oσ (C)

such that the following statement is valid. For R ∈ [2X ,∞)andu, v, w1, . . . , wn+1
∈ H1(BR) satisfying, for every m ∈ {1, . . . , n + 1},
⎧
⎪⎪⎨

⎪⎪⎩

‖∇u‖L2(BR) ∨ ‖∇v‖L2(BR) � M

−∇ · (DpL(∇u, x)
) = 0 and − ∇ · (DpL(∇v, x)

) = 0 in BR,

−∇ ·
(
D2

pL (∇u, x)∇wm

)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wm−1, x)) in BR,
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and defining, for m ∈ {0, . . . , n}, the mth order linearization error ξm ∈ H1(BR)

by

ξm := v − u −
m∑

k=1

1

k!wk,

then we have, for every r ∈ [X , 1
2 R
]
and m ∈ {0, . . . , n}, the estimates

‖∇wm+1‖Lq (Br ) � C
m+1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m+1
i

(1.22)

and

‖∇ξm‖Lq (Br )

� C
m∑

i=0

(
1

R

∥
∥ξi − (ξi )BR

∥
∥
L2(BR)

) m+1
i+1 + C

m∑

i=1

(
1

R

∥
∥wi − (wi )BR

∥
∥
L2(BR)

) m+1
i

.

(1.23)

The main interest in the above theorem is the case of the exponent q = 2.
However, we must consider arbitrarily large exponents q ∈ [2,∞) in order for the
induction argument to work. In particular, in order to show that Theorem 1.3 for
some n implies Theorem 1.2 for n+1, we need to consider potentially very large q
(depending on n).

As mentioned above, Theorems 1.1, 1.2 and 1.3 are proved together in an
induction argument. Each of the theorems has already been proved in the caseN = 0
and q = 2 in our previous paper [1]. The integrability in Theorem 1.3 is upgraded
to q ∈ (2,∞) in Propositions 4.7 and 5.1 below for w1 and ξ0, respectively. These
serve as the base case of the induction. The main induction step is comprised of the
following three implications:

• Regularity of L (Section 2). We show that if Theorems 1.1, 1.2 and 1.3 are
valid for some n ∈ {0, . . . ,N − 1}, then Theorems 1.1 is valid for n + 1.
The argument essentially consists of differentiating the corrector equation for
thenth linearized equation in the parameter p. However, the reader should not be
misled into expecting a simple argument based on the implicit function theorem.
Due to the lack of sufficient spatial integrability of the vector fields Fm , it is
necessary to use the large-scale regularity theory (that is, the assumed validity
of Theorem 1.3 for n) to complete the argument.

• Homogenization of higher-order linearized equations (Section 3). We argue,
for n ∈ {0, . . . ,N− 1}, that if Theorem 1.1 is valid for n+ 1 and Theorems 1.2
and 1.3 are valid for n, then Theorems 1.2 is valid for n+1. The regularity of L
allows us to write down the homogenized equation, while the homogenization
and regularity estimates for the previous linearized equations allowus to localize
the heterogeneous equation; that is, approximate it with another equation which
has a finite range of dependence and bounded coefficients. This allows us to
apply homogenization estimates from [4].
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• Large-scale C0,1 regularity of linearized solutions and linearization errors
(Sections 4 and 5). We argue, for n ∈ {0, . . . ,N − 1}, that if Theorems 1.1
and 1.2 are valid for n + 1 and Theorem 1.3 is valid for n, then we may
conclude that Theorem 1.3 is also valid for n + 1. Here we use the method
introduced in [6] of applying a quantitative excess decay iteration, based on
the “harmonic” approximation provided by the quantitative homogenization
statement. This estimate controls the regularity of the wm’s on “large” scales
(that is, larger than a multiple of the microscopic scale). To obtain Lq -type
integrability for∇wm , it is also necessary to control the small scales, and for this
we apply deterministic Calderón–Zygmund-type estimates (this is our reason
for assuming L possesses some small-scale spatial regularity). The estimates for
the linearization errors ξm−1 are then obtained as a consequence by comparing
them to wm .

From a high-level point of view, the induction argument summarized above
resembles the resolution of Hilbert’s 19th problem on the regularity of minimizers
of integral functionals with uniformly convex and smooth integrands. The previous
three theorems allow us to prove the next two results, which can be considered as
resolutions of Hilbert’s 19th problem in the context of homogenization.

The first is the following result on precision of the higher-order linearization
approximations which matches the one we have in the constant-coefficient case, as
discussed near the end of Section 1.3:

Corollary 1.4. (Large-scale estimates of linearization errors). Fix n ∈ {0, . . . ,N},
M ∈ [1,∞) and let U0,U1, . . . ,Un ⊆ R

d be a sequence of bounded Lipschitz
domains satisfying

Um+1 ⊆ Um, ∀m ∈ {1, . . . , n − 1} . (1.24)

There exist constants σ(data) ∈ (0, 1
2

]
, C({Um},M, data) < ∞ and a random

variable X satisfying
X = Oσ (C)

such that the following statement is valid. Let r ∈ [X ,∞), n ∈ {1, . . . ,N} and
u, v ∈ H1(rU0) satisfy
{ − ∇ · (DpL(∇u, x)

) = 0 and − ∇ · (DpL(∇v, x)
) = 0 in rU0,

‖∇u‖L2(rU0)
∨ ‖∇v‖L2(rU0)

� M,

and recursively definewm ∈ H1(rUm), for every m ∈ {1, . . . , n}, to be the solution
of the Dirichlet problem
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−∇ ·
(
D2

pL (∇u, x)∇wm

)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wm−1, x)) in rUm,

wm = v − u −
m−1∑

k=1

1

k!wk on r∂Um .

(1.25)
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Then, for every m ∈ {1, . . . , n},
∥∥
∥∥∥
∇v −∇

(

u +
m∑

k=1

1

k!wk

)∥∥
∥∥∥
L2(rUm )

� C
(
‖∇u − ∇v‖L2(rU0)

)m+1
. (1.26)

Corollary 1.4 is an easy consequence of the previous theorems stated above. Its
proof is presented in Section 6.

The analysis of the linearized equations presented in the theorems above allow
us to develop a higher regularity theory for solutions of the nonlinear equation
on large scales, in analogy to the role of the Schauder theory in the resolution of
Hilbert’s 19th problem on the regularity of solutions of nonlinear equations with
smooth (or constant) coefficients. This result generalizes the large-scale C1,1-type
estimate proved in our previous paper [1] to higher-order regularity as well as the
result in the linear case [4, Theorem 3.6].

Before giving the statement of this result, we introduce some additional notation
and provide some motivational discussion. Given a domain U ⊆ R

d , we define

L(U ) :=
{
u ∈ H1

loc(U ) : −∇ · DpL(∇u, x) = 0 in U
}

.

This is the set of solutions of the nonlinear equation in the domain U , which we
note is a stochastic object. We next define L1 to be the set of global solutions of
the nonlinear equation which exhibit at most linear growth at infinity:

L1 :=
{
u ∈ L(Rd) : lim sup

r→∞
r−1 ‖u‖L2(Br )

< ∞
}

.

For each p ∈ R
d , we denote the affine function �p by �p(x) := p · x . Observe

that if the difference of two elements of L1 has strictly sublinear growth at infinity,
it must be constant, by the C0,1-type estimate for differences (the estimate (1.23)
with m = 0). Therefore the following theorem, which was proved in [1], gives a
complete classification of L1.

Theorem 1.5. (Large-scale C1,1-type estimate [1, Theorem 1.3]).
Fixσ ∈ (0, d)andM ∈ [1,∞). There exist δ(σ, d,	) ∈ (0, 1

2

]
,C(M, σ, data) <

∞ and a random variable Xσ which satisfies the estimate

Xσ � Oσ (C) (1.27)

such that the following statements are valid:

(i) For every u ∈ L1 satisfying lim supr→∞ 1
r

∥∥u − (u)Br
∥∥
L2(Br )

� M, there exist

an affine function � such that, for every R � Xσ ,

‖u − �‖L2(BR) � CR1−δ.

(ii) For every p ∈ BM, there exists u ∈ L1 satisfying, for every R � Xσ ,
∥∥u − �p

∥∥
L2(BR)

� CR1−δ.
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(iii) For every R � Xs and u ∈ L(BR) satisfying 1
R

∥
∥u − (u)BR

∥
∥
L2(BR)

� M, there
exists φ ∈ L1 such that, for every r ∈ [Xσ , R],

‖u − φ‖L2(Br )
� C
( r
R

)2
inf

ψ∈L1

‖u − ψ‖L2(BR) . (1.28)

Statements (i) and (ii) of the above theorem, which give the characterization
of L1, can be considered as a first-order Liouville-type theorem. In the case of
deterministic, periodic coefficient fields, this result was proved by Moser and
Struwe [23], who generalized the result of Avellaneda and Lin [8] in the linear
case. Part (iii) of the theorem is a quantitative version of this Liouville-type result,
which we call a “large-scale C1,1 estimate” since it states that, on large scales,
an arbitrary solution of the nonlinear equation can be approximated by an ele-
ments of L1 with the same precision as harmonic functions can be approximated
by affine functions. It can be compared to similar statements in the linear case (see
for instance [4,17]).

In this paperwe prove a higher-order version of Theorem1.5.Wewill show that,
just as a harmonic function can be approximated locally by harmonic polynomials,
we can approximate an arbitrary element of L(BR) by elements of a random set
of functions which are the natural analogue of harmonic polynomials. In order to
state this result, we must first define this space of functions.

Let us first discuss the constant-coefficient case. If L is a smooth Lagrangian,
we know from the resolution of Hilbert’s 19th problem that solutions of −∇ ·
DpL(∇u) = 0 are smooth and thus may be approximated by a Taylor expansion
at each point. One may then ask, can we characterize the possible Taylor polyno-
mials? In Appendix E we provide such a characterization in terms of the linearized
equations. The quadratic part is an ap := D2L(p)-harmonic polynomial and the
higher-order polynomials satisfy the equations the linearized equations, involving
the Fm’s as right hand sides. More precisely, for each p ∈ R

d and n ∈ N, we set

W
p,hom
n :=

{
(w1, . . . , wn) ∈ H1

loc(R
d;Rn) : for m ∈ {1, . . . , n} we have

lim
r→0

r−m ‖wm‖L2(Br )
= 0, lim

R→∞ R−1−m ‖∇wm‖L2(BR) = 0,

−∇ · (ap∇wm
) = ∇ · Fm (p,∇w1, . . . ,∇wm−1)

}
.

It is not too hard to show that W
p,hom
n ⊆ Phom

2 × · · · × Phom
n+1 , where Phom

j stands
for homogeneous polynomials of degree j . Indeed, we see, by Liouville’s theorem,
that w1 is an ap-harmonic polynomial of degree two. More importantly, according
to Appendix E, we have that if u solves −∇ · DpL(∇u) = 0 in the neighborhood
of origin, and we set p = ∇u(0) and wm(x) := 1

m+1∇m+1u(0) x⊗(m+1), then

(w1, . . . , wn) ∈W
p,hom
n .

In particular, wm is a sum of a special solution of

∇ · (ap∇wm + Fm (p,∇w1, . . . ,∇wm−1)
) = 0
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inPhom
m+1 and an ap-harmonic polynomial inPhom

m+1 . For our purposes it is convenient
to relax the growth condition at the origin and define simply

W
p
n :=
{
(w1, . . . , wn) ∈ P2 × · · · × Pn+1 : for m ∈ {1, . . . , n} we have

lim
R→∞ R−1−m ‖∇wm‖L2(BR) = 0,

− ∇ · (ap∇wm
) = ∇ · Fm (p,∇w1, . . . ,∇wm−1)

}
.

With this definition, we lose the homogeneity of polynomials. Following the ap-
proach in [4, Chapter 3], it is natural to define heterogeneous versions of these
spaces by

Wp
n :=
{
(w1, . . . , wn) ∈ H1

loc(R
d ;Rn) : for m ∈ {1, . . . , n} we have

lim sup
R→∞

R−1−m ‖∇wm‖L2(BR) = 0,

− ∇ ·
(
D2

pL(p + ∇φp, ·)∇wm

)
= ∇ · Fm

(
p + ∇φp,∇w1, . . . ,∇wm−1, ·

) }
,

that is, the tuplets of heterogeneous solutions with prescribed growth. Here �p+φp

is the unique element of L1 (up to additive constants) satisfying

lim
r→∞

1

r

∥∥φp
∥∥
L2(Br )

= 0.

In other words, φp is the first-order corrector with slope p: see Lemma 2.10.
The next theorem gives a higher-order Liouville-type result which classifies

the spacesWp
n and states that they may be used to approximate any solution of the

nonlinear equation with the precision of a Cn,1 estimate.

Theorem 1.6. (Large-scale regularity). Fix n ∈ {1, . . . ,N} andM ∈ [1,∞). There
exist constants σ(n,M, data), δ(n, data) ∈ (0, 1

2

]
and a random variable X satis-

fying the estimate

X � Oσ (C(n,M, d,	)) (1.29)

such that the following statements hold:

(i)n There exists a constant C(n,M, data) < ∞ such that, for every p ∈ BM

and (w1, . . . , wn) ∈Wp
n , there exists (w1, . . . , wn) ∈W

p
n such that, for every

R � X and m ∈ {1, . . . , n},

‖wm − wm‖L2(BR) � CR1−δ

(
R

X
)m m∑

i=1

(
1

X ‖wi‖L2(BX )

)m
i

. (1.30)

(ii)n For every p ∈ BM and (w1, . . . , wn) ∈ W
p
n , there exists (w1, . . . , wn) ∈

Wp
n satisfying (1.30) for every R � X and m ∈ {1, . . . , n}.
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(iii)n There exists C(n,M, data) < ∞ such that, for every R � X and v ∈
L(BR) satisfying ‖∇v‖L2(BR) � M, there exist p ∈ BC and (w1, . . . , wn) ∈
Wp

n such that, defining

ξk(x) := v(x)− p · x − φp(x)−
k∑

i=1

wi

i ! ,

we have, for every r ∈ [X , 1
2 R
]
and k ∈ {0, 1, . . . , n}, the following estimates:

k∑

i=0

(
‖∇ξi‖L2(Br )

) k+1
i+1 � C

( r
R

)k+1 k∑

i=0

(
1

R

∥
∥ξi − (ξi )BR

∥
∥
L2(BR)

) k+1
i+1

(1.31)
and

‖∇ξk‖L2(Br )
� C
( r
R

)k+1 1

R
inf

φ∈L1

‖v − φ‖L2(BR) . (1.32)

The proof of Theorem 1.6 is given in Section 7.
We conclude this introduction with some comments about the possibility of

generalizing our results in two different directions. First, it is not possible that our
results can be extended from the scalar case to general nonlinear elliptic systems.
Indeed, for even for constant-coefficient, analytic Lagrangians exhibiting uniform
ellipticity and quadratic growth, there are explicit counterexamples (in dimensions
larger than two) demonstrating that solutions may not even be Lipschitz: see for
instance the dark side survey [22, Sections 3.3 & 3.4]. However, our arguments
readily adapt in certain situations special cases (as might be expected), such as
the two dimensional case or under an assumption that L has a particular form
such as an Uhlenbeck-type structure (see [22, Section 4.7]). Roughly speaking,
if one can identify conditions under which constant-coefficient elliptic systems
have C1 regularity, and these conditions are preserved by homogenization, then
our techniques should be expected to apply.

Second, onemight wonder whether it is possible to develop an analogous theory
(in the scalar case) for functionals exhibiting non-quadratic growth, for example
heterogeneous versions of the p-Laplacian for p ∈ (1,∞)\{2}, under assumptions
such as [22, (2.20)]. This is indeed an interesting problem which seems to be wide
open.Of course, qualitative homogenization iswell-known in such a setting [11,12].
The main roadblock at the present time to establishing a quantitative theory of
homogenization, as well as a large-scale regularity theory, is a better understanding
of the homogenizedLagrangian. In particular,wewould need to show that ellipticity
and growth assumptions such as [22, (2.20)] are preserved by homogenization,
without which there is no hope for higher regularity. To our knowledge this is open
even in the periodic setting.

Appendices C–E of this paper contain estimates for constant-coefficient equa-
tions which are essentially known but not to our knowledge written anywhere. We
also collect some auxiliary estimates and computations in Appendices A and B.
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2. Regularity Estimates for the Effective Lagrangian

In this section, we suppose that n ∈ {0, . . . ,N− 1} is such that
the statements of Theorems 1.1, 1.2 and 1.3 are valid for n. (2.1)

The goal is to prove Theorem 1.1 for n + 1.
We proceed by constructing the linearized correctors ψ

(m)
p,h up to m = n + 2

and relate the correctors of different orders to each other via differentiation in the
parameter p. We show that these results allow us to improve the regularity of D2L
up to Cn+1,β and obtain the statement of Theorem 1.1 for n + 1. In particular, this
allows us to define the effective coefficient Fn+1. We also give formulas for the
derivatives of L and for Fm in terms of the correctors, which allow us to relate them
to each other and show that (1.16) holds.

2.1. The First-Order Correctors and Linearized Correctors

In this subsection we construct the linearized correctors up to order n + 2.
For each p ∈ R

d , we define φp to be the first-order corrector of the nonlinear
equation, that is, the unique solution of

⎧
⎪⎨

⎪⎩

−∇ · (DpL
(
p + ∇φp(x), x

)) = 0 in Rd ,

∇φp is Zd -stationary, and E

[ˆ
�0

∇φp(x) dx

]
= 0.

(2.2)

The existence and uniqueness (up to additive constants) of the first-order correc-
tor φp is classical: it can be obtained from a variational argument (applied to an
appropriate function space of stationary functions. Alternatively, it can be shown
(following the proof given in [4, Section 3.4]) that the elements of L1, which was
characterized in Theorem 1.5 above (which was proved already in [1]), have sta-
tionary gradients.

We define the coefficient field ap(x) to be the coefficients for the linearized
equation around the solution x �→ p · x + φp(x):

ap(x) := D2
pL
(
p + ∇φp(x), x

)
.

Given p, h ∈ R
d , we define the first linearized corrector ψ

(1)
p,h to satisfy

⎧
⎪⎪⎨

⎪⎪⎩

−∇ ·
(

ap(x)
(
h + ∇ψ

(1)
p,h

))
= 0 in Rd ,

∇ψ
(1)
p,h is Zd -stationary, and E

[ˆ
�0

∇ψ
(1)
p,h(x) dx

]
= 0.

In other words, ψ
(1)
p,h is the first-order corrector with slope h for the equation

which is the linearization around the first-order corrector x �→ p · x + φp(x).
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For m ∈ {2, . . . ,N + 2}, we define the mth linearized corrector to be the unique
(modulo additive constants) random field ψ

(m)
p,h satisfying

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

− ∇ ·
(

ap(x)∇ψ
(m)
p,h

)

= ∇ · Fm

(
p + ∇φp(x), h +∇ψ

(1)
p,h,∇ψ

(2)
p,h(x), . . . ,∇ψ

(m−1)
p,h (x), x

)
in Rd ,

∇ψ
(m)
p,h is Zd -stationary, and E

[ˆ
�0

∇ψ
(m)
p,h (x) dx

]
= 0.

(2.3)
In other words,ψ(m)

p,h is the corrector with slope zero for themth linearized equation

around x �→ p · x + φp(x) and x �→ h · x + ψ
(1)
p,h(x), x �→ ψ

(2)
p,h(x), . . . , x �→

ψ
(m−1)
p,h (x). Notice that this gives us the complete collection of correctors for the

latter equation, since by linearity we observe thatψ(m)
p,h +ψ

(1)
p,h′ is the corrector with

slope h′. Furthermore, by the linearity of the map h �→ h+∇ψ
(1)
p,h(x), it is easy to

see from the structure of the equations of ψ
(m)
p,h that, for p, h ∈ R

d , and t ∈ R,

∇ψ
(m)
p,th = tm∇ψ

(m)
p,h . (2.4)

For p, h ∈ R
d , we define

f (k)
p,h := Fk

(
p +∇φp, h + ∇ψ

(1)
p,h,∇ψ

(2)
p,h, . . . ,∇ψ

(k−1)
p,h , ·

)
. (2.5)

By (2.4), we have that

f (k)
p,h = |h|kf (k)

p,h/|h|
We first show that the the problem (2.3) for themth linearized corrector is well-

posed form ∈ {2, . . . , n+1}. This is accomplished by checking, inductively, using
our hypothesis (2.1) (and in particular the validity of Theorem 1.3 for m � n),
that we have appropriate estimates on the vector fields Fm(· · · ) on the right side.
We have to make this argument at the same time that we obtain estimates on
the smoothness of the correctors ψ

(m)
p,h as functions of p. In fact, we prove that

∇ψ
(m+1)
p,h = h · Dp∇ψ

(m)
p,h , which expressed in coordinates is

∇ψ
(m+1)
p,h =

d∑

i=1
hi∂pi∇ψ

(m)
p,h .

We will also obtain C0,1-type bounds on the linearized correctors, which together
with the previous display yields good quantitative control on the smoothness of the
correctors in p.

Before the main statements, let us collect a few preliminary elementary results
needed in the proofs. The following lemma is well-known and can be proved by
the Lax–Milgram lemma (see for instance [21, Chapter 7]).
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Lemma 2.1. Let a(·) be a Z
d-stationary random field valued in the symmetric

matrices satisfying the ellipticity bound Id � a � 	Id . Suppose that f is a Z
d-

stationary, Rd-valued random field satisfying

E

[
‖f‖2

L2(�0)

]
< ∞.

Then there exists a unique random potential field ∇z satisfying
⎧
⎪⎨

⎪⎩

−∇ · a∇z = ∇ · f in Rd

∇z is Zd-stationary, and E

[ˆ
�0

∇z(x) dx
]
= 0.

and, for a constant C(d,	) < ∞, the estimate

E

[
‖∇z‖2

L2(�0)

]
� C E

[
‖f‖2

L2(�0)

]
.

Next, a central object in our analysis is the quantity Fm defined in (1.15). Fix
m ∈ {2, . . . ,N + 1} and x, p, h1, . . . , hm−1 ∈ R

d . One can easily read from the
definition that we have

Fm(p, h1, . . . , hm−1, x) = m!
∑

2� j≤m

1

j !D
j+1
p L(p, x)

∑

i1+···i j=m
i1,...,i j�1

j∏

k=1

h⊗1ik

ik ! . (2.6)

It then follows, by Young’s inequality, that there exists C(m, data) < ∞ such that

|Fm(p, h1, . . . , hm−1, x)| � C
m−1∑

i=1
|hi |mi . (2.7)

We have, similarly, that

[
Fm(·, h1, . . . , hm−1, x)

]
C0,1(Rn)

� C
m−1∑

i=1
|hi |mi (2.8)

and, for k ∈ {1, . . . ,m − 1},
∣
∣DhkFm(p, h1, . . . , hm−1, x)

∣
∣ � C

m−k∑

i=1
|hi |m−ki . (2.9)

Using these we get, for x, p, p̃, h1, h̃1, . . . , hm−1, h̃m−1 ∈ R
d ,

∣
∣∣Fm(p, h1, . . . , hm−1, x)− Fm( p̃, h̃1, . . . , h̃m−1, x)

∣
∣∣

� C |p − p̃|
m−1∑

i=1

(
|hi | +

∣
∣∣h̃i
∣
∣∣
)m

i + C
m−1∑

i=1

∣
∣∣hi − h̃i

∣
∣∣
m−i∑

j=1

(∣∣h j
∣∣+
∣
∣∣h̃ j

∣
∣∣
)m−i

j
.

(2.10)



654 Scott Armstrong, Samuel J. Ferguson & Tuomo Kuusi

Therefore, by Young’s inequality, we get, for all δ > 0,

∣∣
∣Fm(p, h1, . . . , hm−1, x)− Fm( p̃, h̃1, . . . , h̃m−1, x)

∣∣
∣

� C (|p − p̃| + δ)

m−1∑

i=1

(
|hi | +

∣∣∣h̃i
∣∣∣
)m

i + Cδ

m−1∑

i=1

(
δ−1
∣∣∣hi − h̃i

∣∣∣
)m

i
. (2.11)

Furthermore, as we will be employing an induction argument in m, it is useful to
notice that the leading term in Fm has a simple form, and we have

Fm(p, h1, . . . , hm−1, x) = mD3
pL(p, x)h⊗1m−1h

⊗1
1 + F̃m(p, h1, . . . , hm−2, x),

(2.12)
with F̃2 = 0.Moreover, as is shown inAppendixB, if, for p, h ∈ R

d , t �→ g(p+th)

ism times differentiable at t = 0 and noticing that sincem � N+ 1, p �→ L(p, x)
is in Cm+2, then

Fm+1(g(p), Dpg(p)h⊗1, . . . , Dm
p g(p)h⊗m, x)

= Dp

(
Fm(g(p), Dpg(p)h⊗1, . . . , Dm−1

p g(p)h⊗(m−1), x)
)
· h

+ Dp

(
D2

pL(g(p), x)
)
h⊗1
(
Dm

p g(p)h⊗m
)⊗1

. (2.13)

Our first result in this section gives direct consequences of (2.1) for estimates
on the first-order correctors and linearized correctors.

Theorem 2.2. (Quantitative estimates on linearized correctors). Assume (2.1) is
valid. Fix M ∈ [1,∞). For every m ∈ {2, . . . , n + 1} and p, h ∈ R

d , there exists
a function ψ

(m)
p,h satisfying (2.3). Moreover, there exist constants C(M, data) < ∞

and σ(n, d,	) ∈ (0, 1
2

]
and a random variable X satisfying X � Oσ (C) such

that the following statement is valid. For every p ∈ BM, h ∈ B1, m ∈ {1, . . . , n},
and r � X ,

∥∥∥∥∥
∇φp+h −

(

∇φp + h +
m∑

k=1

1

k!∇ψ
(k)
p,h

)∥∥∥∥∥
L2(Br )

� C |h|m+1 (2.14)

and, for every p ∈ BM, h ∈ B1, m ∈ {1, . . . , n + 1} and r � X ,

∥∥
∥∇ψ

(m)
p,h

∥∥
∥
L2(Br )

� C |h|m . (2.15)

Finally, for q ∈ [2,∞)and m ∈ {1, . . . , n + 1}, there exist constants δ(m, d,	) ∈(
0, 1

2

]
and C(q,m,M, data) < ∞ such that, for every p ∈ BM and h ∈ B1,

∥∥∥∇ψ
(m)
p,h

∥∥∥
Lq (�0)

� Oδ

(
C |h|m) . (2.16)
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Proof. Set, for m ∈ {1, . . . , n + 1},

ξ0 := (p + h) · x + φp+h(x)− (p · x + φp(x)) and ξm := ξ0 −
m∑

k=1

1

k!ψ
(k)
p,h .

We first collect two consequences of Theorem 1.3 assumed for n. Fix q ∈ [2,∞).
Theorem 1.3 implies that there is a minimal scale X such that (1.22) and (1.23)
are valid with q(n + 1) instead of q and for every r ∈ [X , 1

2 R
]
. Hence, for every

r ∈ [X , 1
2 R
]
and m ∈ {0, . . . , n}, we get the estimates

∥∥∥∇ψ
(m+1)
p,h

∥∥∥
Lq(n+1)(Br )

� C
m+1∑

i=1

(∥∥∥∇ψ
(i)
p,h

∥∥∥
L2(BR)

)m+1
i

(2.17)

and

‖∇ξm‖Lq(n+1)(Br ) � C
m−1∑

i=0

(
‖∇ξi‖L2(BR) +

∥∥∥∇ψ
(i+1)
p,h

∥∥∥
L2(BR)

)m+1
i+1

. (2.18)

On the other hand, using (2.7) we obtain

∣∣∣f (m)
p,h

∣∣∣ � C
m−1∑

i=1

∣∣∣∇ψ
(i)
p,h

∣∣∣
m
i

.

In particular, it follows by (2.17) that, for m ∈ {1, . . . , n + 2}, R > 2X and
r ∈ [X , 1

2 R),
∥∥∥f (m)

p,h

∥∥∥
Lq (Br )

� C
m−1∑

i=1

∥∥∥∇ψ
(i)
p,h

∥∥∥
m
i

L2(BR)
.

Since ∇ψ
(i)
p,h is Zd -stationary random field, we have by the ergodic theorem, after

sending R →∞, that a.s.

∥∥∥f (m)
p,h

∥∥∥
Lq (X�0)

� C
m−1∑

i=1
E

[∥∥∥∇ψ
(i)
p,h

∥∥∥
2

L2(�0)

] m
2i

.

Furthermore, byLemma2.1 and the previous displaywe get, form ∈ {1, . . . , n+2},
that

E

[∥∥
∥∇ψ

(m)
p,h

∥∥
∥
2

L2(�0)

]
� CE

[∥∥
∥f (m)

p,h

∥∥
∥
2

L2(�0)

]

� CE

[
X d
∥∥∥f (m)

p,h

∥∥∥
2

L2(Xm�0)

]
� C

m−1∑

i=1
E

[∥∥∥∇ψ
(i)
p,h

∥∥∥
2

L2(�0)

] m
i

.

Observe that the limiting behavior of ξ0 and ψ
(1)
p,h can be identified via their equa-

tions

−∇ · (ãp
(
h +∇(φp+h − φp)

)) = 0 and − ∇ ·
(

ap

(
h +∇ψ

(1)
p,h)
))
= 0
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respectively, where

ãp :=
ˆ 1

0
D2

pL
(
p + th + t∇φp+h + (1− t)∇φp, ·

)
dt.

By Z
d -stationary of ∇φp and ∇φp+h , implying Z

d -stationarity of ap and ãp, we
may apply Lemma 2.1 to obtain

E

[
‖∇ξ0‖2L2(�0)

+
∥∥∥∇ψ

(1)
p,h

∥∥∥
2

L2(�0)

] 1
2

� C |h|.

It then follows inductively that, for m ∈ {1, . . . , n + 2},

E

[∥
∥∥∇ψ

(m)
p,h

∥
∥∥
2

L2(�0)

] 1
2

� C |h|m .

Using this together with the ergodic theorem and (2.17), (2.18), we obtain induc-
tively, for q ∈ [2,∞), m ∈ {0, . . . , n + 1} and r � X ,

∥∥∥∇ψ
(m)
p,h

∥∥∥
Lq (Br )

� Cq |h|m and ‖∇ξm−1‖Lq (Br ) � C |h|m .

Now (2.16) follows by giving up a volume factor. The proof is complete. ��
We next show, again using (2.1), that the corrector ψ

(n+2)
p,h satisfies an L2-type

gradient estimate.

Lemma 2.3. Assume (2.1) is valid. LetM ∈ [1,∞). Suppose that p ∈ BM and h ∈
B1. There existsψ

(n+2)
p,h satisfying (2.3) for m = n+2 and a constant C(n,M, data)

such that

E

[∥∥∥∇ψ
(n+2)
p,h

∥∥∥
2

L2(�0)

] 1
2

� C |h|n+2.

Proof. The result follows directly by Lemma 2.1 and (2.16) using (2.7). ��
Lemma 2.4. Assume (2.1) is valid. Suppose that p ∈ BM and h ∈ B1. Then, for
m ∈ {1, . . . , n + 1}, we have, a.s. and almost everywhere,

∇ψ
(m+1)
p,h =

d∑

i=1
hi∂pi∇ψ

(m)
p,h . (2.19)

Moreover, for β ∈ (0, 1) and m ∈ {1, . . . , n + 1}, there exists C(β,m,M, data) <

∞ such that, for t ∈ (−1, 1),

E

[∥∥∥∇ψ
(m)
p+th,h −∇ψ

(m)
p,h − t∇ψ

(m+1)
p,h

∥∥∥
2

L2(�0)

] 1
2

� C |h|m+1|t |1+β. (2.20)

For m ∈ {1, . . . , n}, we can take β = 1 in (2.20). Finally, we have, for m ∈
{1, . . . , n + 2}, that, a.s. and almost everywhere,

fm+1p,h = (Dpap · h
)∇ψ

(m)
p,h + Dpfmp,h · h. (2.21)
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Proof. Fix p ∈ R
d and, without loss of generality, h ∈ ∂B1. By (2.14) we have that

p �→ p+∇φp(x) isCn and D j
p∇φp(x)h⊗ j = ψ

( j)
p,h for every j ∈ {2, . . . , n} almost

surely for almost every x . Thus (2.20) is valid with β = 1 for m ∈ {1, . . . , n − 1}
and, by (2.13),

fn+1p,h =
(
Dpfnp,h + Dpap

(
∇ψ

(n)
p,h

)⊗1) · h. (2.22)

We denote, in short, for t �= 0,

ζ
(n)
p,h,t :=

1

t

(
ψ

(n)
p+th,h − ψ

(n)
p,h − tψ(n+1)

p,h

)
.

Observe that, by (2.16), E

[∥∥
∥∇ζ

(n)
p,h,t

∥∥
∥
2

L2(�0)

]
< ∞ for t �= 0.

Step 1. We prove that, for t ∈ (−1, 1), t �= 0,

E

[∥∥∥∇ζ
(n)
p,h,t

∥∥∥
2

L2(�0)

]
� CE

[∥∥∥Dpap · h
(
∇ψ

(n)
p,h − ∇ψ

(n)
p+th,h

)∥∥∥
2

L2(�0)

]

+ CE

[∥∥∥∥
1

t

(
ap+th − ap − Dpap · h

)∇ψ
(n)
p+th,h

∥∥∥∥

2

L2(�0)

]

+ CE

[∥∥
∥∥
1

t

(
fnp+th,h − fnp,h − Dpfnp,h · h

)∥∥
∥∥

2

L2(�0)

]

.

(2.23)

To show (2.23), we first claim that the difference quotient solves the equation

∇ ·
(

ap∇ζ
(n)
p,h,t

)
= t∇ ·

(
Dpap · h

(
∇ψ

(n)
p,h −∇ψ

(n)
p+th,h

))

−∇ ·
((

ap+th − ap − Dpap · h
)∇ψ

(n)
p+th,h

−
(

fnp+th,h − fnp,h − Dpfnp,h · h
))

. (2.24)

Indeed, then (2.23) follows by Lemma 2.1. Rewriting

ap∇ζ
(n)
p,h,t =

(
ap+th∇ψ

(n)
p+th,h + fnp+th,h

)

−
(

ap∇ψ
(n)
p,h + fnp,h

)
− t
(

ap∇ψ
(n+1)
p,h + fn+1p,h

)

+ t
(

fn+1p,h − Dpap · hψ
(n)
p+th,h − Dpfnp,h · h

)

+ t Dpap · h
(
∇ψ

(n)
p,h − ∇ψ

(n)
p+th,h

)

− (ap+th − ap − Dpap · h
)∇ψ

(n)
p+th,h −

(
fnp+th,h − fnp,h − Dpfnp,h · h

)
,

we observe that the first three terms on the right are solenoidal by the equations
of ψ

(n)
p+th,h , ψ

(n)
p,h and ψ

(n+1)
p,h , respectively, and the fourth term on the right is zero

by (2.22). We thus obtain (2.24).
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Step 2. We will estimate the terms on the right in (2.23) separately, and in this
step we first show that, for t ∈ (−1, 1), t �= 0,

E

[∥∥∥Dpap · h
(
∇ψ

(n)
p,h −∇ψ

(n)
p+th,h

)∥∥∥
2

L2(�0)

]

� C |t |2β
(
1+ E

[∥∥∥∇ζ
(n)
p,h,t

∥∥∥
2

L2(�0)

])β

. (2.25)

By the triangle inequality we have
∣∣∣∇ψ

(n)
p+th,h −∇ψ

(n+1)
p,h

∣∣∣

� |t |β
(∣∣∣∇ψ

(n)
p+th,h

∣
∣∣+
∣
∣∣∇ψ

(n)
p,h

∣
∣∣
)1−β (∣∣∣∇ψ

(n+1)
p,h

∣
∣∣+
∣
∣∣∇ζ

(n)
p,h,t

∣
∣∣
)β

.

Therefore, by Hölder’s inequality and (2.16),

E

[∥∥
∥Dpaph

⊗1 (∇ψ
(n)
p+th,h − ∇ψ

(n)
p,h

)∥∥
∥
2

L2(�0)

]

� C |t |2βE
[
∥∥Dpap

∥∥2
L

4
1−β (�0)

(∥∥∥∇ψ
(n)
p+th,h

∥∥∥
L4(�0)

+
∥∥∥∇ψ

(n)
p,h

∥∥∥
L4(�0)

)2]1−β

×
(
E

[∥∥∥∇ψ
(n+1)
p,h

∥∥∥
2

L2(�0)

]
+ E

[∥∥∥∇ζ
(n)
p,h,t

∥∥∥
2

L2(�0)

])β

� C |t |2β
(
1+ E

[∥∥∥∇ζ
(n)
p,h,t

∥∥∥
2

L2(�0)

])β

,

which is (2.25).
Step 3. We show that

E

[∥
∥∥
(
ap+th − ap − Dpap · h

)∇ψ
(n)
p+th,h

∥
∥∥
2

L2(�0)

]
� Ct4. (2.26)

We have that

ap+th − ap − Dpap · h = t2
ˆ 1

0
s1

ˆ 1

0
D2

pap+s1s2thh⊗2 ds1 ds2,

and since

D2
pap

∣∣
∣∣
p=z

h⊗2 = D3
pL(z+φz, ·)

(
∇ψ

(2)
z,h

)⊗1+D4
pL(p+φp, ·)

(
h + ∇ψ

(1)
p,h

)⊗2
,

we obtain (2.26) by (2.16).
Step 4. We then prove that

E

[∥∥∥fnp+th,h − fnp,h − Dpfnp,h · h
∥∥∥
2

L2(�0)

]

� C |t |2(1+β)

(
1+ E

[∥∥∥∇ζ
(n)
p,h,t

∥∥∥
2

L2(�0)

])β

. (2.27)
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Using decomposition (2.12), we have that

Dpfnp,h · h = Dp

(
nDpap · h∇ψ

(n−1)
p,h + f̃np,h

)
· h

= nDpap · h∇ψ
(n)
p,h + nD2

paph
⊗2∇ψ

(n−1)
p,h + Dp f̃np,h

= nDpap · h∇ψ
(n)
p,h + gn−1p,h ,

where
gn−1p,h := nD2

paph
⊗2∇ψ

(n−1)
p,h + Dp f̃np,h

is a function of ∇φp,∇ψ
(1)
p,h, . . . ,∇ψ

(n−1)
p,h for n � 2, and thus differentiable

in p. In particular, by (2.16), for every q ∈ [2,∞) there is δ(q, n, data) > 0 and
C(q, n,M, data) < ∞ such that

∥∥∥gn−1p,h

∥∥∥
Lq (�0)

+
∥∥∥Dpgn−1p,h

∥∥∥
Lq (�0)

� Oδ(C).

Using the above decomposition for Dpfnp,h · h, we compute

fnp+th,h − fnp,h − Dpfnp,h · h

= t
ˆ 1

0

(
Dpfnp+s1th,h − Dpfnp,h

)
· h ds1

= nt
ˆ 1

0
Dpap · h

(
∇ψ

(n)
p+sth,h −∇ψ

(n)
p,h

)
ds

+ t2
ˆ 1

0
s1

ˆ 1

0

(
nD2

pap+s1s2thh⊗2∇ψ
(n)
p+s1th,h +

(
Dpgn−1p+s1s2th,h

)
· h
)
ds1 ds2.

We have by (2.16) that
∥∥∥D2

pap+s1s2thh⊗2∇ψ
(n)
p+s1th,h +

(
Dpgn−1p+s1s2th,h

)
· h
∥∥∥
Lq (�0)

� Oδ(C),

and therefore

fnp+th,h − fnp,h − Dpfnp,h · h = t
ˆ 1

0
Dpap · h

(
∇ψ

(n)
p+sth,h −∇ψ

(n)
p,h

)
+Oδ(Ct2).

The right hand side can be estimated with the aid of (2.25) to obtain (2.27).
Step5. Conclusion.Combining (2.23)with (2.25), (2.26) and (2.27) yields (2.20)

byYoung’s inequality. Now, (2.20) implies (2.19) form = n. Therefore, wemay re-
place n by n+1 in Steps 1-4 above, and conclude that (2.20) is valid form = n+1
as well, which then gives (2.19) for m = n + 1. Using obtained formula, it is
straightforward to show that (2.20) is valid for m = n with β = 1. Indeed, we
notice that

E

[∥∥∥∥∇ψ
(m)
p+th,h −∇ψ

(m)
p,h − t∇ψ

(m+1)
p,h − t2

2
∇ψ

(m+2)
p,h

∥∥∥∥

2

L2(�0)

] 1
2

� C |t |2+β,

from which we get (2.20) for m = n with β = 1. Finally, (2.20) implies that
t �→ ∇φp+th is in Cn+2,β close to t = 0, and thus we have that (2.21) is valid
by (2.13). The proof is complete. ��
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Lemma 2.5. Assume (2.1) is valid. Let M ∈ [1,∞) and p ∈ BM. Then p �→
p + ∇φp is (n + 2) times differentiable with respect to p and, for q ∈ [2,∞),
there are constants δ(q, n, data) ∈ (0, 1

2

]
and C(q, n,M, data) < ∞ such that, for

m{1, . . . , n + 1},
∥∥∥Dm

p φp

∥∥∥
Lq (�0)

� Oδ(C) and E

[∥∥∥Dn+2
p φp

∥∥∥
2

L2(�0)

]
� C.

The proof of Lemma 2.5 relies on a general principle in polarization based on
multilinear analysis, and it is formalized in the following lemma:

Lemma 2.6. Let V be a real, finite-dimensional vector space, and let� : V n → R

beamultilinear, symmetric form, that is, for allv1, . . . , vn ∈ V andanypermutation
σ of {1, . . . , n}, we have

�(v1, . . . , vn) = �(vσ(1), . . . , vσ(n)).

For v ∈ V , define φ(v) := �(v, v, . . . , v). Then, for v1, . . . , vn ∈ V , the polar-
ization formula

�(v1, . . . , vn) = 1

n!
∑

A⊆{1,...,n}
(−1)n−|A|φ

⎛

⎝
∑

j∈A
v j

⎞

⎠

holds,where the leftmost summation is over all non-empty subsets A ⊆ {1, 2, . . . , n}
and |A| is the number of elements in A.

Proof. We show the equivalent statement that

∑

A⊆{1,...,n}
(−1)n−|A|φ

⎛

⎝
∑

j∈A
v j

⎞

⎠ = n!�(v1, . . . , vn),

where the sum on the left is over all non-empty subsets A of {1, 2, . . . , n}. For
this, we begin by expanding each summand φ

(∑
j∈A v j

)
= �
(∑

j∈A v j , . . . ,

∑
j∈A v j

)
fully, as a sum of terms of the form�(v j1, . . . , v jn )with j1, . . . , jn ∈ A.

Using the symmetry of �, each such term can be written as �(v f (1), . . . , v f (n)),
with non-decreasing indices f (1) � f (2) � · · · � f (n) in A. Denote

M := { f : {1, . . . , n} → {1, . . . , n} : f (1) � f (2) � · · · � f (n)}
and, for f ∈M,

im f :=
⋃

j∈{1,...,n}
{ f ( j)}.

Letting cA( f ) denote the number of ordered n-tuples ( j1, . . . , jn) of elements of
A which can be reordered to form ( f (1), . . . , f (n)), it follows that the expression
∑

A⊆{1,...,n}(−1)n−|A|φ
(∑

j∈A v j

)
can be expanded to give

∑

A⊆{1,...,n}
(−1)n−|A|

∑

f ∈M, im f⊆A

cA( f )�(v f (1), . . . , v f (n)).
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Changing the order of summation gives
∑

f ∈M
c{1,...,n}( f )�(v f (1), . . . , v f (n))

∑

A⊇im f

(−1)n−|A|,

where the sum on the right is over all subsets A of {1, 2, . . . , n} which contain
im f . Each such subset A can be written as { f (1), . . . , f (n)} ∪ B, for some set B,
possibly empty, satisfying B ⊆ {1, 2, . . . , n}\im f . Hence, as |A| = |im f | + |B|
for B defined in this way, we can write our expression as

∑

f ∈M
c{1,...,n}( f )�(v f (1), . . . , v f (n))s f ,

where

s f = (−1)n−|im f | ∑

B⊆({1,...,n}\im f )

(−1)|B|.

Finally, it is a well-known combinatorial fact that for every nonempty finite set S,
we have

∑

B⊆S

(−1)|B| =
|S|∑

j=0
(−1) j
(|S|

j

)
= 0, (2.28)

where the sum on the left is over all subsets B of S. Thus, above, we have

s f = 0

unless f (1) < · · · < f (n). Therefore f (1) = 1, f (2) = 2, . . . , f (n) = n, and in
this case s f = 1 and c{1,...,n}( f ) = n!. It follows that

∑

A⊆{1,...,n}
(−1)n−|A|φ

⎛

⎝
∑

j∈A
v j

⎞

⎠ = n!�(v1, . . . , vn),

as was to be shown; this proves the polarization formula. ��
Proof of Lemma 2.5. The lemma follows from Lemmas 2.3, 2.4, 2.6, and (2.16).

��
We next prove Hölder continuity of p �→ Dn+2

p φp and p �→ fn+2p,h .

Lemma 2.7. Assume (2.1) is valid. Let M ∈ [1,∞) and β ∈ (0, 1). Then there is
a constant C(β, n,M, data) < ∞ such that, for all p, p′ ∈ BM and h ∈ B1\{0},

E

[∥∥∥∇Dn+2
p φp −∇Dn+2

p φp′
∥∥∥
2

L2(�0)

] 1
2

+ |h|−n−2E
[∥∥∥fn+2p′,h − fn+2p,h

∥∥∥
2

L2(�0)

] 1
2

� C
∣∣p − p′

∣∣β . (2.29)
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Proof. Fix M ∈ [1,∞) and β ∈ (0, 1), and fix p, p′ ∈ BM and h ∈ B1\{0}. By
Lemma 2.1 and equations of ψ

(n+2)
p,h and ψ

(n+2)
p′,h we have that

E

[∥∥∥∇ψ
(n+2)
p,h − ∇ψ

(n+2)
p′,h

∥∥∥
2

L2(�0)

]
� CE

[∥∥∥fn+2p′,h − fn+2p,h

∥∥∥
2

L2(�0)

]
.

Therefore, in view of Lemma 2.6, it is enough to show that

E

[∥∥∥fn+2p′,h − fn+2p,h

∥∥∥
2

L2(�0)

] 1
2

� C |h|n+2|p − p′|β. (2.30)

By (2.12) we may decompose fn+2p,h as

fn+2p,h = (n + 2)D3
pL(p +∇φp, ·)

(
h + ∇

(
Dpφph

⊗1))⊗1 (∇ψ
(n+1)
p,h

)⊗1

+ F̃n+2
(
p + ∇φp, h +∇

(
Dpφph

⊗1) , . . . ,∇
(
Dn

pφph
⊗n) , ·

)
. (2.31)

Since F̃n+2 is C0,1 in its first argument and polynomial in its last n arguments, we
obtain by homogeneity, the chain rule and Lemma 2.5 that

E

[∥∥∥
∥F̃n+2

(
p+∇φp, h+∇

(
Dpφph

⊗1) , . . .,∇
(
Dn

pφph
⊗n) , ·

)

− F̃n+2
(
p′+∇φp′ , h+∇

(
Dpφp′h

⊗1) , . . .,∇
(
Dn

pφp′h
⊗n) , ·

) ∥∥∥∥

2

L2(�0)

] 1
2

� C |h|n+2|p − p′|.
Therefore, the leading term is the first one on the right in (2.31). Indeed, we observe
by the above display that

E

[∥∥
∥fn+2p′,h − fn+2p,h

∥∥
∥
2

L2(�0)

] 1
2

� CE

[∥∥
∥
∣
∣h + ∇(Dpφph

⊗1)
∣
∣
∣∣
∣∇ψ

(n+1)
p′,h − ∇ψ

(n+1)
p,h

∣∣
∣
∥∥
∥
2

L2(�0)

] 1
2 + C |h|n+2|p − p′|

To conclude, we need to estimate the first term on the right. To this end, we use the
triangle inequality to get, for any β ∈ [0, 1],
∣
∣∣∇ψ

(n+1)
p′,h −∇ψ

(n+1)
p,h

∣
∣∣ �
(∣∣∣∇ψ

(n+1)
p′,h

∣
∣∣+
∣
∣∣∇ψ

(n+1)
p,h

∣
∣∣
)1−β (∣∣∣∇ψ

(n+1)
p′,h − ∇ψ

(n+1)
p,h

∣
∣∣
)β

.

It follows, by Hölder’s inequality, that

E

[∥
∥∥fn+2p′,h − fn+2p,h

∥
∥∥
2

L2(�0)

] 1
2

� CE

[∥∥
∥h + ∇(Dpφph

⊗1)
∥∥
∥

4
1−β

L
4

1−β (�0)

] 1−β
4
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E

[∥∥∥
∣∣∣∇ψ

(n+1)
p′,h

∣∣∣+
∣∣∣∇ψ

(n+1)
p,h

∣∣∣
∥∥∥
4

L4(�0)

] 1−β
4

× E

[∥∥∥∇ψ
(n+1)
p′,h −∇ψ

(n+1)
p,h

∥∥∥
2

L2(�0)

] β
2

.

By Lemma 2.5 and Hölder’s inequality, we get

E

[∥∥∥∇ψ
(n+1)
p′,h −∇ψ

(n+1)
p,h

∥∥∥
2

L2(�0)

] β
2

� CE

[∥∥∥∇Dn+1
p φp′ − ∇Dn+1

p φp

∥∥∥
2

L2(�0)

] β
2 |h|β(n+1)

� CE

[∥∥
∥∥∇

ˆ 1

0
Dn+2

p φtp′+(1−t)p dt
∥∥
∥∥

2

L2(�0)

] β
2

|h|β(n+1)|p − p′|β

� C

(ˆ 1

0
E

[∥∥
∥∇Dn+2

p φtp′+(1−t)p
∥∥
∥
2

L2(�0)

] 1
2
)β

dt |h|β(n+1)|p − p′|β

� C |h|β(n+1)|p − p′|β,

together with

E

[∥
∥∥h + ∇(Dpφph

⊗1)
∥
∥∥

4
1−β

L
4

1−β (�0)

] 1−β
4

� C |h|

and

E

[∥∥∥
∣∣∣∇ψ

(n+1)
p′,h

∣∣∣+
∣∣∣∇ψ

(n+1)
p,h

∣∣∣
∥∥∥
4

L2(�0)

] 1−β
4

� C |h|(1−β)(n+1).

Consequently, combining above displays yields (2.30), finishing the proof. ��

2.2. Smoothness of L

It is a well-known and easy consequence of qualitative homogenization that
DL is given by the formula

DL(p) = E

[ˆ
�0

DpL
(
p +∇φp(x), x

)
dx

]
.

In [1], we proved that L ∈ C2 and D2L is given by the formula

D2L(p)h = E

[ˆ
�0

ap

(
h + ∇ψ

(1)
p,h

)
dx

]
. (2.32)

Wenext generalize this result to higher derivatives of L by essentially differentiating
the previous formulamany times and applying the results of the previous subsection.
Moreover, we validate the statement of Theorem 1.1 for n + 1.
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Proposition 2.8. Assume that (2.1) is valid. Then Theorem 1.1 is valid for n + 1.
Moreover, for every m ∈ {1, . . . , n + 1} and h ∈ B1, we have the formula

Dm+2
p L(p)h⊗(m+1) = E

[ˆ
�0

(
ap∇ψ

(m+1)
p,h + f (m+1)

p,h

)]
. (2.33)

Proof. Fix M ∈ [1,∞) and p ∈ BM. We begin by showing (2.33). Starting
from (2.32), and observing that since

f (2)
p,h = D3

pL(p +∇φp, ·)
(
h +∇ψ

(1)
p,h

)⊗2
,

we have that

Dp

(
ap

(
h + ∇ψ

(1)
p,h

))
· h = ap∇ψ

(2)
p,h + f (2)

p,h .

This implies that

D3
pL(p)h⊗2 = E

[ˆ
�0

(
ap∇ψ

(2)
p,h + f (2)

p,h

)]
.

Assume then, inductively, that for some m ∈ {3, . . . , n + 1} we have that, for all
k ∈ {2, . . . ,m},

Dk+1
p L(p)h⊗k = E

[ˆ
�0

(
ap∇ψ

(k)
p,h + f (k)

p,h

)]
. (2.34)

We prove that (2.34) is valid for k = m + 1 as well. Differentiating with respect to
p yields, using (2.19) and (2.21), that

Dm+2
p L(p)h⊗(m+1) = E

[ˆ
�0

(
Dp

(
ap∇ψ

(m)
p,h + f (m)

p,h

)
· h
)]

= E

[ˆ
�0

(
ap∇ψ

(m+1)
p,h +

(
Dpap · h∇ψ

(m)
p,h + Dpf (m)

p,h · h
))]

= E

[ˆ
�0

(
ap∇ψ

(m+1)
p,h + f (m+1)

p,h

)]
,

proving the induction step. This validates (2.33).
To show the regularity of L , we first observe that Theorem 2.2 and Lemma 2.3,

together with (2.34) and Lemma 2.6, yield that

max
k∈{2,...,n+3}

∥∥∥Dk
pL(p)
∥∥∥
L∞(BM)

� C. (2.35)

Fix then p′ ∈ BM. Since

∇ψ
(n+2)
p,h = ∇

(
Dn+2

p φph
⊗(n+2)) ,
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decomposing

ap∇ψ
(m+1)
p,h + f (m+1)

p,h − (ap′∇ψ
(m+1)
p′,h + f (m+1)

p′,h )

= ap∇
(
(Dn+2

p φp − Dn+2
p φp′)h

⊗(n+2))

+ (ap − ap′)∇
(
Dn+2

p φp′)h
⊗(n+2))+

(
f (m+1)
p,h − f (m+1)

p′,h

)
,

and noticing that

|ap(x)− ap′(x)| �
[
D2

pL(·, x)
]

C0,1

(|p − p′| + ∣∣∇φp(x)− ∇φp′(x)
∣
∣)

� C
ˆ 1

0
(1+ ∣∣∇Dpφtp+(1−t)p′(x)

∣∣) dt |p − p′|,

we obtain by Lemmas 2.5 and 2.7, together with Hölder’s inequality, that
∣∣∣Dn+3

p L(p)h⊗(n+3) − Dn+3
p L(p′)h⊗(n+3)

∣∣∣ � C |h|n+3|p − p′|β.

In view of Lemma 2.6 this yields
∣∣∣Dn+3

p L(p)− Dn+3
p L(p′)

∣∣∣ � C |p − p′|β,

proving that [Dn+3
p L]C0,β (BM) � C . Together with (2.35) we thus get

∥∥∥D2
pL
∥∥∥
Cn+1,β (BM)

� C,

which is the statement of Theorem 1.1 for n + 1. The proof is complete. ��
Remark 2.9. Since we now have that Theorem 1.1 is valid for n + 1, we also
have that p �→ Fn+2(p, ·, . . . , ·) belongs to C0,β for all β ∈ (0, 1). In particular,
for β ∈ (0, 1) and M ∈ [1,∞), there exists C(n, β,M, data) < ∞ such that, for
every tuplet (h1, . . . , hn+1) ∈ R

d × . . .Rd , we have that

[
Fn+2(·, h1, . . . , hn+1)

]
C0,β (BM)

� C
n+1∑

i=1
|hi | n+2i .

2.3. Sublinearity of Correctors

By the ergodic theorem, we have that, for every p, h ∈ R
d andm ∈ {1, . . . , n+

1}, the correctors and linearized correctors are (qualitatively) sublinear at infinity:
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

lim sup
r→∞

1

r

∥∥
∥φp −

(
φp
)
Br

∥∥
∥
L2(Br )

= 0,

lim sup
r→∞

1

r

∥
∥∥∥ψ

(m)
p,h −
(
ψ

(m)
p,h

)

Br

∥
∥∥∥
L2(Br )

= 0,
P-a.s.

The assumption (2.1) allows us to give a quantitative estimate of this sublinearity.
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Lemma 2.10. (Sublinearity of correctors). Assume (2.1) is valid. Let M ∈ [1,∞).
There exist α(data), δ(data) > 0, C(M, data) < ∞ and a random variable X
satisfying X � Oδ(C) such that, for every r � X , p ∈ BM, h ∈ B1 and m ∈
{1, . . . , n + 1},

∥∥∥φp −
(
φp
)
Br

∥∥∥
L2(Br )

+
∥
∥∥∥ψ

(m)
p,h −
(
ψ

(m)
p,h

)

Br

∥
∥∥∥
L2(Br )

� Cr1−α. (2.36)

Proof. Fix p ∈ BM and h ∈ B1. Clearly x �→ p · x + φp(x) belongs to L1, and
thus the result follows from [1, Theorem 1.3] as in [4, Section 3.4]. Hence we are
left to show that ψ

(m)
p,h satisfies the estimate in the statement. For m = 1 the result

follows by [1, Theorem 5.2] and [4, Section 3.4]. We thus proceed inductively.
Assume that (2.36) is valid for m ∈ {1, . . . , k} for some k ∈ {1, . . . , n}. We then
show that it continues to hold for m = k + 1. Since (2.1) is valid, by taking α and
X as in Theorem 1.2, and setting Y := X 2/α , we have that if R := ε−1 � Y , then
εαX � R− α

2 . We relabel Y toX and α
2 to α. We further takeX larger, if necessary,

so that [1, Proposition 4.3] is at our disposal. Suppressing both p and h from the
notation, we let φr and ψ

(m)
r , for m ∈ {1, . . . , n + 1}, solve

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− ∇ · (DpL(p + ∇φr , ·)
) = 0 in B2n+1r ,

− ∇ ·
(
D2

pL(p + ∇φ)∇ψ(m)
r

)
= ∇ · f (k+1) in B2n+1−mr ,

− ∇ ·
(
D2

pL(p + ∇φr )∇ψ̃(m)
r

)
= ∇ · f (k+1)

r in B2n+1−mr ,

φr = 0 on ∂B2n+1r ,

ψ(m)
r = 0 on ∂B2n+1−mr ,

(2.37)

where

f (m) := Fm

(
p +∇φ, h +∇ψ(1),∇ψ(2), . . . ,∇ψ(m−1), ·

)
,

f (m)
r := Fm

(
p +∇φ, h +∇ψ(1)

r ,∇ψ(2)
r , . . . ,∇ψ(m−1)

r , ·
)

.

Now, φr , ψ
(1)
r , . . . , ψ

(m−1)
r all homogenize to zero and we get, by Theorem 1.2,

that, for r � X ,

‖φr‖L2(Br )
+
∥∥
∥ψ̃(m)

r

∥∥
∥
L2(Br )

� Cr1−α.

This and the induction assumption, that is that (2.36) is valid for m ∈ {1, . . . , k},
together with Lemma 2.11 below, imply that

1

r

∥
∥∥ψ(k+1)

r − ψ̃(k+1)
r

∥
∥∥
L2(Br )

+
∥
∥∥f (k+1) − f (k+1)

r

∥
∥∥
L2(Br )

� Cr−α.

Combining the previous two displays yields

‖φr‖L2(Br )
+
∥∥∥ψ(k+1)

r

∥∥∥
L2(Br )

� Cr1−α.
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Now, since ψ
(k+1)
2r − ψ

(k+1)
r is ap-harmonic in Br , we have by the Lipschitz esti-

mate [1, Proposition 4.3] that, for r � X and t ∈ [X , r ],
∥∥∥∇ψ

(k+1)
2r −∇ψ(k+1)

r

∥∥∥
L2(Bt )

� C

r

∥∥∥ψ(k+1)
2r − ψ(k+1)

r

∥∥∥
L2(Br )

� Cr−α.

Therefore, by compactness, there exists ψ̂(k+1) such that, for t ∈ [X , r ],
1

r

∥∥∥ψ̂(k+1)
∥∥∥
L2(Br )

+
∥∥∥∇ψ(k+1)

r − ∇ψ̂(k+1)
∥∥∥
L2(Bt )

� Cr−α.

Proceeding now as in [4, Section 3.4] proves that∇ψ̂(k+1) isZd -stationary. Finally,

by integration by parts we also obtain that E
[´

�0
∇ψ̂(k+1)

]
= 0 and, therefore,

since ψ̂(k+1) solves the same equation as ψ(k+1), by the uniqueness we have that
ψ̂(k+1) = ψ(k+1) up to a constant. The proof is hence complete by the previous
display. ��

Above we made use of a lemma, which roughly states that if two solutions of
the systems of linearized equations are close in L2 then their gradients are also
close. This lemma will also be applied repeatedly in the following sections.

Lemma 2.11. Suppose that (3.1) holds. Let q ∈ [2,∞) and M ∈ [1,∞). There
exist δ(q, data) > 0, C(q,M, data) < ∞ and a random variable X � Oδ (C)

such that the following holds. Let R � X , N � n + 1 and (u, w1, . . . , wN ) ,

(ũ, w̃1, . . . , w̃N ) ∈ (H1(BR))N+1 each be a solution of the system of the linearized
equations, that is, for every m ∈ {1, . . . , N }, we have
⎧
⎪⎪⎨

⎪⎪⎩

‖∇u‖L2(BR) ∨ ‖∇v‖L2(BR) � M

−∇ · (DpL(∇u, x)
) = 0 and − ∇ · (DpL(∇v, x)

) = 0 in BR,

−∇ ·
(
D2

pL (∇u, x)∇wm

)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wm−1, x)) in BR,

and the same holds with (ũ, w̃1, . . . , w̃N ) in place of (u, w1, . . . , wN ). Then

‖∇u −∇ũ‖Lq (BR/2) � C

R
‖u − ũ‖L2(BR) (2.38)

and, denoting

hi := 1

R

∥
∥wi − (wi )BR

∥
∥
L2(BR)

+ 1

R

∥
∥w̃i − (w̃i )BR

∥
∥
L2(BR)

,

we have, for every m ∈ {1, . . . , N },
‖∇wm −∇w̃m‖L2(BR/2)

� C

(
1

R
‖u − ũ‖L2(BR)

) m−1∑

i=1
h

m
i
i + C

m∑

i=1

1

R
‖wi − w̃i‖L2(BR)

m−i∑

j=1
h

m−i
j

j .

(2.39)
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and

‖Fm (∇u,∇w1, . . . ,∇wm−1, ·)− Fm (∇ũ,∇w̃1, . . . ,∇w̃m−1, ·)‖L2(BR/2)

� C

(
1

R
‖u − ũ‖L2(BR)

) m−1∑

i=1
h

m
i
i + C

m−1∑

i=1

1

R
‖wi − w̃i‖L2(BR)

m−i∑

j=1
h

m−i
j

j .

(2.40)

Proof. Let us define a(x) := D2
pL(∇u, x) and fm(x) := Fm(∇u,∇w1, . . . ,

∇wm−1, x) and analogously define ã and f̃m . We assume that R � 2m+2X , where
X is as in Theorem 1.3 for n, valid by the assumption of (3.1).

The estimate (2.38) is just the estimate for ξ0 in Theorem 1.3. It also implies

‖a − ã‖Lq (BR/2) � C

R
‖u − ũ‖L2(BR) . (2.41)

By (2.10), we have that

∣
∣∣fm − f̃m

∣
∣∣ � C |∇u −∇ũ|

m−1∑

i=1
(|∇wi | ∨ |∇w̃i |)m

i

+ C
m−1∑

i=1
|∇wi −∇w̃i |

m−i∑

j=1

(∣∣∇w j
∣∣ ∨ ∣∣∇w̃ j

∣∣)
m−i
j .

Using Hölder’s inequality and applying Theorem 1.3 for n, we obtain, for any
p ∈ [2,∞) and δ > 0,

∥∥∥fm − ˜fm
∥∥∥
L p(B2−m R)

� C

(
1

R
‖u − ũ‖L2(BR)

) m−1∑

i=1
h

m
i
i + C

m−1∑

i=1
‖∇wi − ∇w̃i‖L p+δ(B2−m R)

m−i∑

j=1
h

m−i
j

j .

(2.42)

We observe that ζ := wm − w̃m satisfies the equation

−∇ · a∇ζ = ∇ ·
(

fm − f̃m
)
+ ∇ · ((a − ã)∇w̃m) in BR . (2.43)

By Meyer’s estimate, if δ > 0 is small enough, then

‖∇wm −∇w̃m‖L2+δ(B2−m−1R) � C
∥∥
∥fm − ˜fm

∥∥
∥
L2+δ(B2−m R)

+ C

R
‖wm − w̃m‖L2(BR)

+ ‖a − ã‖L5(BR/2)
‖∇w̃m‖L5(BR/2)

.



Higher-Order Linearization and Regularity 669

Combining these and using (2.41) and the validity of Theorem 1.3, we get

‖∇wm −∇w̃m‖L2+δ(B2−m−1R) � C

R
‖wm − w̃m‖L2(BR)

+ C

(
1

R
‖u − ũ‖L2(BR)

) m−1∑

i=1
h

m
i
i

+ C
m−1∑

i=1
‖∇wi − ∇w̃i‖L2+2δ(B2−m R)

m−i∑

j=1
h

m−i
j

j .

Taking δ0 sufficiently small and putting δm := 2−mδ0, we get by induction (using
Young’s inequality and rearranging several sums) that, for every m ∈ {1, . . . , N },
‖∇wm −∇w̃m‖L2+δm (B2−m−1R)

� C

(
1

R
‖u − ũ‖L2(BR)

) m−1∑

i=1
h

m
i
i + C

m∑

i=1

1

R
‖wi − w̃i‖L2(BR)

m−i∑

j=1
h

m−i
j

j .

Combining this with (2.42), we get
∥
∥∥fm − ˜fm

∥
∥∥
L2(B2−m−1R)

� C

(
1

R
‖u − ũ‖L2(BR)

) m−1∑

i=1
h

m
i
i + C

m−1∑

i=1

1

R
‖wi − w̃i‖L2(BR)

m−i∑

j=1
h

m−i
j

j .

These imply (2.39) and (2.40) after a covering argument. ��

3. Quantitative Homogenization of the Linearized Equations

In this section, we suppose that n ∈ {0, . . . ,N− 1} is such that
{

Theorem 1.1 is valid with n + 1 in place of N,

Theorems 1.2 and 1.3 are valid for n.
(3.1)

The goal is to prove that Theorem 1.2 is also valid for n + 1 in place of n. That is,
we need to homogenize the (n + 2)th linearized equation.

In order to prove homogenization for the (n + 2)th linearized equation, we
follow the procedure used in [1] for homogenizing the first linearized equation. We
first show, using the induction hypothesis (3.1), that the coefficients D2

pL
(∇uε, x

ε

)

and Fn+1
( x

ε
,∇uε,∇wε

1, . . . ,∇wε
n

)
can be approximated by random fields which

are local (they satisfy a finite range of dependence condition) and locally stationary
(they are stationary up to dependence on a slowly varying macroscopic variable).
This then allows us to apply known quantitative homogenization results for linear
elliptic equations which can be found for instance in [4].
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3.1. Stationary, Finite Range Coefficient Fields

We proceed in a similar fashion as in [1, Section 3.4] by introducing approxi-
mating equations which are stationary and localized.

We fix an integer k ∈ N which represents the scale on which we localize.
Let v(k)

p,z denote the solution of the Dirichlet problem
⎧
⎨

⎩

− ∇ ·
(
DpL(∇v(k)

p,z, x)
)
= 0 in z +�k+1,

v(k)
p,z = �p on ∂(z +�k+1),

where �p is the affine function �p(x) := p · x . We then define, for each z ∈ 3kZd ,

a coefficient field ã(k)
p,z in z +�k+1 by

ã(k)
p,z(x) := D2

pL(∇v(k)
p,z(x), x), x ∈ z +�k+1

and then recursively define, for each � = (p, h1, . . . , hn+1) ∈
(
R
d
)n+2

, m ∈
{1, . . . , n+ 1} and z ∈ 3kZd , the functions w

(k)
m,�,z ∈ H1(z+ (1+ 2−m)�k) to be

the solutions of the sequence Dirichlet problems
⎧
⎨

⎩

− ∇ ·
(

ã(k)
p,z∇w

(k)
m,�,z

)
= ∇ · F̃(k)

m,�,z in z + (1+ 2−m)�k,

w
(k)
m,�,z = �hm on ∂(z + (1+ 2−m)�k),

where F̃(k)
m,�,z ∈ L2(z + (1+ 2−(m−1))�k) is defined for m ∈ {1, . . . , n + 2} by

F̃(k)
m,�,z(x) := Fm(∇v(k)

p,z(x, z +�k+1, p),∇w
(k)
1,�,z(x), . . . ,∇w

(k)
m−1,�,z(x), x).

(3.2)
Finally, we create 3kZd -stationary fields by gluing the above functions together:
for each x ∈ R

d , we define
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

v(k)
p (x) := v(k)

p,z(x)

w
(k)
m,�(x), := w

(k)
m,�,z(x)

a(k)
p (x) := ã(k)

p,z(x),

F(k)
m,�(x) := F̃(k)

m,�,z(x),

z ∈ 3kZd is such that x ∈ z +�k .

Notice that v
(k)
p and w

(k)
m,� might not be H1 functions globally, but we can never-

theless define their gradients locally in z +�k . The Rd(n+3)-valued random field(
∇v

(k)
p ,∇w

(k)
1,�, . . . ,∇w

(k)
n+2,�
)
is 3kZd -stationary and has a range of dependence

of at most 3k
√
15+ d , by construction. The same is also true of the corresponding

coefficient fields, since these are local functions of this random field:
⎧
⎨

⎩

(
a(k)
p , F(k)

2,�, . . . , F(k)
n+2,�
)

is 3kZd -stationary and

has a range of dependence of at most 3k
√
15+ d.

(3.3)
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In the next subsection, we will apply some known quantitative homogenization
estimates to the linear equation

−∇ ·
(

a(k)
p ∇v
)
= ∇ · F(k)

n+2,�. (3.4)

In order to anchor these estimates, we require some deterministic bounds on the
vector field F(k)

n+2,� and thus on the gradients of the functions w
(k)
m,� defined above.

These bounds are exploding as a large power of 3k , but wewill eventually choose 3k

to be relatively small compared with the macroscopic scale (so these large powers
of 3k will be absorbed).

Lemma 3.1. Fix M ∈ [1,∞). There exist exponents β(data) > 0, Q(data) < ∞
and a constant C(M, data) < ∞ such that, for every k ∈ N, m ∈ {1, . . . , n + 2}
and � = (p, h1, . . . , hn+1) ∈ R

d(n+2) with |p| � M, we have

∥∥
∥F(k)

m,�

∥∥
∥
C0,β (�k )

� C3Qk
m−1∑

j=1

∣∣h j
∣∣
m
j . (3.5)

Proof. By [1, Proposition A.3], there exist β(d,	) ∈ (0, 1) and C(M, data) < ∞
such that, for every z ∈ 3kZd and p ∈ BM,

[
∇v(k)

p,z

]

C0,β (z+2�k )
� C + C sup

x∈z+2�k

∥∥∥∇v(k)
p,z

∥∥∥
L2(B1(x))

� C + C
∥∥∥∇v(k)

p,z

∥∥∥
L2(z+�k+1)

� C + C(1+ |p|)3 kd
2 .

We deduce the existence of C(M, data) < ∞ such that
[
ã(k)
p,z

]

C0,β (z+2�k )
� C3

kd
2 . (3.6)

We will argue by induction in m ∈ {1, . . . , n + 2} that there exist Q(data) < ∞
and C(M, data) < ∞ such that

∥
∥∥∇w

(k)
m,�,z

∥
∥∥
C0,β (z+(1+ 2

3 2
−m )�k )

� C3Qk
m∑

j=1

∣
∣h j
∣
∣
m
j . (3.7)

For m = 1 the claim follows from Proposition A.2 and (3.6). Suppose now that
there exists M ∈ {2, . . . , n + 2} such that the bound (3.7) holds for each m ∈
{1, . . . , M − 1}. Then we obtain that, for some Q(M, data) < ∞,

[
F̃(k)
M,�,z

]

C0,β (z+(1+2−M )�k )
� C3Qk

M∑

j=1

∣∣h j
∣∣
M
j

By the Caccioppoli inequality, we get

∥∥∥∇w
(k)
M,�,z

∥∥∥
L2(z+(1+ 3

4 ·2−M )�k )
� C3Qk

M∑

j=1

∣∣h j
∣∣
M
j .
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In view of (3.6) and the previous two displays, another application of Proposi-
tion A.2 yields, after enlarging Q and C , the bound (3.7) for m = M . This com-
pletes the induction argument and the proof of (3.7). The bound (3.5) immediately
follows. ��

By the assumed validity of Theorem 1.3 for n, we also have that, for each
M, q ∈ [2,∞) there exist δ(q, data) > 0 and C(M, q, data) < ∞ and a random
variable X = Oδ(C) such that, for every k ∈ N with 3k � X and every m ∈
{1, . . . , n + 1} and � = (p, h1, . . . , hn+1) ∈ R

d(n+2) with |p| � M, we have

∥∥
∥∇w

(k)
m,�,0

∥∥
∥
Lq ((1+2−m−1)�k )

� C
m−1∑

j=1

∣∣h j
∣∣
m
j (3.8)

and hence, for such k and � and m ∈ {1, . . . , n + 2},
∥∥
∥F̃(k)

m,�,0

∥∥
∥
Lq ((1+2−m−1)�k )

� C
m−1∑

j=1

∣
∣h j
∣
∣
m
j . (3.9)

Observe that (3.5) and (3.9) together imply that, for δ and C as above and every
m ∈ {1, . . . , n + 2},

∥
∥∥F̃(k)

m,�,0

∥
∥∥
Lq (�k )

� Oδ

⎛

⎝C
m−1∑

j=1

∣
∣h j
∣
∣
m
j

⎞

⎠ . (3.10)

We next study the continuity of a(k)
p and F(k)

m,� in the parameter �.

Lemma 3.2. (Continuity of a(k)
p and F(k)

m,� in �). Fix q ∈ [2,∞) andM ∈ [1,∞).
There exist constants δ(q, data) > 0 and Q(q, data),C(q,M, data) < ∞ and
a random variable X = Oδ(C) such that, for every k ∈ N with 3k � X ,
� = (p, h1, . . . , hn+1) ∈ R

d(n+2) and �′ = (p′, h′1, . . . , h′n+1) ∈ R
d(n+2) with

|p|, |p′| � M, ∥∥∥a(k)
p − a(k)

p′
∥∥∥
Lq (�k )

� C
∣∣p − p′

∣∣ (3.11)

and, for every m ∈ {1, . . . , n + 2},
∥∥∥F(k)

m,� − F(k)
m,�′
∥∥∥
L2(�k )

� C |p − p′|
m−1∑

i=1

(|hi | ∨
∣∣h′i
∣∣)

m
i + C

m−1∑

i=1
|hi − h′i |

m−i∑

j=1

(∣∣h j
∣∣ ∨
∣
∣∣h′j
∣
∣∣
)m−i

j
.

(3.12)

Proof. We take X to be larger than the random variables in the statements of
Lemma 2.11 and Theorems 1.2 and 1.3 for n. The bound (3.11) is then an immediate
consequence of (2.38) and the obvious fact that

∥∥∥∇v
(k)
p,0 −∇v

(k)
p′,0

∥∥∥
L2(z+�k+1)

� C |p − p′|.
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We then use the equation for the difference w
(k)
m,� − w

(k)
m,�′ [see (2.43)] and then

apply the result of Lemma 2.11 to obtain, for every m ∈ {1, . . . , n + 1},
∥
∥∥∇w

(k)
m,�,0 −∇w

(k)
m,�′,0

∥
∥∥
L2((1+2−m)�k )

� C
∣∣hm − h′m

∣∣+ C
∥∥∥F̃(k)

m,�,0 − F̃(k)
m,�′,0

∥∥∥
L2((1+2−m )�k )

+ C |p − p′|
m∑

i=1
|hi |mi

� C
∣∣hm − h′m

∣∣+ C |p − p′|
m−1∑

i=1

(|hi | ∨
∣∣h′i
∣∣)

m
i

+ C
m−1∑

i=1

1

R

∥∥∥w(k)
i,�,0 − w

(k)
i,�′,0

∥∥∥
L2((1+2−i )�k )

m−i∑

j=1

(|hi | ∨
∣∣h′i
∣∣)

m−i
j .

By induction we now obtain, for every m ∈ {1, . . . , n + 1},
∥∥∥∇w

(k)
m,�,0 − ∇w

(k)
m,�′,0

∥∥∥
L2((1+2−m)�k )

� C |p − p′|
m−1∑

i=1

(|hi | ∨
∣∣h′i
∣∣)

m
i + C

m−1∑

i=1
|hi − h′i |

m−i∑

j=1

(∣∣h j
∣∣ ∨
∣∣
∣h′j
∣∣
∣
)m−i

j
.

This implies (3.12). ��

By combining (3.5) and (3.12) and using interpolation, we obtain the existence
of α(data) > 0, Q(data) < ∞ and C(data) > 0 such that, with X as in the
statement of Lemma 3.2, then for every k ∈ N with 3k � X , m ∈ {1, . . . , n + 2},
and � = (p, h1, . . . , hn+1) ∈ R

d(n+2) and �′ = (p′, h′1, . . . , h′n+1) ∈ R
d(n+2)

with |p|, |p′| � M, we have

∥
∥∥F(k)

m,� − F(k)
m,�′
∥
∥∥
L∞(�k )

� C3Qk |p − p′|α
m−1∑

i=1

(|hi | ∨
∣
∣h′i
∣
∣)

m
i + C3Qk

m−1∑

i=1
|hi − h′i |α

m−i∑

j=1

(∣
∣h j
∣
∣ ∨
∣
∣∣h′j
∣
∣∣
)m−i

j
.

(3.13)

Likewise, we can use (3.6) and (3.11) to obtain

∥∥∥a(k)
p − a(k)

p′
∥∥∥
Lq (�k )

� C3Qk
∣∣p − p′

∣∣α . (3.14)

This variation of Lemma 3.2 will be needed below.
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3.2. Setup of the Proof of Theorem 1.2

We are now ready to begin the proof of the implication

(3.1) 
⇒ the statement of Theorem 1.2with n + 1 in place of n.

We fix parameters M ∈ [1,∞), δ > 0 and ε ∈ (0, 1), a sequence of Lipschitz
domains U1,U2, . . . ,Un+2 ⊆ �0 satisfying

Um+1 ⊆ Um, ∀m ∈ {1, . . . , n + 1}. (3.15)

a function f ∈ W 1,2+δ(U1) satisfying

‖∇ f ‖L2+δ(U1)
� M, (3.16)

and a sequence of boundary conditions g1 ∈ W 1,2+δ(U1), . . . , gn+2 ∈ W 1,2+δ

(Un+2). We let uε ∈ f + H1
0 (U1) and wε

1 ∈ g1 + H1
0 (U1), . . . , w

ε
n+2 ∈ gn+2 +

H1
0 (Un+2) as well as u ∈ f + H1

0 (U1) and w1 ∈ g1 + H1
0 (U1), . . . , wn+2 ∈

gn+2 + H1
0 (Un+2) be as in the statement of Theorem 1.2 for n + 1 in place of n.

We denote {
aε(x) := D2

pL
(∇uε(x), x

ε

)
,

a(x) := D2
pL (∇u(x)) .

(3.17)

and {
Fε
m(x) := Fm

(∇uε(x),∇wε
1(x), . . . ,∇wε

m−1(x), x
ε

)
,

Fm(x) := Fm (∇u(x),∇w1(x), . . . ,∇wm−1(x)) .
(3.18)

We also choose K ∈ N to be the unique positive integer satisfying 3−K−1 < ε �
3−K . We write

�(x) := (∇u(x),∇w1(x), . . . ,∇wn+1(x)) . (3.19)

By the assumption (3.1), we only need to homogenize the linearized equation for
m = n + 2. As we have already proved a homogenization result in [1, Theorem
1.1] for the linearized equation with zero right-hand side, it suffices to prove (1.21)
for m = n + 2 under the assumption that the boundary condition vanishes:

gn+2 = 0 in Un+2. (3.20)

We can write the equations for wε
n+2 and wn+2 respectively as

{
− ∇ · (aε∇wε

n+2
) = ∇ · Fε

n+2 in Un+2,
wn+2 = 0, on ∂Un+2,

(3.21)

and {
−∇ · (a(x)∇wε

n+2
) = ∇ · Fn+2 in Un+2,

wn+2 = 0, on ∂Un+2.
(3.22)



Higher-Order Linearization and Regularity 675

Our goal is to prove the following estimate: there exists a constantC(M, data) < ∞,
exponents σ(data) and α(data) > 0 and random variable X satisfying

X = Oσ (C), (3.23)

as in the statement of the theorem:

∥∥∇wε
n+2 −∇wn+2

∥∥
H−1(Um )

� X εα
n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
. (3.24)

To prove (3.24), we first compare the solutionwn+2 to the solution w̃ε
n+2 of a second

heterogeneous problem, namely
{
− ∇ · (ãε∇w̃ε

n+2
) = ∇ · F̃ε

n+2 in Un+2,
w̃ε
n+2 = 0, on ∂Un+2,

(3.25)

where the coefficient fields ãε and F̃ε
n+2 are defined in terms of the localized,

stationary approximating coefficients (introduced above in Section 3.1) by
⎧
⎨

⎩

ãε(x) := a(k)
∇u(x)

( x
ε

)
,

F̃ε
n+2 := F(k)

n+2,�(x)

( x
ε

)
.

(3.26)

The parameter k ∈ N will be chosen below in such a way that 1  3k  ε−1.
We also need to declare a second mesoscopic scale by taking l ∈ N such that 1
3k  3l  ε−1 and, for every m ∈ {1, . . . , n + 1},

Um+1 + ε�l ⊆ Um . (3.27)

Like k, the parameter l will be declared later in this section. For convenience we
will also take a slightly smaller domain Un+3 than Un+2, which also depends on ε

and l and is defined by

Un+3 :=
{
x ∈ Un+2 : x + ε�l ⊆ Un+2

}
. (3.28)

Thus we have (3.27) for every m ∈ {1, . . . , n+ 2}. See Section 3.4 below for more
on the choices of the parameters k and l.

The estimate (3.24) follows from the following two estimates, which are proved
separately below (here X denotes a random variable as in the statement of the
theorem):

∥∥∇wε
n+2 −∇w̃ε

n+2
∥∥
L2(Um )

� X εα
n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
, (3.29)

and
∥∥∇w̃ε

n+2 −∇wn+2
∥∥
H−1(Um )

� X εα
n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
. (3.30)
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3.3. Estimates on Size of the wε
m and wm

To prepare for the proofs of (3.29) and (3.30), we present some preliminary
bounds on the size of thewε

m’s. The first is a set of deterministic bounds representing
the “worst-case scenario” inwhich nothing has homogenized up to the current scale.

Lemma 3.3. There exist exponents β(d,	) ∈ (0, 1) and Q(data) < ∞ and a
constant C({Um},M,K0, data) < ∞ such that, for every m ∈ {1, . . . , n + 2},

∥∥∇wε
m

∥∥
C0,β (Um+1) � Cε−Q

m∑

j=1

∥∥∇g j
∥∥

m
j

L2+δ(Uj )
. (3.31)

Proof. By [1, Proposition A.3], there exist β(d,	) ∈ (0, 1), Q(data) < ∞ and
C({Um},M,K0, data) < ∞ such that

[∇uε
]
C0,β (U1)

� Cε−Q

and hence
[
aε
]
C0,β (U1)

� Cε−Q . (3.32)

Wewill argue by induction inm ∈ {1, . . . , n+2} that there exists Q(m, data) < ∞
and C(m, {Uk},M,K0, data) < ∞ such that

∥∥∇wε
m

∥∥
C0,β (Um+1) � Cε−Q

m∑

j=1

∣∣h j
∣∣
m
j . (3.33)

For m = 1 the claim follows from Proposition A.2 and (3.32). Suppose now
that there exists M ∈ {2, . . . , n + 2} such that the bound (3.33) holds for each
m ∈ {1, . . . , M − 1}. Then we obtain that, for some Q(M, data) < ∞,

∥
∥Fε

M

∥
∥
L2(UM )

� Cε−Q
M∑

j=1

∣
∣h j
∣
∣
M
j

Then by the basic energy estimate, we get

∥∥∇wε
M

∥∥
L2(UM )

� Cε−Q
M∑

j=1

∣∣h j
∣∣
M
j .

In view of (3.6) and the previous two displays, another application of Proposi-
tion A.2 yields, after enlarging Q and C , the bound (3.33) for m = M . This
completes the induction argument and the proof of the lemma. ��

The typical size of |∇wε
m | is much better than (3.31) gives.
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Lemma 3.4. For eachq ∈ [2,∞), there existσ(q, data) > 0,C(q,M,K0, data) <

∞ and a random variable X satisfying

X = Oσ (C)

such that, for each m ∈ {1, . . . , n + 1},
∥∥∇wε

m

∥∥
Lq (Um+1) � X

m∑

j=1

∥∥∇g j
∥∥

m
j

L2+δ(Uj )
. (3.34)

Proof. We argue by induction inm. Assume that (3.34) holds form ∈ {1, . . . , M−
1} for some M � n+1. By (3.1), in particular the assumed validity of Theorem 1.3
for m � n + 1, it suffices to show that

∥∥∇wε
M

∥∥
L2(UM )

� CX
M∑

j=1

∥∥∇g j
∥∥

M
j

L2(Uj )
. (3.35)

The induction hypothesis yields that

∥
∥Fε

M

∥
∥
L2(UM )

� CX
M−1∑

j=1

∥
∥∇g j
∥
∥

M
j

L2(Uj )
(3.36)

and then the basic energy estimate yields (3.35). ��
We also require bounds on the homogenized solutions u and w1, . . . , wn+2.

These are consequences of elliptic regularity estimates presented in Appendix D,
namely Lemma D.1, which is applicable here because of the assumption (3.1)
which ensures that L ∈ C3+N,β for every β ∈ (0, 1). We obtain the existence of
C(M, data) < ∞ such that, for every m ∈ {1, . . . , n + 1},

⎧
⎪⎪⎨

⎪⎪⎩

‖∇u‖C0,1(U2)
� C,

‖∇wm‖C0,1(Un+2) � C
m∑

i=1
‖gi‖

m
i
L2(Ui )

.
(3.37)

In particular, the function� defined in (3.19) is Lipschitz continuous. By the global
Meyers estimate, we also have, for some δ(d,	) > 0 and C(M, data) < ∞, the
bound

‖∇wn+2‖L2+δ(Un+2) � C
∥∥Fn+2

∥∥
L2+δ(Un+2) � C

n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
. (3.38)

We may also apply Lemma D.1 to get a bound on wn+2. In view of the merely
mesoscopic gap between ∂Un+2 andUn+3, which is much smaller than the macro-
scopic gaps between ∂Um and Um+1 for m ∈ {1, . . . , n + 1}, cf. (3.15) and (3.28),
the estimate we obtain is, for every β ∈ (0, 1),

‖∇wn+2‖C0,β (Un+3) � C
(
3lε
)−Q n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
, (3.39)

for an exponent Q(β, data) < ∞ which can be explicitly computed rather easily
(but for our purposes is not worth the bother) and a constant C(β,M, data) < ∞.
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3.4. The Mesoscopic Parameters k and l

Here we enter into a discussion regarding the choice of the parameters k and l
which specify the mesoscopic scales. Recall that 1  3k  3l  ε−1. As we
will eventually see later in this section, we will estimate the left sides of (3.29)
and (3.30) by expressions of the form

C

(
εα
(
ε3l
)−Q + 3−lα

(
ε3l
)−1 + 3−kα +

(
ε3l
)α

3kQ
) n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
,

(3.40)
where Q(data) < ∞ is a large exponent and α(data) > 0 is a small exponent. We
then need to choose k and l so that the expression in parentheses is a positive power
of ε. We may do this as follows. First, we may assume throughout for convenience
that Q � 1 � 4α. Then we may take care of the first two terms by choosing l so
that ε3l is a “very large” mesoscale: we let l be defined so that

ε3l � ε
α
4Q < ε3l+1.

Then we see that, for some β > 0,

εα
(
ε3l
)−Q + 3−lα

(
ε3l
)−1

� Cεβ.

Next, we take care of the last term: since, for some β > 0,

(
ε3l
)α

3kQ � Cεβ3kQ,

we can make this smaller than ε
β
2 by taking ε3k to be a “very small” mesoscale.

We take k so that, for β and Q as in the previous display,

3k � ε
− β

2Q < 3k+1.

From this we deduce that
(
ε3l
)α

3kQ � Cε
β
2 . We see that this choice of k also

makes the third term inside the parentheses on the right side of (3.40) smaller than
a positive power of ε. With these choices, we obtain that, for some β > 0,

C

(
εα
(
ε3l
)−Q + 3−lα

(
ε3l
)−1 + 3−kα +

(
ε3l
)α

3kQ
) n+1∑

j=1

∥
∥∇g j
∥
∥

n+2
j

L2+δ(Uj )
� Cεβ .

(3.41)
Throughout the rest of this section, we will allow the exponents α ∈ (0, 1

4

]
and Q ∈

[1,∞) to vary in each occurrence, but will always depend only on data. Similarly,
we let c and C denote positive constants which may vary in each occurrence and
whose dependence will be clear from the context.
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3.5. The Minimal Scales

Many of the estimates we will use in the proof of Theorem 1.2 are determin-
istic estimates (that is, the constants C in the estimate are not random) but which
are valid only above a minimal scale X which satisfies X = Oδ(C) for some
δ(data) > 0 and C(M, data) < ∞. This includes, for instance, the estimates of
Theorems 1.1, 1.2 and 1.3 assumed to be valid by our assumption (3.1), as well as
Lemmas 2.11, 3.1, 3.2 and 3.4, some estimates like (3.13) which appear in the text,
and future estimates such as those of Lemmas 3.5, 3.6 and 3.7. We stress that this
list is not exhaustive.

In our proofs of (3.29) and (3.30), we may always suppose that 3k � X , where
X is the maximum of all of these minimal scales. In fact, we may suppose that 3k is
larger than the stationary translation TzX of X by any element of z ∈ Z

d ∩ ε−1U1.
To see why, first we remark that ifX is any random variable satisfyingX = Oδ(C),
then a union bounds gives that, for any Q < ∞ the random variable

X̃ := sup

{

3 j+1 : sup
z∈Zd∩3Q jU1

TzX � 3 j

}

(3.42)

satisfies, for a possibly smaller δ and larger C < ∞, depending also on Q, the
estimate X̃ = Oδ/2(C). Since, as explained in the previous subsection, 3k is a
small but positive power of ε−1, we see that by choosing Q suitably we have that
3k � X̃ implies the validity of all of our estimates. Finally, in the event that 3k < X̃ ,
we can use the deterministic bounds obtained in Lemma 3.3 and (3.38) very crudely
as follows:
∥
∥∇wε

n+2 − ∇wn+2
∥
∥
H−1(Un+2) � C

∥
∥∇wε

n+2 − ∇wn+2
∥
∥
L2(Un+2)

� C
∥∥∇wε

n+2
∥∥
L2(Un+2) + C ‖∇wn+2‖L2(Un+2)

� C
(
1+ ε−Q

) n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
.

Then we use that

(1+ ε−Q)1{3k<X̃ } � εX̃ Q = Oδ/Q(Cε), (3.43)

where in the previous display the exponent Q is larger in the second instance than
in the first. This yields (3.29) and (3.30) in the event {3k > X̃ }, so we do not have
to worry about this event.

Therefore, throughout the rest of this section, we let X denote a minimal scale
satisfying X = Oδ(C) which, in addition to both δ and C , may vary in each
occurrence.

3.6. The Proof of the Local Stationary Approximation

We now turn to the proof of (3.29), which amounts to showing that the dif-
ference between the coefficient fields (aε, Fε

n+2) and (ãε, F̃ε
n+2) is small. This is

accomplished by an application of Lemma 2.11.
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Lemma 3.5. There exist α(data) > 0, Q(data) < ∞ and C(M, data) < ∞ and a
minimal scale X = Oδ(C) such that, if 3k � X , then

∥∥∇wε
n+2 −∇w̃ε

n+2
∥∥
L2(Um )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + 3−kα +

(
ε3l
)α

3kQ
) n+1∑

j=1

∥
∥∇g j
∥
∥

n+2
j

L2+δ(Uj )
.

(3.44)

Proof. Throughout X denotes a random scale which may change from line to line
and satisfies X = Oδ(C).

For each z ∈ ε3lZd with z + ε�l+1 ⊆ Un+1, we compare ∇u and ∇wε
m to the

functions ∇v
(l)
∇u(z), z

ε

( ·
ε

)
and ∇w

(l)
m,�(z), z

ε

( ·
ε

)
, using Lemma 2.11 and the assumed

validity of Theorems 1.2 and 1.3 for n. The latter yields that, if ε−1 � X , then for
every such z, and every m ∈ {1, . . . , n + 1}

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∥∥uε − u
∥∥
L2(z+ε�l+1) � Cεα

(
ε3l
)− d

2
,

∥∥wε
m − wm

∥∥
L2(z+ε�l+1) Cεα

(
ε3l
)− d

2
m∑

j=1

∥∥∇g j
∥∥

m
j

L2+δ(Uj )
.

Likewise, if 3l � X , then for every z as above, and every m ∈ {1, . . . , n + 1},
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∥∥
∥v(l)
∇u(z), z

ε

( ·
ε

)− �∇u(z)

∥∥
∥
L2(z+ε�l+1)

� C3−lα,

∥∥∥∥w
(l)
m,�(z), z

ε

( ·
ε

)− �∇wm (z)

∥∥∥∥
L2(z+ε(1+2−m)�l )

� C3−lα
m∑

j=1

∥∥∇g j
∥∥

m
j

L2+δ(Uj )
.

Here we used (3.37) in order that the C not depend implicitly on |∇u(z)| and in
order that the prefactor on the right side of the second line be is as it is, rather

than
∑m

j=1
∣∣∇w j (z)

∣∣
m
j . Using (3.37) again, we see that

⎧
⎪⎪⎨

⎪⎪⎩

∥∥u − (u(z)+ �∇u(z)
)∥∥

L2(z+ε�l+1) � Cε232l ,

∥∥wm −
(
wm(z)+ �∇wm (z)

)∥∥
L2(z+ε�l+1) � Cε232l

m∑

j=1

∥∥∇g j
∥∥

m
j

L2+δ(Uj )
.

Combining the three previous displays with the triangle inequality, we get, for all
such m and z and provided that 3l � X ,
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
ε3l
)−1 ∥∥∥uε − v

(l)
∇u(z), z

ε

( ·
ε

)− u(z)
∥∥∥
L2(z+ε�l+1)

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + ε3l

)
,

(
ε3l
)−1 ∥∥∥
∥w

ε
m − w

(l)
m,�(z), z

ε

( ·
ε

)− wm(z)

∥∥∥
∥
L2(z+ε(1+2−m)�l )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + ε3l

) m∑

j=1

∥∥∇g j
∥∥

m
j

L2+δ(Uj )
.

An application of Lemma 2.11 then yields

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∥
∥∥∇uε −∇v

(l)
∇u(z), z

ε

( ·
ε

)∥∥∥
L2(z+ε�l )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + ε3l

)
,

∥∥
∥∥∇wε

m − ∇w
(l)
m,�(z), z

ε

( ·
ε

)
∥∥
∥∥
L2(z+ε�l )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + ε3l

) m∑

j=1

∥∥∇g j
∥∥

m
j

L2+δ(Uj )
.

By L p interpolation and the bounds (3.8) and (3.34), we obtain, for every q ∈
[2,∞), an X such that 3l � X implies that, for every m and z as above,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∥
∥∥∇uε − ∇v

(l)
∇u(z), z

ε

( ·
ε

)∥∥∥
Lq (z+ε�l )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + ε3l

)
,

∥∥
∥∥∇wε

m − ∇w
(l)
m,�(z), z

ε

( ·
ε

)
∥∥
∥∥
Lq (z+ε�l )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + ε3l

) m∑

j=1

∥∥∇g j
∥∥

m
j

L2+δ(Uj )
.

This estimate implies

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∥∥∥aε − a(l)
∇u(z)

( ·
ε

)∥∥∥
Lq (z+ε�l )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + ε3l

)
,

∥
∥∥Fε

n+2 − F(l)
n+2,�(z)

( ·
ε

)∥∥∥
Lq (z+ε�l )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + ε3l

) n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
.

By a very similar argument, comparing the functions∇v
(l)
∇u(z), z

ε

( ·
ε

)
and∇w

(l)
m,�(z), z

ε( ·
ε

)
to∇v

(k)
∇u(z), z

ε

( ·
ε

)
and∇w

(k)
m,�(z), z

ε

( ·
ε

)
, also using Lemma 2.11 and the assumed
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validity of Theorems 1.2 and 1.3 for n, we obtain, for all m and z as above,
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∥∥
∥a(l)
∇u(z)

( ·
ε

)− a(k)
∇u(z)

( ·
ε

)∥∥
∥
Lq (z+ε�l )

� C3−kα,

∥∥∥F(l)
n+2,�(z)

( ·
ε

)− F(k)
n+2,�(z)

( ·
ε

)∥∥∥
Lq (z+ε�l )

� C3−kα
n+2∑

j=1

∥∥∇g j
∥∥

n+1
j

L2+δ(Uj )
.

Using (3.13) and (3.14), in view of (3.37), we find an exponent Q(data) < ∞ such
that, for every m and z as above,
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∥∥∥ãε − a(k)
∇u(z)

( ·
ε

)∥∥∥
Lq (z+ε�l )

� C
(
ε3l
)
3Qk,

∥∥∥F̃ε
n+2 − F(k)

n+2,�(z)

( ·
ε

)∥∥∥
Lq (z+ε�l )

� C
(
ε3l
)
3Qk

n+2∑

j=1

∥∥∇g j
∥∥

n+1
j

L2+δ(Uj )
.

Combining the above estimates, we finally obtain that, for every z and m as above,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∥∥aε − ãε
∥∥
Lq (z+ε�l )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + 3−kα + ε3l+kQ

)
,

∥∥∥Fε
n+2 − F̃ε

n+2
∥∥∥
Lq (z+ε�l )

� C

(
εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + 3−kα + ε3l+kQ

) n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
,

Using that these coefficient fields are bounded and that the boundary layer (that is,
the set of points which lie in Un+2 but not in any cube of the form z + ε�l with z
as above) has thickness O(ε3l), we get from the previous estimate that

⎧
⎪⎪⎨

⎪⎪⎩

∥∥aε − ãε
∥∥
Lq (Un+2) � CA,

∥∥∥Fε
n+2 − F̃ε

n+2
∥∥∥
Lq (Un+2)

� CA
n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
,

where (in order to shorten the expressions) we denote

A :=
(

εα
(
ε3l
)− d

2−1 + 3−lα
(
ε3l
)−1 + 3−kα +

(
ε3l
)α

3kQ
)

.

To complete the proof of the lemma, we observe that ζ := w̃ε
n+2 − wε

n+2 ∈
H1
0 (Un+2) satisfies the equation

−∇ · ãε∇ζ = ∇ ·
(

F̃ε
n+2 − Fε

n+2
)
+∇ · ((ãε − aε

)∇wε
n+2
)
. (3.45)

By the basic energy estimate (test the equation for ζ with ζ ), we obtain

‖∇ζ‖L2(Un+2) �
(∥∥∥F̃ε

n+2 − Fε
n+2
∥∥∥
L2(Un+2)

+ ∥∥(ãε − aε
)∇wε

n+2
∥∥
L2(Un+2)

)
.
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The first term on the right side is already estimated above. For the second term, we
use the Meyers estimate and (3.34), without forgetting (3.20), to find δ(d,	) > 0
such that

∥∥∇wε
n+2
∥∥
L2+δ(Un+2) � C

∥∥Fε
n+2
∥∥
L2+δ(Un+2) � C

n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
.

Therefore, by Hölder’s inequality and the above estimate on ‖aε − ãε‖Lq (z+ε�l )

with exponent q := 4+2δ
δ

, we obtain
∥
∥(ãε − aε

)∇wε
n+2
∥
∥
L2(Un+2)

�
∥∥ãε − aε

∥∥
L

4+2δ
δ (U1)

∥∥∇wε
n+2
∥∥
L2+δ(Un+2) � CA

n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
.

This completes the proof of (3.44). ��
In view of the discussion in Sections 3.4 and 3.5, Lemma 3.5 implies (3.29).

3.7. Homogenization Estimates for the Approximating Equations

To prepare for the proof of (3.29), we apply the quantitative homogenization

estimates proved in [4] for the linear equation (3.4). We denote by a(k)
p and F

(k)
n+2,�

the homogenized coefficients.
By an application of the results of [4, Chapter 11], the solutions v(·,U, e,�)

of the family of Dirichlet problems
⎧
⎨

⎩
− ∇ ·
(

a(k)
p ∇v(·,U, e,�)

)
= ∇ · F(k)

n+2,� in U,

v(·,U, e,�) = �e on ∂U,
(3.46)

indexed over bounded Lipschitz domains U ⊆ R
d and e ∈ B1 and � ∈ R

d(n+2),
satisfy the following quantitative homogenization estimate: there existα(s, d,	) >

0, β(data) > 0, δ(data) > 0 and Q(data) < ∞ and C(s,M, data) < ∞ and
a random variable X = Oδ(C) such that, for every � = (p, h1, . . . , hn+1) ∈
R
d(n+2) with |p| � M, e ∈ R

d and every l ∈ N with 3l−k � X ,

3−l
∥∥v(·,�l+1, e,�)− �e

∥∥
L2(�l )

+ 3−l
∥∥∇v(·,�l+1, e,�)− e

∥∥
H−1(�l )

+ 3−l
∥∥
∥a(k)

p ∇v(·,�l+1, e,�)+ F(k)
n+2,� −

(
a(k)
p e + F

(k)
n+2,�
)∥∥
∥
H−1(�l )

� C3−α(l−k)3Qk

⎛

⎝|e| +
n+1∑

j=1

∣
∣h j
∣
∣
n+2
j

⎞

⎠ (3.47)

as well as

∥∥∇v(·,�l+1, e,�)
∥∥
C0,β (�l )

� ClQ3Qk

⎛

⎝|e| +
n+1∑

j=1

∣∣h j
∣∣
n+2
j

⎞

⎠ . (3.48)
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Toobtain (3.47),we change the scale byperforming adilation x �→ 3k
⌈
(15+ d)

1
2

⌉
x

so that the resulting coefficient fields have a unit range of dependence and are
still Zd -stationary, cf. (3.3). We then apply [4, Lemma 11.11] to obtain (3.47), us-
ing Lemma 3.1, namely (3.5), to give a bound on the parameter K in the application
of the former. The reason we quote results for general nonlinear equations, despite
the fact that (3.46) is linear, is because (3.46) has a nonzero right-hand side and the
results for linear equations have not been formalized in that generality.

The bound (3.48) is a consequence the large-scale C0,1-type estimate for the
equation (3.4) (see [4, Theorem 11.13]) which, together with a routine union bound,
yields (3.48) with the left side replaced by supz∈Zd∩�l

‖∇v‖L2(z+(l−k)�k )
. Indeed,

if we denote by Xz the minimal scale in the large-scale C0,1 estimate, then a union
bound yields (for any s ∈ (0, d), so in particular we can take s > 1),

max

{

k′ ∈ N : max
z∈Zd∩�k′

Xz >
(
log 3k

′−k)
1
s

}

� Oδ(C).

We obtain (3.48) by combining this bound for supz∈Zd∩�l
‖∇v‖L2(z+(l−k)�k )

with
the deterministic bounds (3.5), (3.6) and an application of the Schauder estimates
(see Proposition A.2).

We also need the following estimate for the difference of v’s on overlapping
cubes, which can be inferred from (3.47) and the Caccioppoli inequality: there ex-
istα(s, d,	) > 0,β(data) > 0, δ(data) > 0 andQ(data) < ∞ andC(s,M, data) <

∞ and a randomvariableX = Oδ(C) such that, for every� = (p, h1, . . . , hn+1) ∈
R
d(n+2) with |p| � M, e ∈ R

d and every l ∈ N with 3l−k � X ,
∑

z′∈3lZd∩�l+1

∥∥∇v
(·, z +�l+1, e,�

)−∇v
(·, z′ +�l , e,�

)∥∥
L2(z′+�l )

� C3−α(l−k)
⎛

⎝|e| + 3Qk
n+1∑

j=1

∣∣h j
∣∣
n+2
j

⎞

⎠ . (3.49)

Finally, we mention that we have the following deterministic estimate on the func-
tions v(·, z +�l+1, e,�) which states that

∥∥∇v(·, z +�l+1, e,�)
∥∥
L2(z+�l+1) � C

(
|e| +
∥∥∥F(k)

n+2,�
∥∥∥
L2(z+�l+1)

)

� C

⎛

⎝|e| +
n+1∑

j=1

∣∣h j
∣∣
n+2
j

⎞

⎠ . (3.50)

This follows from testing the problem (3.46) with U = z + �l+1 with the test
function v(·, z+�l+1, e,�)−�e ∈ H1

0 (z+�l+1) and then using (3.9) with m =
n + 2.

Our next goal is to compare the homogenized coefficients F
(k)
m,� for the approx-

imating equations to the functions Fm(�) defined in (1.16). In view of the results
of Section 2, it is natural to proceed by comparing the vector fields F(k)

m,� to f (m)
p,h

defined in (2.5). This is accomplished by invoking Lemma 2.11 again.
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Lemma 3.6. Fix q ∈ [2,∞) andM ∈ [1,∞). There exist δ(q, data), α(q, data) ∈
(0, 1

2 ], C(q,M, data) < ∞ such that, for every k ∈ N with 3k � X , m ∈
{1, . . . , n + 2} and p, h ∈ R

d with |p| � M, we have
∥∥∥ap − a(k)

p

∥∥∥
Lq (�k )

� Oδ

(
C3−kα

)
(3.51)

and, for � := (p, h, 0, · · · , 0) ∈ R
d(n+2),

∥
∥∥F(k)

m,� − f (m)
p,h

∥
∥∥
Lq (�k )

� Oδ

(
C3−kα|h|m

)
. (3.52)

Proof. We take X to be the maximum of the random scales in Theorem 2.2, Lem-
mas 2.10 and 2.11 and Theorems 1.2 and 1.3 for n, the latter two being valid by
assumption (3.1). Assume 3k � X .

By Lemma 2.10 and the assumed validity of Theorem 1.2 for n, we have

3−k
∥∥
∥v(k)

p,0 −
(
�p + φp −

(
φp
)
�k+1

)∥∥
∥
L2(�k+1)

� C3−kα,

3−k
∥∥∥
∥w

(k)
1,�,0 −

(
�h + ψ

(1)
p,h −
(
ψ

(1)
p,h

)
3
2�k

)∥∥∥
∥
L2( 32�k )

� C3−kα|h|

and, for m ∈ {2, . . . , n + 1},

3−k
∥∥∥∥w

(k)
m,�,0 −

(
ψ

(m)
p,h −
(
ψ

(m)
p,h

)
3
2�k

)∥∥∥∥
L2((1+2−m )�k )

� C3−kα|h|m .

By Theorem 2.2 and the assumed validity of Theorem 1.3 for n, we also have that,
for every m ∈ {1, . . . , n + 1},

∥∥
∥∇w

(k)
m,�,0

∥∥
∥
L2((1+2−m )�k )

+
∥∥
∥∇ψ

(m)
p,h

∥∥
∥
L2((1+2−m )�k )

� C |h|m . (3.53)

Using these estimates and Lemma 2.11, we obtain, for m ∈ {2, . . . , n + 1},
∥∥∥∇w

(k)
m,�,0 −∇ψ

(m)
p,h

∥∥∥
L2(�k )

� C3−kα|h|m . (3.54)

The previous display holds for 3k � X . Combining this estimate with (2.16)
and (3.10) and using L p interpolation, we obtain

∥∥
∥∇w

(k)
m,�,0 − ∇ψ

(m)
p,h

∥∥
∥
L2(�k )

� Oδ

(
C3−kα|h|m

)
. (3.55)

The conclusion of the lemma now follows. ��
We next observe that the homogenized coefficients a(k)

p and F
(k)
n+2,� agree, up

to a small error, with ap := D2L(p) and Fn+2(�). This will help us eventually
to prove that the homogenized coefficients for the linearized equations are the
linearized coefficients of the homogenized equation.
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Lemma 3.7. Fix M ∈ [1,∞). There exist α(data) > 0 and C(n,M, data) < ∞
such that, for every � = (p, h1, . . . , hn+1) ∈ BM × R

d(n+1),
∣
∣∣ap − a(k)

p

∣
∣∣ � C3−kα (3.56)

and
∣∣
∣F

(k)
n+2,� − Fn+2(�)

∣∣
∣ � C3−kα

⎛

⎝
n+1∑

j=1

∣
∣h j
∣
∣
n+1
j

⎞

⎠ . (3.57)

Proof. We first give the argument in the case that � = (p, h, 0, . . . , 0). From the
definition (1.16) and Proposition 2.8, we see that

(
ap, Fn+2(�)

)
are the homoge-

nized coefficients for the stationary coefficient fields
(

ap, f (n+2)
p,h

)
. By Lemma 3.6,

and the bounds (3.5) and (2.16), we find that, for every q ∈ [2,∞),
∥
∥∥ap − a(k)

p

∥
∥∥
Lq (�k )

� Oδ

(
3−kα
)

(3.58)

and ∥∥∥F(k)
m,� − f (m)

p,h

∥∥∥
Lq (�k )

� Oδ

(
C3−kα|h|m

)
, (3.59)

with the constants C depending additionally on q. The result now follows easily by
the Meyers estimate in the case � = (p, h, 0, . . . , 0). Indeed, by subtracting the
equations and applying Hölder’s inequality and the Meyers estimate, we can show
that the first-order correctors for the two linear problems are close in the L2(�k)

norm (with a second moment in expectation). Therefore their fluxes are also close,
and taking the expectations of the fluxes gives the homogenized coefficients. This
argument can also be performed in a finite volume box�M with the result obtained
after sending M →∞. See [1, Lemma 3.2] for a similar argument.

For general � the result follows by polarization (see Lemma 2.6) and the mul-

tilinear structure shared by the functions � �→ F
(k)
n+2,� and � �→ Fn+2(�). ��

Wealso require the following continuity estimate for the functionsw(·,�l , e,�)

in (e,�). Following the proof of Lemma 3.2 for L2 dependence in� (we need need
to do onemore step of the iteration described there), using (3.47) for L2 dependence
in e, and then interpolating this result with (3.48), we obtain exponents α(data) > 0
andQ(data) < ∞ and a randomvariableX = Oδ(C) such that, for every e, e′ ∈ R

d

and � = (p, h1, . . . , hn+1) ∈ R
d(n+2) and �′ = (p′, h′1, . . . , h′n+1) ∈ R

d(n+2)
with |p|, |p′| � M, if 3k � X , then

∥∥∇v(·,�l+1, e,�)−∇v(·,�l+1, e′,�′)
∥∥
L∞(�l )

� ClQ3kQ |p − p′|α
m−1∑

i=1

(|hi | ∨
∣∣h′i
∣∣)

m
i

+ ClQ3kQ
m−1∑

i=1
|hi − h′i |α

m−i∑

j=1

(∣∣h j
∣∣ ∨
∣∣∣h′j
∣∣∣
)m−i

j
. (3.60)
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3.8. Homogenization of the Locally Stationary Equation

We next present the proof of (3.30), which is the final step in the proof of
Theorem 1.2. The argument follows a fairly routine (albeit technical) two-scale ex-
pansion argument and requires the homogenization estimates given in Section 3.7.

The proof of (3.30). In view of the discussion in Section 3.5, we may assume
throughout that 3k � X where X is any minimal scale described above. We be-
gin by building an approximation of the solution w̃ε

n+2 of (3.25) built out of the
solutions of (3.46). We select a smooth function ζ ∈ C∞c (Rd) such that, for some
C(d) < ∞ and each i ∈ {1, 2},

1ε�l
� ζ � 1ε�l+1

∥∥∥∇ iζ

∥∥∥
L∞

� C
(
ε3l
)−i

, and
∑

z∈ε3lZd

ζ(·−z) = 1 inRd .

(3.61)
Wecan construct such a ζ by a suitablemollification of1ε�l

.Wewrite ζz := ζ(·−z)

for short. We next define a function ṽε
n+2 ∈ H1

0 (Un+2) by

ṽε
n+2(x) := wn+2(x)

+
∑

z∈ε3lZd∩Un+3

ζz(x)
(
εv
( x

ε
, z

ε
+�l+1,∇wn+2(z),�(z)

)− �∇wn+2(z)(x)
)
.

Since ṽε
n+2 − w̃ε

n+2 ∈ H1
0 (Un+2), We have that

∥∥∇ṽε
n+2 − ∇w̃ε

n+2
∥∥
L2(Un+2) � C

∥∥∇ · ãε∇ṽε
n+2 − ∇ · ãε∇w̃ε

n+2
∥∥
H−1(Un+2)

= C
∥∥∥∇ ·
(

ãε∇ṽε
n+2 + F̃ε

n+2
)∥∥∥

H−1(Un+2)
. (3.62)

A preliminary goal is therefore to prove the estimate

∥∥∥∇ ·
(

ãε∇ṽε
n+2 + F̃ε

n+2
)∥∥∥

H−1(Un+2)

� C

(
εα
(
ε3l
)−Q + 3−lα

(
ε3l
)−1 + 3−kα +

(
ε3l
)α

3kQ
) n+1∑

j=1

∥
∥∇g j
∥
∥

n+2
j

L2+δ(Uj )
.

(3.63)

Theproof of (3.63) is essentially completed inSteps 1–5below: see (3.72) and (3.73).
After obtaining this estimate, we will prove that

∥∥∇ṽε
n+2 − ∇wn+2

∥∥
H−1(Un+2) � C3−α(l−k)3Qk

n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
. (3.64)

Together these inequalities imply (3.30).
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Denote vz := v
(·, z

ε
+�l+1,∇wn+2(z),�(z)

)
for short and compute

∇ṽε
n+2(x) =

∑

z∈ε3lZd∩Un+3

(∇ζz(x)
(
εvz(

x
ε
)− �∇wn+2(z)(x)

)+ ζz(x)∇vz
( x

ε

))

+
⎛

⎝∇wn+2(x)−
∑

z∈ε3lZd∩Un+3

ζz(x)∇wn+2(z)

⎞

⎠ . (3.65)

Thus

ãε∇ṽε
n+2 =

∑

z∈ε3lZd∩Un+3

ζz ã
(k)
∇u(z)∇vz

( ·
ε

)

+
∑

z∈ε3lZd∩Un+3

ãε∇ζz
(
εvz(

·
ε
)− �∇wn+2(z)(x)

)

+
∑

z∈ε3lZd∩Un+3

ζz(x)
(

ãε − ã(k)
∇u(z)

( ·
ε

))∇vz
( ·

ε

)

+ ãε

⎛

⎝∇wn+2(x)−
∑

z∈ε3lZd∩Un+3

ζz(x)∇wn+2(z)

⎞

⎠ . (3.66)

Using the equation for vz , we find that

∇ ·
(

ãε∇ṽε
n+2 + F̃ε

n+2
)
=

∑

z∈ε3lZd∩Un+3

∇ζz ·
(

ã(k)
∇u(z)

( ·
ε

)∇vz
( ·

ε

)+ F̃(k)
n+2,�(z)

( ·
ε

))

+ ∇ ·
∑

z∈ε3lZd∩Un+3

ζz(x)
(

ãε − ã(k)
∇u(z)

( ·
ε

))∇vz
( ·

ε

)

+ ∇ ·
⎛

⎝F̃ε
n+2 −

∑

z∈ε3lZd∩Un+3

ζzF̃
(k)
n+2,�(z)

( ·
ε

)
⎞

⎠

+ ∇ ·
⎛

⎝
∑

z∈ε3lZd∩Un+3

ãε∇ζz
(
εvz(

·
ε
)− �∇wn+2(z)(x)

)
⎞

⎠

+ ∇ ·
⎛

⎝ãε

⎛

⎝∇wn+2(x)−
∑

z∈ε3lZd∩Un+3

ζz(x)∇wn+2(z)

⎞

⎠

⎞

⎠ .

Therefore, we have that

∥∥∥∇ ·
(

ãε∇ṽε
n+2 + F̃ε

n+2
)∥∥∥

H−1(Un+2)

� C

∥∥∥∥∥
∥

∑

z∈ε3lZd∩Un+3

∇ζz ·
(

ã(k)
∇u(z)

( ·
ε

)∇vz
( ·

ε

)+ F̃(k)
n+2,�(z)

( ·
ε

))
∥∥∥∥∥
∥
H−1(Un+2)
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+ C

∥∥
∥∥∥∥

∑

z∈ε3lZd∩Un+3

ζz(x)
(

ãε − ã(k)
∇u(z)

( ·
ε

))∇vz
( ·

ε

)
∥∥
∥∥∥∥
L2(Un+2)

+ C

∥∥∥∥∥∥
F̃ε
n+2 −

∑

z∈ε3lZd∩Un+3

ζzF̃
(k)
n+2,�(z)

( ·
ε

)
∥∥∥∥∥∥
L2(Un+2)

+ C

∥∥∥∥
∥∥

∑

z∈ε3lZd∩Un+3

∇ζz
(
εvz(

·
ε
)− �∇wn+2(z)(x)

)
∥∥∥∥
∥∥
L2(Un+2)

+ C

∥∥
∥∥∥∥
∇wn+2(x)−

∑

z∈ε3lZd∩Un+3

ζz(x)∇wn+2(z)

∥∥
∥∥∥∥
L2(Un+2)

. (3.67)

We next estimate each of the five terms on the right side of the previous display.
Step 1.The estimate of the first term on the right side of (3.67). This is where we

use the homogenized equation forwn+2. Fix h ∈ H1
0 (Un+2)with ‖h‖H1(Un+2) = 1.

By the equation for wn+2 and integration by parts that

0 =
ˆ
Un+2

∇h(x) · (a(x)∇wn+2(x)+ Fn+2(x)
)
dx

= −
ˆ
Un+2

h(x)
∑

z∈3lZd∩Un+3

∇ζz(x) ·
(
a(x)∇wn+2(x)+ Fn+2(x)

)
dx

+
ˆ
Un+2

∇h(x) ·
∑

z∈3lZd\Un+3

ζz(x)
(
a(x)∇wn+2(x)+ Fn+2(x)

)
dx .

Therefore we may have

∣
∣
∣∣
∣∣

ˆ
Un+2

h(x)
∑

z∈ε3lZd∩Un+3

∇ζz(x) ·
(

ã(k)
∇u(z)

( x
ε

)∇vz
( x

ε

)+ F̃(k)
n+2,�(z)

( x
ε

))
dx

∣
∣
∣∣
∣∣

�

∣∣
∣∣
∣
∣

ˆ
Un+2

h
∑

z∈ε3lZd∩Un+3

∇ζz ·
(

ã(k)
∇u(z)

( ·
ε

)∇vz
( ·

ε

)+ F̃(k)
n+2,�(z)

( ·
ε

)− a∇wn+2 + Fn+2
)
dx

∣∣
∣∣
∣
∣

+
ˆ
Un+2

|∇h(x)|
∣
∣∣
∣∣
∣

∑

z∈3lZd\Un+3

ζz(x)
(
a(x)∇wn+2(x)+ Fn+2(x)

)
∣
∣∣
∣∣
∣
dx .

For the first term on the right, we use (3.37), (3.47), (3.56) and (3.57) to obtain

∣
∣∣
∣∣
∣

ˆ
Un+2

h
∑

z∈ε3lZd∩Un+3

∇ζz ·
(

ã(k)
∇u(z)

( ·
ε

)∇vz
( ·

ε

)+ F̃(k)
n+2,�(z)

( ·
ε

)− a∇wn+2 + Fn+2
)
dx

∣
∣∣
∣∣
∣

� C ‖h‖H1(Un+2)
(
3−α(l−k)3Qk + 3−kα

) n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.
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For the second term, we denote

Un+4 :=
{
x ∈ Un+3 : x + ε�l+1 ⊆ Un+3

}
, (3.68)

observe that |Un+2\Un+4| � Cε3l , and compute, using the Hölder inequality, to
obtain, using also (3.38),

ˆ
Un+2

|∇h(x)|
∣∣∣∣
∣∣

∑

z∈3lZd\Un+3

ζz(x)
(
a(x)∇wn+2(x)+ Fn+2(x)

)
∣∣∣∣
∣∣
dx

� C ‖∇h‖L2(Un+2)
∥∥a∇wn+2 + Fn+2

∥∥
L2(Un+2\Un+4)

� C ‖∇h‖L2(Un+2)
(
(ε3l)

δ
4+2δ ‖∇wn+2‖L2+δ(Un+2) + ε3l

∥
∥Fn+2

∥
∥
L∞(Un+2)

)

� C ‖∇h‖L2(Un+2) (ε3l)α
n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.

Combining the above estimates and taking the supremum over h ∈ H1
0 (Un+2)

with ‖h‖H1(Un+2) = 1 yields

∥∥∥
∥∥∥

∑

z∈ε3lZd∩Un+3

∇ζz ·
(

ã(k)
∇u(z)

( ·
ε

)∇vz
( ·

ε

)+ F̃(k)
n+2,�(z)

( ·
ε

))
∥∥∥
∥∥∥
H−1(Un+2)

� C
(
3−α(l−k)3Qk + 3−kα + (ε3l)α

) n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.

Step 2. The estimate of the second term on the right side of (3.67). We use
(3.14), (3.37) and (3.50) to find

∥∥∥∥∥
∥

∑

z∈ε3lZd∩Un+3

ζz(x)
(

ãε − ã(k)
∇u(z)

( ·
ε

))∇vz
( ·

ε

)
∥∥∥∥∥
∥
L2(Un+2)

�
∑

z∈ε3lZd∩Un+3

∥∥∥
(

ãε − ã(k)
∇u(z)

( ·
ε

))∇vz
( ·

ε

)∥∥∥
L2(z+ε�l+1)

� C
∑

z∈ε3lZd∩Un+3

∥∥∥ãε − ã(k)
∇u(z)

( ·
ε

)∥∥∥
L∞(z+ε�l+1)

∥∥∇vz
( ·

ε

)∥∥
L2(z+ε�l+1)

� C3Qk
(
ε3l
)α n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.
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Step 3. The estimate of the third term on the right side of (3.67). We have
by (3.13) and (3.37) that

∥∥∥∥
∥∥

F̃ε
n+2 −

∑

z∈ε3lZd∩Un+3

ζzF̃n+2,�(z)

( ·
ε

)
∥∥∥∥
∥∥
L2(Un+2)

� C

∥∥∥
∥∥∥

∑

z∈ε3lZd∩Un+3

ζz

(
F̃ε
n+2 − F̃n+2,�(z)

( ·
ε

))
∥∥∥
∥∥∥
L2(Un+2)

� C
∑

z∈ε3lZd∩Un+3

∥
∥∥F̃ε

n+2 − F̃n+2,�(z)

( ·
ε

)∥∥∥
L2(z+ε�l+1)

� C3Qk
(
ε3l
)α n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.

Step 4. The estimate of the fourth term on the right side of (3.67). For conve-
nience, extend vz so that it is equal to the affine function �∇wn+2(z) outside of the
cube z + ε�l+1. By the triangle inequality, we have

∥∥
∥∥∥∥

∑

z∈ε3lZd∩Un+3

∇ζz
(
εvz(

·
ε
)− �∇wn+2(z)(x)

)
∥∥
∥∥∥∥
L2(Un+2)

�

∥∥∥∥∥∥

∑

y,z∈ε3lZd∩Un+3

∇ζz
(
εvy(

·
ε
)− �∇wn+2(y)

)
∥∥∥∥∥∥
L2(Un+2)

+
∥∥∥∥∥
∥
ε

∑

y,z∈ε3lZd∩Un+3

∇ζz
(
vz(

·
ε
)− vy(

·
ε
)
)
∥∥∥∥∥
∥
L2(Un+2)

+
∥∥∥
∥∥∥

∑

y,z∈ε3lZd∩Un+3, y∼z
∇ζzε |∇wn+2(z)− ∇wn+2(y)|

∥∥∥
∥∥∥
L2(Un+2)

, (3.69)

where here and belowwe use the notation y ∼ z tomean that y+�l+1 and z+�l+1
have nonempty intersection. Using (3.61) and the fact that

∑
z∈ε3lZd ∇ζz = 0, we

have that
∣∣∣
∣∣∣

∑

z∈ε3lZd∩Un+3

∇ζz

∣∣∣
∣∣∣
� C
(
ε3l
)−1

1V . (3.70)

where

V :=
{
x ∈ R

d : (x + ε�l+1) ∩ ∂Un+3 �= ∅
}

(3.71)
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is a boundary layer of Un+3 of thickness ε3l . Observe that |V | � Cε3l . Thus
by (3.47) we find that

∥∥∥
∥∥∥

∑

y,z∈ε3lZd∩Un+3

∇ζz
(
εvy(

·
ε
)− �∇wn+2(y)

)
∥∥∥
∥∥∥
L2(Un+2)

� C
(
ε3l
)−1

ε

∥
∥∥∥∥∥
1V

∑

y∈ε3lZd∩Un+3

(
εvy(

·
ε
)− �∇wn+2(y)

)
∥
∥∥∥∥∥
L2(Un+2)

� C3−α(l−k)3Qk
n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.

Combining (3.61) with (3.49), (3.37) and the triangle inequality to compare the
vz’s on overlapping cubes, we find that
∥∥
∥∥∥∥
ε

∑

y,z∈ε3lZd∩Un+3

∇ζz
(
vz(

·
ε
)− vy(

·
ε
)
)
∥∥
∥∥∥∥
L2(Un+2)

�
∑

y,z∈ε3lZd∩Un+3, y∼z
‖∇ζz‖L∞(Rd ) · ε

∥∥vy − vz
∥∥
L2((y+�l+1)∩(z+�l+1))

� C3−α(l−k)3Qk
n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.

For the last term, we compute, using (3.39),
∥∥∥∥∥
∥

∑

y,z∈ε3lZd∩Un+3, y∼z
∇ζzε |∇wn+2(z)−∇wn+2(y)|

∥∥∥∥∥
∥
L2(Un+2)

� Cε1+β3l ‖∇wn+2‖C0,β (Un+3)

∥∥∥
∥∥∥

∑

y,z∈ε3lZd∩Un+3, y∼z
|∇ζz |
∥∥∥
∥∥∥
L2(Un+2)

� Cεα
(
3lε
)−Q n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.

Putting the above inequalities together, we find that
∥∥∥∥∥∥

∑

z∈ε3lZd∩Un+3

∇ζz
(
εvz(

·
ε
)− �∇wn+2(z)(x)

)
∥∥∥∥∥∥
L2(Un+2)

� C

(
3−α(l−k)3Qk + εα

(
3lε
)−Q
) n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.
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Step 5.The estimate of the fifth term on the right side of (3.67). Recall thatUn+4
is defined in (3.68). We have that, using (3.38) and (3.39),
∥
∥∥∥∥∥
∇wn+2 −

∑

z∈ε3lZd∩Un+3

ζz∇wn+2(z)

∥
∥∥∥∥∥
L2(Un+2)

�

∥∥∥∥∥
∥
∇wn+2

⎛

⎝1−
∑

z∈ε3lZd∩Un+3

ζz

⎞

⎠

∥∥∥∥∥
∥
L2(Un+2)

+
∥∥∥
∥∥∥

∑

z∈ε3lZd∩Un+3

ζz (∇wn+2 −∇wn+2(z))

∥∥∥
∥∥∥
L2(Un+2)

� ‖∇wn+2‖L2(Un+2\Un+4) + Cε3l ‖∇wn+2‖C0,β (Un+3)

� C |Un+2\Un+4| δ
4+2δ ‖∇wn+2‖L2+δ(Un+2) + Cεα

(
ε3l
)−Q n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )

� C

(
(ε3l)α + εα

(
ε3l
)−Q
) n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.

Step 6. Let us summarize what we have shown so far. Substituting the results
of the five previous steps into (3.67), we obtain that
∥∥∥∇ ·
(

ãε∇ṽε
n+2 + F̃ε

n+2
)∥∥∥

H−1(Un+2)

� C

(
εα
(
ε3l
)−Q + 3−lα

(
ε3l
)−1 + 3−kα +

(
ε3l
)α

3kQ
) n+1∑

j=1

∥
∥∇g j
∥
∥

n+2
j

L2+δ(Uj )
.

(3.72)

This implies by (3.62) that
∥
∥∇ṽε

n+2 − ∇w̃ε
n+2
∥
∥
L2(Un+2)

� C

(
εα
(
ε3l
)−Q + 3−lα

(
ε3l
)−1 + 3−kα +

(
ε3l
)α

3kQ
) n+1∑

j=1

∥∥∇g j
∥∥

n+2
j

L2+δ(Uj )
.

(3.73)

Therefore to obtain the lemma it suffices to prove (3.64). To prove this bound, we
use the identity

∇ṽε
n+2(x)− ∇wn+2(x)

= ∇
⎛

⎝
∑

z∈ε3lZd∩Un+3

ζz(x)
(
εv
( x

ε
, z

ε
+�l+1,∇wn+2(z),�(z)

)− �∇wn+2(z)(x)
)
⎞

⎠ ,
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which, combined with (3.47), and (3.37), yields

∥
∥∇ṽε

n+2(x)−∇wn+2(x)
∥
∥
H−1(Un+2)

�

∥∥∥
∥∥
∥

∑

z∈ε3lZd∩Un+3

ζz(x)
(
εv
( x

ε
, z

ε
+�l+1,∇wn+2(z),�(z)

)− �∇wn+2(z)(x)
)
∥∥∥
∥∥
∥
L2(Un+2)

� Cε3l3−α(l−k)3Qk
n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
� C3−α(l−k)3Qk

n+1∑

i=1
‖gi‖

n+2
i

L2(Ui )
.

This is (3.64).
In view of the selection of the mesoscopic parameters k and l in Section 3.4,

which gives us (3.41), the proof of (3.30) is now complete. ��

4. Large-Scale C0,1-Type Estimates for Linearized Equations

In the next two sections, we suppose that n ∈ {0, . . . ,N− 1} is such that
{

Theorems 1.1 and 1.2 are valid for n + 1 in place of n,

and Theorem 1.3 is valid for n.
(4.1)

The goal is to prove that Theorem 1.3 is also valid for n + 1. Combined with the
results of the previous two sections and an induction argument, this completes the
proof of Theorems 1.1, 1.2 and 1.3.

The goal of this section is to prove the half of Theorem 1.3, namely esti-
mate (1.22) for wn+2. The estimate (1.23) will be the focus of Section 5.

Both of the estimate in the conditional proof of Theorem 1.3 are obtained by
“harmonic” approximation: homogenization says that on large scales the hetero-
geneous equations behave like the homogenized equations, and therefore we may
expect the former to inherit some of the better regularity estimates of the latter. The
quantitative version of the homogenization statement provided by Theorem 1.2
allows us to prove a C0,1-type estimate, following a well-known excess decay
argument originally introduced in [6].

4.1. Approximation of wn+2 by Smooth Functions

The large-scale regularity estimates are obtained by approximating the solutions
of the linearized equations for the heterogeneous Lagrangian L , as well as the
linearization errors, by the solutions of the linearized equations for the homogenized
Lagrangian L . Since the latter possess better smoothness properties, this allows us
to implement an excess decay iteration for the former.

We begin by giving a quantitative statement concerning the smoothness of solu-
tions to the linearized equations for the homogenized operator L . This is essentially
well-known, but we need a more precise statement than we could find in the liter-
ature.
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Wenext present the statement concerning the approximating of the solutionswm

of the linearized equations for L , as well as the linearized errors ξm , by solutions of
the linearized equations for L . For the wm’s, this is essentially a rephrasing of the
assumed validity of Theorem 1.2 for n + 1 in place of N, see (4.1). For the ξm’s,
this can be thought of as a homogenization result.

Lemma 4.1. (Smooth approximation of wn+2). Assume that (4.1) holds. Fix M ∈
[1,∞). There exist δ(n, d,	) ∈ (0, d), α(d,	) ∈ (0, 1

2

]
, C(n,M, d,	) < ∞

and a random variable X satisfying

X = Oδ(C)

such that the following statement is valid. For every R � X and u, v, w1, . . . , wn+2
∈ H1(BR) satisfying, for each m ∈ {1, . . . , n + 2},
⎧
⎪⎪⎨

⎪⎪⎩

− ∇ · (DpL (∇u, x)
) = 0 and − ∇ · (DpL(∇v, x)

) = 0 in BR,

− ∇ ·
(
D2

pL (∇u, x)∇wm

)
= ∇ · (Fm(x,∇u,∇w1, . . . ,∇wm−1)) in BR,

‖∇u‖L2(BR) ∨ ‖∇v‖L2(BR) � M,

(4.2)
if we let u, v, w1, . . . , wn+2 ∈ H1(BR/2) be the solutions of the Dirichlet problems
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− ∇ · (DpL (∇u)
) = 0 and − ∇ · (DpL(∇v)

) = 0 in BR,

− ∇ ·
(
D2

pL (∇u)∇wm

)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wm−1)

)
in B 1

2 (1+2−m )R,

u = u, v = v, wm = wm on ∂B 1
2 (1+2−m )R,

(4.3)
then we have, for each m ∈ {1, . . . , n + 2}, the estimate

‖wm − wm‖L2(B 1
2 (1+2−m )R

) � CR−α
m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

. (4.4)

Proof. Denote, in short, Rm := 1
2 (1 + 2−m)R and rm := 1

4 (Rm − Rm−1). Since
we assume (4.1), we have that Theorem 1.2 applied for n + 1 instead of N and
Theorem 1.3, assumed now for n in place ofN, are both valid. In particular, there is
σ(n, data) ∈ (0, 1) and C(n,M, data) < ∞, a random variable X̃ � Oσ (C) such
that, for R � X̃ and m ∈ {1, . . . , n + 2}, Theorem 1.3 gives

m∑

i=1
‖∇wi‖

m
i

L
m
i (2+δ)

(BRi )
� C

m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

. (4.5)

and Theorem 1.2 yields

‖wm − wm‖L2(BRm ) � X̃ R−α
m∑

i=1

∥∥∇w j
∥∥

m
i

L2+δ(BRi )
. (4.6)

We set

X :=
(
1 ∨ X̃
) 2

α
.
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Clearly X = O 1
2ασ (C) and X � X̃ , and if R � X , then X̃ R−α � R− 1

2α . In
conclusion, by taking α smaller if necessary, we obtain by (4.6) that, for m ∈
{1, . . . , n + 2} and R � X ,

‖wm − wm‖L2(BRm ) � CR−α
m∑

i=1
‖∇wi‖

m
i

L2+δ(BRi )
. (4.7)

Furthermore, we notice that (2.7) yields

|Fm(x,∇u,∇w1, . . . ,∇wn+1)| � C
n+1∑

i=1
|∇wi |mi ,

and thus we get, by (4.5) and (4.7), that

‖Fm(x,∇u,∇w1, . . . ,∇wm−1)‖L2+δ(BRm−1 ) � C
m−1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

.

It then follows by the Meyers estimate and equation of wm that

‖∇wm‖L2+δ(BRm ) � C
m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

,

finishing the proof of (4.4) by (4.7). ��

4.2. Excess Decay Iteration for wn+2

In this subsection we conditionally prove the statement of Theorem 1.3 for n+1
and for q = 2. The restriction on q will be removed in the next subsection. The
proof is by a decay of excess iteration, following along similar lines as the argument
from [6], using “harmonic” approximation. The statement we prove is summarized
in the following proposition:

Proposition 4.2. Assume that (4.1) holds. Fix M ∈ [1,∞). Then there exist con-
stants σ(data), α(d,	) ∈ (0, 1

2

]
, C(M, data) < ∞ and a random variable X

satisfying
X � Oσ (C)

such that the following statement is valid: let R ∈ [X ,∞) and u, w1, . . . , wn

satisfy, for each m ∈ {1, . . . , n + 1},
⎧
⎨

⎩

−∇ · (DpL (∇u, x)
) = 0 in BR,

−∇ ·
(
D2

pL (∇u, x)∇wm

)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wm−1)) in BR,

(4.8)
where u satisfy the normalization

1

R

∥
∥u − (u)BR

∥
∥
L2(BR)

� M.
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Then, for m ∈ {1, . . . , n + 2} and for every r ∈ [X , 1
2 R], we have

(
r

R
+ 1

r

)−α

inf
�∈P1

1

r
‖wm − �‖L2(Br )

+ ‖∇wm‖L2(Br )

� C
m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

. (4.9)

Remark 4.3. Proposition 4.2 holds for n = 0 by [1, Proposition 4.3] without
assuming (4.1).

Proof. The proof is based on combination of harmonic approximation and decay
estimates for homogenized solutions presented in Appendix D. The necessary esti-
mate is (D.7). We take the minimal scaleX as the maximum of the minimal scale in
Lemma 4.1 and in Theorem 1.3, which is valid with n in place ofN, corresponding
q = 2, and a constant R(M, data) ∈ [1,∞) to be fixed in the course of the proof.
This choice, in particular, implies that there exist constants C(M, data) < ∞ and
σ(data) ∈ (0, 1

2

]
such that X � Oσ (C) and X � R.

We will prove the statement using induction in shrinking radii. Indeed, we set,
for j ∈ N and θ ∈ (0, 1

2 ], r j := θ j r0, where r0 ∈ [X , δR] and δ ∈ (0, 1
2

]
.

Parameters θ , δ and R will all be fixed in the course of the proof. Having fixed θ , δ
andR, we assume that there is J ∈ N such that rJ+1 < X � rJ for some J ∈ N. If
there is no such J or X � δR, the result will follow simply by giving up a volume
factor. Furthermore, we device the notation of this proof in such a way that it will
also allow us to prove the result of the next lemma, Lemma 4.4.

We denote, in short, for m ∈ {1, . . . , n + 2} and γ ∈ [0, 1) to be fixed,

Dm := 1

r0

∥∥∥wm − (wm)Br0

∥∥∥
L2(Br0 )

+
m−1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

(4.10)

and

Em := inf
�∈P1

1

r0
‖wm − �‖L2(Br0 ) +

(
r0
R
+ 1

r0

)γ

Dm . (4.11)

Theorem 1.3 implies that, for r ∈ [X , 1
2 R] and m ∈ {1, . . . , n + 1}, we have that

‖∇wm‖L2(Br )
� C

m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

. (4.12)

Notice then that, by (4.12) and Poincaré’s inequality, we have, for r ∈ [X , 1
2 R] and

m ∈ {1, . . . , n + 2}, that
m−1∑

i=1

(
1

r

∥
∥wi − (wi )Br

∥
∥
L2(Br )

)m
i

� CDm . (4.13)



698 Scott Armstrong, Samuel J. Ferguson & Tuomo Kuusi

Step 1. Letting u j solve

{ −∇ · (DpL
(∇u j
)) = 0 in B2r j ,

u j = u on ∂B2r j ,

weshow that there exist, forη ∈ (0, 1], constantsα1(d,	) ∈ (0, 1
2 ), δ(η,M, data) <

∞ and R(η,M, data) < ∞ such that, for j ∈ {0, . . . , J },
1

2r j
inf

�∈P1

‖u − �‖
L2
(
B2r j

) + 1

2r j
inf

�∈P1

∥∥u j − �
∥∥
L2
(
B2r j

) � η

(
r j
R
+ 1

r j

)α1

.

(4.14)
The parameter η shall be fixed later in (4.19). On the one hand, we have from [1,
Theorem 2.3] that there exist constants β1(d,	) ∈ (0, 1) and C(M, d,	) < ∞
such that

1

2r0
inf

�∈P1

‖u − �‖L2(B2r0
) � C

(
r0
R
+ 1

r0

)β1

.

On the other hand, by harmonic approximation ([1, Corollary 2.2]) and Lipschitz
estimate for u ([1, Theorem 2.3]) we get that there exist constants β2(d,	) ∈ (0, 1)
and C(M, d,	) < ∞ such that

∥
∥u − u j

∥
∥
L2
(
Br j

) � Cr−β2
j .

Thus (4.14) follows by the triangle inequality by taking α1 := 1
2 (β1 ∧ β2), and

choosing δ small enough and R large enough so that

C

(
δ + 1

R

) 1
2β1

+ CR−
1
2β2 � η. (4.15)

We assume, from now on, that δ and R are such that (4.15) is valid.
Step 2. Letting j ∈ {0, . . . , J } and m ∈ {1, . . . , n + 2}, and w1, j , . . . , wm, j to

solve, with u j as in Step 2, equations

⎧
⎨

⎩

− ∇ ·
(
D2

pL
(∇u j
)∇wm, j

)
= ∇ · Fm

(∇u j , w1, j , . . . , wm−1, j
)

in B 1
2 (1+2−m )r j

,

wm, j = wm on ∂B 1
2 (1+2−m )r j

,

we show that then there is α2(data) ∈
(
0, 1

2

]
such that

1

r j

∥∥wm − wm, j
∥∥
L2
(
Br j /2
) � Cr−α2

j
1

r j

∥∥∥wm − (wm)Br j

∥∥∥
L2(Br j )

+ Cr−α2
j

m−1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

.

(4.16)

This, however, is a direct consequence of (4.12) and Lemma 4.1.
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Step 3. Induction assumption. Set α := β
2 (α1 ∧ α2), where α1 and α2 are as in

Steps 1 and 2, respectively, and β comes from the Cn+2,β regularity of L . Let δ j
be defined as

δ j :=
(
r j
r0
+ 1

rd−σ
j

)α

. (4.17)

We assume inductively that, for j∗ ∈ {1, . . . , J }, j ∈ {0, . . . , j∗}, and m ∈
{1, . . . , n + 2}, we have, for a constant C ∈ [1,∞) to be fixed in Step 5, that

inf
�∈P1

1

r j
‖wm − �‖L2(Br j )

� δ jEm and
1

r j

∥∥∥wm − (wm)Br j

∥∥∥
L2(Br j )

� CDm .

(4.18)
Here Dm and Em are defined in (4.10) and (4.11), respectively. Obviously (4.18)
is valid for j = 0 by the definitions of Dm and Em . Fixing

η := (1 ∨ C)1/β, (4.19)

we have that (4.14) implies

C
(
1

r j
inf

�∈P1

∥∥u j − �
∥∥
L2
(
Br j

)
)β

� δ j

(
r0
R
+ 1

r0

)α

. (4.20)

Using (4.16) and (4.18) as well, we obtain, for m ∈ {1, . . . , n + 1},
1

r j

∥∥wm − wm, j
∥∥
L2
(
Br j /2
) � CCr−α2

j Dm � 1

2
θ

d
2+1δ j+1Em (4.21)

provided that

CCθ−
d
2−2R−

1
2α2 � 1

2
. (4.22)

We assume, from now on, that R is such that both (4.15) and (4.22) are valid.
Step 4. We show that the first inequality in (4.18) continues to hold for j =

j∗ + 1. First, by the triangle inequality, (4.21) and (4.18), we have that

1

δ j r j
inf

�∈P1

∥∥wm, j − �
∥∥
L2
(
Br j /2
)

� 1

δ j r j
inf

�∈P1

‖wm − �‖
L2
(
Br j /2
) + 1

δ j r j

∥∥wm − wm, j
∥∥
L2
(
Br j /2
)

� 2Em

and

1

δ j+1r j+1
inf

�∈P1

‖wm − �‖
L2
(
Br j+1
) � 1

δ j+1r j+1
inf

�∈P1

∥∥wm, j − �
∥∥
L2
(
Br j+1
)+1

2
Em .

By a similar computation, using also the induction assumption (4.18),

m∑

i=1

(
1

r j

∥∥
∥wi − (wi )Br j /2

∥∥
∥
L2(Br j /2)

)m
i

� CCDm .
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Now, applying (D.7) we obtain by the previous three displays, (4.20) and (4.13),
for each m ∈ {1, . . . , n + 2}, that
(

r j
r j+1

)β 1

r j+1
inf

�∈P1

∥∥wm, j − �
∥∥
L2
(
Br j+1
)

� Cδ j

m∑

i=1

(
1

δ j r j
inf

�∈P1

∥
∥wi, j − �

∥
∥
L2(Br j /2)

)m
i

+ Cδ j

m−1∑

i=1

(
1

r j

∥
∥∥wi − (wi )Br j /2

∥
∥∥
L2(Br j /2)

)m
i

+ C

(
1

r j
inf

�∈P1

∥∥u j − �
∥∥
L2(Br j /2)

)β m∑

i=1

(
1

r j

∥∥∥wi − (wi )Br j /2

∥∥∥
L2(Br j /2)

)m
i

� Cδ jEm . (4.23)

and, consequently,

1

δ j+1r j+1
inf

�∈P1
‖wm − �‖

L2
(
Br j+1
) � 1

2
Em+C

(
δ j

δ j+1

)(
r j+1
r j

)β

Em �
(
1

2
+ Cθ

β
2

)
Em .

Thus, choosing θ small enough so that Cθ
β
2 � 1

2 , we obtain that the first inequality
in (4.18) is valid for j = j∗ + 1.

Step 5. The last step in the proof is to show the second inequality in (4.18) for
j = j∗ + 1. Let � j be the minimizing affine function in inf�∈P1 ‖wm − �‖L2(Br j )

.

Then, by the triangle inequality and the first inequality in (4.18) valid for j ∈
{0, . . . , j∗}, ∣∣∇� j+1 −∇� j

∣∣ � C(δ j+1 + δ j )Em

Thus, summation gives that

|∇� j∗+1 −∇�0| � CEm

j∗+1∑

j=0
δ j .

Therefore,

1

r j∗+1

∥
∥∥wm − (wm)Br j∗+1

∥
∥∥
L2
(
Br j∗+1

) � 1

r j∗+1
∥∥wm − � j∗+1

∥∥
L2
(
Br j∗+1

) + |∇� j∗+1|

� CEm

j∗+1∑

j=0
δ j + |∇�0|.

By the triangle inequality we have that

|∇�0| � 8

r0
‖wm − �0‖L2(Br0

) + 8

r0

∥∥
∥wm − (wm)Br0

∥∥
∥
L2(Br0

) � 8Em + 8Dm
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and hence

1

r j∗+1

∥∥
∥wm − (wm)Br j∗+1

∥∥
∥
L2
(
Br j∗+1

) � CDm

j∗+1∑

j=0
δ j .

Choosing C = C , where C is as in the above inequality, verifies the second in-
equality in (4.18) for j = j∗ + 1. This finishes the proof of the induction step, and
thus completes the proof. ��

To show Lipschitz estimates for the linearization errors in the next section, we
need a small variant of the previous proposition.

Lemma 4.4. Assume that (4.1) holds. Fix M ∈ [1,∞). Then there exist constants
α(data), σ (n,M, data), θ(n,M, data) ∈ (0, 1

2

]
and C(σ,M, data) < ∞, and a

random variable X satisfying

X � Oσ (C)

such that the following statement is valid. Let R ∈ [X ,∞) and u, w1, . . . , wn

satisfy, for each m ∈ {1, . . . , n + 1},
⎧
⎨

⎩

−∇ · (DpL (∇u, x)
) = 0 in BR,

−∇ ·
(
D2

pL (∇u, x)∇wm

)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wm−1)) in BR,

(4.24)
and, for r ∈ [X , 1

2 R],

−∇ ·
(
D2

pL (∇u, x)∇wn+2
)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wn+1)) in Br ,

where u satisfy the normalization

1

R

∥∥u − (u)BR

∥∥
L2(BR)

� M.

Then

inf
�∈P1

1

θr
‖wn+2 − �‖L2(Bθr )

� 1

2
inf

�∈P1

1

r
‖wn+2 − �‖L2(Br )

+ C

(
r

R
+ 1

r

)α 1

r

∥∥wn+2 − (wn+2)Br
∥∥
L2(Br )

+ C

(
r

R
+ 1

r

)α n+1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) n+2
i

. (4.25)

Proof. The proof is a rearrangement of the argument in the proof of Proposition 4.2.
Indeed, we take r0 = r and combine the first inequality of (4.23) with (4.16)
and (4.9), which is valid for m ∈ {1, . . . , n + 1}. ��
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4.3. Improvement of Spatial Integrability

We next complete the conditional proof of (1.22) by improving the spatial
integrability of (4.25) from L2 to Lq for every q ∈ [2,∞). To do this, we use the
estimate (4.25) to pass from the large scale R to the microscopic, random scale X .
We then use deterministic estimates from classical elliptic regularity theory to
obtain local Lq estimates in balls of radius one, picking up a volume factor—which
is power of X—as a price to pay. The first formalize the latter step in the following
lemma:

Lemma 4.5. Assume (4.1) and the hypotheses of Theorem 1.3. Let β ∈ (0, 1)
and q ∈ (2,∞). Then there exist σ(q, data) ∈ (0, d), C(q,M, data) < ∞ and
a random variable X satisfying X = Oσ (C) such that, for every r � X and
m ∈ {1, . . . , n + 2},

‖∇wm‖Lq (Br/2) � C

(
1+ r

d2(q−2)
4qβ + d(q−2)

2q

) m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

.

(4.26)

Proof. In view of the assumption of (4.1) and thus the validity of Theorem 1.3
for n, we only need to prove (4.26) for m = n + 2. Fix q ∈ (2,∞), r ∈ [2,∞),
β ∈ (0, 1) to be selected below. The C1,β -estimate in Proposition A.2, together
with a covering argument, yields

‖∇u‖L∞(Br ) + [∇u]C0,β (Br ) � Cr
d
2 ‖∇u‖L2(B2r )

.

Setting a := D2
pL(∇u, x), we deduce by the assumption of (L1) that

[a]C0,β (Br ) � C
(
1+ [∇u]C0,β (Br )

)
� C
(
1+ r

d
2 ‖∇u‖L2(B2r )

)
.

Applying Proposition A.1 we find that, for each x ∈ Br/2 and q ∈ (2,∞],
‖∇wn+2‖Lq (B1(x))

� C [a]
d(q−2)
2qβ

C0,β (Br )
‖∇wn+2‖L2(B2(x)) + C ‖fm (∇u,∇w1, . . . ,∇wn+1)‖Lq (B2(x))

� C

(
1+ r

d2(q−2)
4qβ ‖∇u‖L2(B2r )

)
‖∇wn+2‖L2(B2(x))

+ C ‖fn+2 (∇u,∇w1, . . . ,∇wn+1)‖Lq (B2(x)) .

By a covering argument, we therefore obtain

‖∇wn+2‖Lq (Br/2) � C

(
1+ r

d2(q−2)
4qβ ‖∇u‖L2(B2r )

)
‖∇wn+2‖L2(Br )

+ C ‖fn+2 (∇u,∇w1, . . . ,∇wn+1)‖Lq (Br ) . (4.27)

If we now take X to be the maximum of the minimal scales in the statements of:

(1) [4, Theorem 11.13];
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(2) Theorem 1.3 for n in place ofN and with a sufficiently large exponent of spatial
integrability q ′ in place of q (which can be computed explicitly in terms of our q
using the Hölder inequality, although we omit this computation)—the validity
of which is given by assumption (4.1);

(3) Proposition 4.2;

then we have that X = Oσ (C) as stated in the lemma and that r � X implies the
following estimates:

‖∇u‖L2(B2r )
� C,

‖fn+2 (∇u,∇w1, . . . ,∇wn+1)‖Lq (Br ) � C
n+1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) n+2
i

and

‖∇wn+2‖L2(Br )
� C

n+2∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) n+2
i

.

Combining these with (4.27), we obtain

‖∇wn+2‖Lq (Br/2) � C

(
1+ r

d2(q−2)
4qβ + d(q−2)

2q

) n+2∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) n+2
i

.

This completes the proof of the lemma. ��
In the next lemma we finally achieve the goal of this section, which is to show

that (4.1) implies (1.22) for m = n + 1.

Lemma 4.6. Assume that (4.1) holds. FixM ∈ [1,∞) and q ∈ (2,∞). Then there
exist constants σ(q, data) ∈ (0, d), C(q,M, data) < ∞ and a random variable X
satisfying

X � Oσ (C)

such that the following is valid. Suppose that R ∈ [X ,∞) and u, w1, . . . , wn ∈
H1(BR) such that, for every m ∈ {1, . . . , n + 2},
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1

R

∥∥u − (u)BR

∥∥
L2(BR)

� M,

− ∇ · (DpL (∇u, x)
) = 0 in BR,

− ∇ ·
(
D2

pL (∇u, x)∇wm

)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wm−1)) in BR,

(4.28)
Then, for every r ∈ [X , 1

2 R], we have

‖∇wn+2‖Lq (Br ) � C
n+2∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) n+2
i

. (4.29)
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Proof. Fix q ∈ (2,∞). Select a parameter θ ∈ (0, 1) which will denote a meso-
scopic scale. For each z ∈ R

d , we take Xz to be the random variable X in the
statement of Proposition 4.2, centered at the point z. Define another random vari-
able (a minimal scale) by

Y := sup

⎧
⎨

⎩
3k : k ∈ N, sup

z∈Zd∩B3k
Xz � 3kθ

⎫
⎬

⎭
.

It is clear from Proposition 4.2 and an routine union bound argument that

Y � Oσ (C).

Next, for every k ∈ N and z ∈ R
d we let Zk,z denote the random variable

Zk,z := sup
(u,w1,...,wn+2)

sup
m∈{1,...,n+2}

‖∇wm‖Lq (z+�k )

∑m
i=1
(
3−k
∥
∥∥wi − (wi )z+�k+1

∥
∥∥
L2(z+�k+1)

)m
i
,

where the supremum is taken over all (u, w1, . . . , wn+2) ∈
(
H1(z +�k+1)

)n+3

satisfying, for every m ∈ {1, . . . , n + 2},
⎧
⎪⎪⎨

⎪⎪⎩

‖∇u‖L2(z+�k+1) � M,

−∇ · DpL (∇u, x) = 0 in z +�k+1,

−∇ ·
(
D2

pL (∇u, x)∇wm

)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wm−1, x)) in z +�k+1.

(4.30)
Observe that Zk,z is F(z + �k+1)-measurable and, by Lemma 4.5 and an easy
covering argument, it satisfies the estimate

Zk,z � Oσ (C). (4.31)

Fix A ∈ [1,∞) and define another random variable (a minimal scale) Z by

Z := sup

⎧
⎪⎨

⎪⎩
3k :
⎛

⎝
∣
∣∣3#θk$Zd ∩�k+1

∣
∣∣
−1 ∑

z∈3#θk$Zd∩�k+1

Zq
#θk$,z

⎞

⎠

1
q

� A

⎫
⎪⎬

⎪⎭
.

We will show below that, if A is chosen sufficiently large (depending of course on
the appropriate parameters) then

Z � Oσ (C). (4.32)

Assuming that (4.32) holds for themoment, let us finish the proof of the lemma. Sup-
pose now that k ∈ N satisfies Y ∨ Z � 3k � 3k+1 � R. Let (u, w1, . . . , wn+2) ∈(
H1(BR)

)n+3
satisfy (4.28). Then we have that
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‖∇wn+2‖Lq (�k )

=
⎛

⎝
∣∣
∣3#θk$Zd ∩�k

∣∣
∣
−1 ∑

z∈3#θk$Zd∩�k

‖∇wn+2‖qLq
(
z+�#θk$

)

⎞

⎠

1
q

�
⎛

⎝
∣
∣
∣3#θk$Zd ∩�k

∣
∣
∣
−1 ∑

z∈3#θk$Zd∩�k

n+2∑

i=1

(
3−θk
∥
∥
∥wi − (wi )z+�#θk$+1

∥
∥
∥
L2(z+�#θk$+1)

) (n+2)q
i

Zq
#θk$,z

⎞

⎠

1
q

� C
n+2∑

i=1

(
3−k
∥
∥∥wi − (wi )z+�k+1

∥
∥∥
L2(�k+1)

) n+2
i

⎛

⎝
∣
∣∣3#θk$Zd ∩�k

∣
∣∣
−1 ∑

z∈3#θk$Zd∩�k

Zq
#θk$,z

⎞

⎠

1
q

� CA
n+2∑

i=1

(
3−k
∥
∥
∥wi − (wi )z+�k+1

∥
∥
∥
L2(�k+1)

) n+2
i

� CA
n+2∑

i=1

(
1

R

∥
∥
∥wi − (wi )z+�k+1

∥
∥
∥
L2(BR )

) n+2
i

.

Note that in the third and final lines we used that 3k � Y , that is, we used the result
of Proposition 4.2. This is the desired estimate for X = Y ∨ Z , and so the proof
of the lemma is complete subject to the verification of (4.32).

Turning to the proof of (4.32), we notice first that it suffices to show, for A
sufficiently large, the existence of σ(q, data) > 0 and C(q,M, data) < ∞ such
that, for every k ∈ N,

P

⎡

⎣
∣∣∣3#θk$Zd ∩�k+1

∣∣∣
−1 ∑

z∈3#θk$Zd∩�k+1

Zq
#θk$,z � Aq

⎤

⎦ � C exp
(
−c3kσ

)
.

(4.33)
Indeed, we can see that (4.33) implies (4.32) using a simple union bound. Fix then
a parameter λ ∈ [1,∞) and compute, using (4.31) and the Chebyshev inequality,

P

[

sup
z∈3#θk$Zd∩�k+1

Z#θk$Zd∩�k+1 > λ

]

� exp
(−cλσ

)
. (4.34)

Using the simple large deviations bound for sums of bounded, independent random
variables, we have

P

⎡

⎣
∣∣∣3#θk$Zd ∩�k+1

∣∣∣
−1 ∑

z∈3#θk$Zd∩�k+1

(
Zq
#θk$,z ∧ λ

)
� E

[
Zq
#θk$,z ∧ λ

]
+ 1

⎤

⎦

� 3d exp
(
−cλ−2

∣∣∣3#θk$Zd ∩�k+1
∣∣∣
)

� 3d exp
(
−c3d(1−θ)kλ−2

)
. (4.35)

Here we are careful to notice that, while the collection {Zq
#θk$,z ∧λ : z ∈ 3#θk$Zd ∩

�k+1} of random variables is not independent (since adjacent cubes are touching
and thus not separated by a unit distance), we can partition this collection into
3d many subcollections which have an equal number of elements and each of
which is independent. The large deviations estimate can then be applied to each
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subcollection, and then a union bound yields (4.35). Combining (4.34), (4.35) and

the observation that E
[
Zq
#θk$,z ∧ λ

]
� E

[
Zq
#θk$,z
]

� C by (4.31), we obtain

P

⎡

⎣
∣∣∣3#θk$Zd ∩�k+1

∣∣∣
−1 ∑

z∈3#θk$Zd∩�k+1

Zq
#θk$,z � C + 1

⎤

⎦

� C exp
(
−c
(
λσ ∧ 3d(1−θ)kλ−2

))
.

Taking λ := 3
d
4 (1−θ)k and Aq := C + 1 yields (4.33). ��

The above proof, in view of Remark 4.3, gives the following result without
assuming (4.1). This, together with (5.1) below, serves as the base case for the
induction.

Proposition 4.7. Let q ∈ [2,∞), M ∈ [1,∞). Then there exist σ(q, data) > 0
and C(q,M, data) < ∞ and a random variable X satisfying X � Oσ (C) such
that the following statement is valid. For R ∈ [2X ,∞) and u, w1 ∈ H1(BR)

satisfying ‖∇u‖L2(BR) � M and

⎧
⎨

⎩

− ∇ · (DpL(∇u, x)
) = 0 in BR,

− ∇ ·
(
D2

pL (∇u, x)∇w1

)
= 0 in BR,

we have, for all r ∈ [X , 1
2 R],

‖∇w1‖Lq (Br ) � C

R

∥∥w1 − (w1)BR

∥∥
L2(Br )

. (4.36)

5. Large-Scale C0,1-Type Estimate for Linearization Errors

In this section we continue to suppose that n ∈ {0, . . . ,N−1} is such that (4.1)
holds. The goal is to complete the proof that Theorem 1.3 is also valid for n + 1.
Combinedwith the results of the previous three sections and an induction argument,
this completes the proof of Theorems 1.1, 1.2 and 1.3.

5.1. Excess Decay Iteration for ξn+1

We start by proving higher integrability for a difference of two solutions. This,
together with Proposition 4.7, yields the base case for the induction.

Proposition 5.1. FixM ∈ [1,∞)andq ∈ [2,∞). There existα(data), σ (q, data) ∈(
0, 1

2

]
, C(q,M, data) < ∞ and a random variable X satisfying

X = Oσ (C)
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such that the following statement is vali: for every R � X and u, v ∈ H1(BR)

satisfying, for each m ∈ {1, . . . , n + 1},
{ − ∇ · (DpL (∇u, x)

) = 0 and −∇ · (DpL(∇v, x)
) = 0 in BR,

‖∇u‖L2(BR) ∨ ‖∇v‖L2(BR) � M,
(5.1)

Then, for m ∈ {1, . . . , n + 1}, ξ0 = u − v and r ∈ [X , 1
2 R], we have

‖∇ξ0‖Lq (Br ) +
(
r

R
+ 1

r

)−α

inf
�∈P1

1

r
‖ξ0 − �‖L2(Br )

� C
1

R

∥∥ξ0 − (ξ0)BR

∥∥
L2(BR)

.

(5.2)

Proof. On the one hand, the estimate

‖∇ξ0‖L2(Br )
+
(
r

R
+ 1

r

)−α

inf
�∈P1

1

r
‖ξ0 − �‖L2(Br )

� C
1

R

∥∥ξ0 − (ξ0)BR

∥∥
L2(BR)

(5.3)
follows by [1, Proposition 4.2]. On the other hand, the proof of

‖∇ξ0‖Lq (Br ) � C
1

R

∥∥ξ0 − (ξ0)BR

∥∥
L2(BR)

(5.4)

is similar to the proof of Lq -integrability of w1 presented in Section 4.3. Indeed,
noticing that ξ0 satisfies the equation

−∇ · ã∇ξ0 = 0, ã(x) :=
ˆ 1

0
D2

pF(t∇u(x)+ (1− t)∇v(x), x) dt,

we have by the normalization in (5.1) and C1,α regularity of u and v that we may
replace w1 with ξ0 in Lemma 4.5 applied with m = 1. Using this together with the
Lipschitz estimate (5.3) for ξ0 as in the proof of Lemma 4.6, concludes the proof
of (5.4). We omit further details. ��
Proposition 5.2. Assume that (4.1) holds. Fix M ∈ [1,∞). There exist constants
α(n, data), σ (n, data) ∈ (0, 1

2

]
, C(n,M, data) < ∞ and a random variable X

satisfying

X = Oσ (C)

such that the following statement is valid. For every R � X and u, v, w1, . . . , wn+1
∈ H1(BR) solving, for each m ∈ {1, . . . , n + 1},
⎧
⎪⎪⎨

⎪⎪⎩

− ∇ · (DpL (∇u, x)
) = 0 and − ∇ · (DpL(∇v, x)

) = 0 in BR,

− ∇ ·
(
D2

pL (∇u, x)∇wm

)
= ∇ · (Fm(x,∇u,∇w1, . . . ,∇wm−1)) in BR,

‖∇u‖L2(BR) ∨ ‖∇v‖L2(BR) � M,

(5.5)
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we have, for m ∈ {1, . . . , n + 1} and r ∈ [X , 1
2 R], the estimate

(
r

R
+ 1

r

)−α

inf
�∈P1

1

r
‖∇ξm − �‖L2(Br )

+ ‖∇ξm‖L2(Br )

� C
m∑

i=0

(
1

R

∥∥ξi − (ξi )BR

∥∥
1

i+1
L2(BR)

+ 1

R

∥∥wi − (wi )BR

∥∥
1
i

L2(BR)

)m+1
. (5.6)

Proof. We start by fixing some notation. Let q(n, d,	) be as in Lemma C.1,
applied for n+ 1 instead of n. Corresponding this q, choose X to be the maximum
of minimum scales appearing in Proposition 5.1, Theorem 1.3 and Lemma 4.4, of
which last two are valid for n+1 in place ofN by (4.1).We also assume thatX � R,
by taking X ∨ R instead of X , where R will be fixed in the course of the proof to
depend on parameters (n,M, data). Chosen this way, X satisfies X � Oσ (C) for
some constants σ(n, data) > 0 and C(n,M, data) < ∞.

Let r j = θ jηR, where θ is as in Lemma 4.4 and η ∈ (0, 1
2

]
. The constant

η, as well as R, will be fixed in the course of the proof, so that η is small and R
is large. We track down the dependencies on η and R carefully and, in particular,
constants denoted by C below do not depend on them. We may assume, without
loss of generality, that ηR � X .

Set, for k ∈ {0, 1, . . . , n},

Ek := 1

2r0

∥∥
∥ξk+1 − (ξk+1)B2r0

∥∥
∥
L2(B2r0 )

+
k∑

i=0

(
1

R

∥∥ξi − (ξi )BR

∥∥
L2(BR)

+ 1

R

∥∥wi+1 − (wi+1)BR

∥∥
L2(BR)

) k+2
i+1

.

(5.7)

We denote

Rk := 1

2

(
1+ 2−k

)
R.

Step 1. Induction on degree. We assume that, for fixed k ∈ {0, . . . , n}, we have,
for every m ∈ {0, . . . , k} and every r ∈ [X , Rm],
(
r

R
+ 1

r

)−α

inf
�∈P1

1

r
‖∇ξm − �‖L2(Br )

+ ‖∇ξm‖L2(Br )

� C
m∑

i=0

(
1

R

∥∥ξi − (ξi )BR

∥∥
L2(BR)

)m+1
i+1 +

m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m+1
i

.

(5.8)

Notice that if k = 0, then (5.8) follows by Proposition 5.1.
Step 2. Cacciopppoli estimate for ξk+1. We show that, for all r ∈ [X , Rk],

‖∇ξk+1‖L2
(
B

(1−2−k−2)r

) � C

r

∥
∥ξk+1 − (ξk+1)Br

∥
∥
L2(Br )

+ CEk . (5.9)
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We first have by (C.2) that

‖∇ξk+1‖L2
(
B

(1−2−k−3)r

)

� C
k∑

i=1

(
1

r

∥∥ξi − (ξi )Br
∥∥
L2(Br )

) k+2
i+1 + C ‖∇ξ0‖k+2Lq (Br )

+ C
k+1∑

i=1

∥∥∥∇wi

i !
∥∥∥

k+2
i

Lq (Br )
.

By Theorem 1.3 and the choice of q in the beginning of the proof, we obtain, for
every r ∈ [X , 1

2 R
]
and m ∈ {1, . . . , k + 1}, the estimates

‖∇wm‖
1
m
Lq (Br )

� C
m∑

i=1

(
1

R

∥
∥wi − (wi )BR

∥
∥
L2(BR)

) 1
i

(5.10)

and, by Proposition 5.1,

‖∇ξ0‖Lq (Br ) � C

R

∥∥ξ0 − (ξ0)BR

∥∥
L2(BR)

.

Combining above displays yields (5.9) in view of the induction assumption, that is,
that (5.8) holds for m ∈ {0, . . . , k}.

Step 3. We prove that there is a constant C < ∞ independent of η and R such
that, for j ∈ N0 such that r j � 2(X ∨ R), we have

inf
�∈P1

1

r j+1
‖ξk+1 − �‖L2(Br j+1 )

� 1

2
inf

�∈P1

1

r j
‖ξk+1 − �‖L2(Br j )

+ C
ε j

r j

∥∥∥ξk+1 − (ξk+1)Br j
∥∥∥
L2(Br j )

+ Cε
1

k+1
j Ek,

(5.11)

where

ε j := 1

2

(
r j
R
+ 1

r j

) α
2

, (5.12)

and α(data) is the minimum of parameter α appearing in statements of Proposi-
tion 5.1 and Lemma 4.4.

Let us fix j ∈ N0 such that r j � 2(X ∨ R). We argue in two cases, namely,
either (5.13) or (5.15) below is valid. We prove that in both cases (5.11) follows.

Step 3.1. We first assume that

Ek > ε j

(
1

R

∥∥ξ0 − (ξ0)BR

∥∥
L2(BR)

+
k+1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) k+1
i
)

,

(5.13)
where ε j has been fixed in (5.12). We show that this implies

inf
�∈P1

1

r
‖ξk+1 − �‖L2(Br )

� Cε jEk . (5.14)
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Notice that this gives (5.11). To show (5.14), we have by the triangle inequality that

inf
�∈P1

1

r j
‖ξk+1 − �‖

L2
(
Br j

) � inf
�∈P1

1

r j
‖ξ0 − �‖

L2
(
Br j

) +
k+1∑

i=1
inf

�∈P1

1

r j
‖wi − �‖L2(Br j )

.

By the choice of α, we get by Proposition 5.1 that

inf
�∈P1

1

r j
‖ξ0 − �‖

L2
(
Br j

) � C

(
r j
R
+ 1

r j

)α 1

R

∥∥ξ0 − (ξ0)BR

∥∥
L2(BR)

and, by Proposition 4.2,

inf
�∈P1

1

r j
‖wi − �‖L2(Br )

� C

(
r j
R
+ 1

r j

)α i∑

h=1

(
1

R

∥∥wh − (wh)BR

∥∥
L2(BR)

) i
h

.

Combining the estimates and using (5.13), we have that

inf
�∈P1

1

r
‖ξk+1 − �‖L2(Br )

� C

(
r j
R
+ 1

r j

)α

ε−1j Ek .

We then obtain (5.14) by the choice of ε j in (5.12), provided that (5.13) is valid.
Step 3.2. We then assume that (5.13) is not the case, that is,

Ek � ε j

(
1

R

∥∥ξ0 − (ξ0)BR

∥∥
L2(BR)

+
k+1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) k+1
i
)

(5.15)
holds with ε j defined in (5.12). We validate (5.11) also in this case. To this end,
let us first observe an immediate consequence of (5.15). By Young’s inequality, we
have

ε j

k+1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) k+1
i

� Cε
k+2
k+1
j + 1

4

k∑

i=0

(
1

R

∥∥wi+1 − (wi+1)BR

∥∥
L2(BR)

) k+2
i+1

and

ε j
1

R

∥∥ξ0 − (ξ0)BR

∥∥
L2(BR)

� 4ε
k+2
k+1
j + 1

4

(
1

R

∥∥ξ0 − (ξ0)BR

∥∥
L2(BR)

)k+2
.

Hence we get, by the definition of Ek in (5.7) and reabsorption, that

Ek � Cε
k+2
k+1
j . (5.16)

Let then wm+2, j solve
⎧
⎨

⎩
−∇ ·
(
D2

pL (∇u, x)∇wm+2, j
)
= ∇ · (Fm+2(∇u,∇w1, . . . ,∇wm+1, ·)) in Br j ,

wm+2, j = ξm+1 on ∂Br j .
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It follows from Lemma C.1, together with (5.2), (5.10) and (5.8), assumed induc-
tively for m ∈ {1, . . . , k}, that
∥∥
∥∇ ·
(
D2L(∇u, ·)∇ (ξk+1 − wk+2, j

))∥∥
∥
H−1(Br j )

� C
k+1∑

i=1

(

‖∇ξi−1‖
1
i

L2+δ(Br j )
+ ‖∇ξ0‖

L
8
δ

(k+3)
(Br j )

+ ‖∇wi‖
1
i

L
8
δ

(k+3)
(Br j )

)k+3

� CE
k+3
k+2
k .

Consequently, since ξk+1 − wk+2, j ∈ H1
0 (Br j ), (5.16) yields

1

r j

∥∥ξk+1 − wk+2, j
∥∥
L2(Br j )

� Cε
1

k+1
j Ek . (5.17)

By Lemma 4.4 we have

inf
�∈P1

1

r j+1
∥∥wk+2,r − �

∥∥
L2(Br j+1 )

� 1

2
inf

�∈P1

1

r j

∥∥wk+2, j − �
∥∥
L2(Br j )

+ Cε j
1

r j

∥∥∥∥wk+2, j −
(
wk+2, j

)
Br j

∥∥∥∥
L2(Br j )

+ Cε j

k+1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) k+2
i

. (5.18)

Combining this with (5.17) and the triangle inequality yields (5.11).
Step 4. We show that, for r ∈ [2(Xσ ∨ R), r0] we have

1

r

∥∥ξk+1 − (ξk+1)Br
∥∥
L2(Br )

� CEk . (5.19)

We proceed inductively, and assume J ∈ N0 is such that rJ � 2(X ∨ R) and
for all j ∈ {0, . . . , J } we assume that there exists a constant C(d, θ) ∈ [1,∞),
independent of η and R, such that

1

r j

∥∥∥ξk+1 − (ξk+1)Br j
∥∥∥
L2(Br j )

� CEk .

This is true for J = 0 by the definition of Ek . We claim that it continues to hold
for j = J + 1 as well. Combining (5.14) and (5.11) with the induction assumption
we have, for j ∈ {1, . . . , J }, that

inf
�∈P1

1

r j+1
‖ξk+1 − �‖L2(Br j+1 ) � 1

2
inf

�∈P1

1

r j
‖ξk+1 − �‖L2(Br j )

+ C

(
Cε j + ε

1
k+1
j

)
Ek .

Since rJ � R, we may take R large and η small enough so that

C
J∑

j=0

(
Cε j + ε

1
k+1
j

)
� CC

(
1− θ

α
n+1 )
)−1 (

η + 1

R

) 1
k+1

� 1

2
.
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Thus, by summing and reabsorbing,

J+1∑

j=0
inf

�∈P1

1

r j
‖ξk+1 − �‖L2(Br j )

� inf
�∈P1

1

r0
‖ξk+1 − �‖L2(Br0 ) + Ek � 2Ek . (5.20)

Letting � j being the minimizing affine function in inf�∈P1 ‖ξk+1 − �‖L2(Br j )
, we

obtain by the above display and the triangle inequality that

∣∣∇� j+1 −∇�0
∣∣ � C(d)θ−

d
2−1Ek .

By the triangle inequality again, we obtain that

|∇�0| � C(d)

(
1

r0
‖ξk+1 − �0‖L2(Br0 ) +

1

r0

∥∥∥ξk+1 − (ξk+1)Br0
∥∥∥
L2(Br0 )

)
� 2Ek

and, consequently, for C(d, θ) < ∞,

|∇�J+1| � CEk .

We thus obtain by the triangle inequality, together with (5.20) and the above display,
that, there exists C(d, θ) < ∞ such that

1

rJ+1

∥∥∥ξk+1 − (ξk+1)BrJ+1
∥∥∥
L2(BrJ+1 )

� CEk .

Hence we can take C = C , proving the induction step. Letting then J be such that
r ∈ (rJ+1, rJ ], we obtain (5.19) by giving up a volume factor.

Step 5. Conclusion. To conclude, we obtain from (5.11) and (5.19) by iterating
that

inf
�∈P1

1

r j
‖ξk+1 − �‖L2(Br j )

� C

⎛

⎝2− j +
j∑

i=0
2i− jε j

⎞

⎠Ek

We hence find α such that, for all r ∈ [2(X ∧ R, r0],
(
r

R
+ 1

r

)−α

inf
�∈P1

1

r
‖∇ξk+1 − �‖L2(Br )

� CEk .

Moreover, by (5.19) and (5.9) we deduce that, for all r ∈ [2(X ∧ R), Rk+1],

‖∇ξk+1‖L2(Br )
� C

k+1∑

i=0

(
1

R

∥∥ξi − (ξi )BR

∥∥
L2(BR)

+ 1

R

∥∥wi+1 − (wi+1)BR

∥∥
L2(BR)

) m+1
i+1

.

Therefore, (5.8) is valid for m = k + 1, by giving up a volume factor. This proves
the induction step and completes the proof. ��
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5.2. Improvement of Spatial Integrability

Following the strategy in Section 4.3, we improve the spatial integrability
of (5.6) from L2 to Lq for every q ∈ [2,∞). Fix q ∈ [2,∞). Now, ξn+1 solves

−∇ ·
(
D2

pL(∇u, ·)∇ξn+1
)
= ∇ · En+1,

where En+1 satisfies the estimate (C.13) for δ = q and n + 1 instead of n. Recall
that both (1.22) and (1.23) are valid for m ∈ {1, . . . , n} with 2nq instead of q.
These, together with Proposition 5.1, yields by (C.13) that, for R � X ,

‖En+1‖Lq(BX /2) � C
n∑

i=0

(
1

R

∥
∥ξi − (ξi )BR

∥
∥
L2(BR)

) n+2
i+1

+ C
n+1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) n+2
i

.

Having this at our disposal, wemay repeat the proof of Section 4.3 to conclude (5.6)
for q ∈ [2,∞).

6. Sharp Estimates of Linearization Errors

Here we show that Corollary 1.4 is a consequence of Theorems 1.1, 1.2 and 1.3.

Proof of Corollary 1.4. For each k ∈ {0, . . . , n − 1}, let {B(k)
j } be a finite family

of balls such that

Uk ⊆
⋃

j

B(k)
j and

⋃

j

4B(k)
j ⊆ Uk+1. (6.1)

By the Vitali covering lemma, we may further assume that 1
3 B

(k)
j ∩ 1

3 B
(k)
i = ∅

whenever i �= j . Let Z be the finite set consisting of the centers of these balls. The
size ofZ depends only on the geometry of the sequence of domainsU0,U1, . . . ,Un .
Let X be the maximum of the random variables X given in Theorem 1.3, centered
at elements ofZ , divided by the radius of the smallest ball. We assume that r � X .
This ensures the validity of Theorem 1.3 in each of the balls B(k)

j : that is, for every
q ∈ [2,∞) and m ∈ {1, . . . , n}, we have the estimate

‖∇wm‖Lq (B(m)
j )

� C
m∑

i=1
‖∇wi‖

m
i

L2(2B(m)
j )

(6.2)

and hence, by the covering,

‖∇wm‖Lq (Um ) ≤ C
m∑

i=1
‖∇wi‖

m
i

L2(Ui )
. (6.3)
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Proceeding with the proof of the corollary, we define, as usual,

ξm := v − u −
m∑

k=1

1

k!wk .

Arguing by induction, let us suppose that m ∈ N with m � 1 and θ > 0 are such
that, for every j ∈ {0, . . . ,m − 1} and q ∈ [2,∞), there exists C(q, data) < ∞
such that
∥∥∇ξ j
∥∥
L2+θ (Uj )

+ ∥∥∇w j+1
∥∥
Lq (Uj+1) � C

(
‖∇u − ∇v‖L2(rU0)

) j+1
. (6.4)

This obviously holds for m = 1 and some θ(d,	) > 0 by the Meyers estimate
and Theorem 1.3. We will show that it must also hold for m + 1 and some other
(possibly smaller) exponent θ > 0.

Step 1. We show that

‖∇wm+1‖L2(Um+1) � C
(
‖∇u −∇v‖L2(rU0)

)m+1
. (6.5)

By the basic energy estimate,

‖∇wm+1‖L2(Um+1) � C ·
{ ‖∇u −∇v‖L2(rU0)

if m = 0,

‖Fm+1(·,∇u,∇w1, . . . ,∇wm)‖L2(Um+1) if m � 1,

where

|Fm+1(·,∇u,∇w1, . . . ,∇wm)| � C
m∑

k=1
|∇wk |m+1k .

By Theorem 1.3 (using our definition of X and the fact that r � X ) and the
induction hypothesis, we have, for every k ∈ {1, . . . ,m},

‖∇wk‖
m+1
k

L
2(m+1)

k (Um )

� C
k−1∑

i=1

(
1

R
‖wi‖L2(Um−1)

)m+1
i

� C
(
‖∇u −∇v‖L2(rU0)

)m+1
.

This completes the proof of (6.5).
Step 2. We show that

‖∇ξm‖L2+θ/2(Um ) � C
(
‖∇u −∇v‖L2(rU0)

)m+1
. (6.6)

Observe that, since m � 1, ξm ∈ H1
0 (Um), that is, ξm vanishes on ∂Um . Therefore,

by Meyers estimate and Lemma C.1, in particular (C.13) with q = 2 + 1
2θ and

δ = 1
2θ , we get

‖∇ξm‖L2+θ/2(Um ) � C

(
m−1∑

i=1
‖∇ξi‖

m+1
i+1
L2+θ (BR )

+ ‖∇ξ0‖m+1
L

2m(4+θ)
θ (BR )

+
m−1∑

i=1
‖∇wi‖

m+1
i

L
2m(4+θ)

θ (BR )

)

� C
(
‖∇u − ∇v‖L2(rU0)

)m+1
.

This completes the proof of (6.6).
The corollary now follows by induction. ��
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7. Liouville Theorems and Higher Regularity

In this section we prove Theorem 1.6 by an induction in the degree n. The
initial step n = 1 has been already established in [1]. Indeed, (i)1 and (ii)1 are
consequences of [1, Theorem 5.2], and (iii)1 follows from Theorem 1.5 which is [1,
Theorem 1.3]. Moreover, these estimates hold with optimal stochastic integrability,
namely we may take any σ ∈ (0, d) for n = 1 (with the constant C then depending
additionally on σ ).

Throughout the section we will use the following notation: given p ∈ R
d and

k ∈ N, we denote

Ap
k :=
{
u ∈ H1

loc(R
d) : −∇ · (ap∇u

) = 0, lim
r→∞ r−k−1 ‖u‖L2(Br )

= 0
}

and

Ap
k :=
{
u ∈ H1

loc(R
d) : −∇ · (ap∇u

) = 0, lim
r→∞ r−k−1 ‖u‖L2(Br )

= 0
}

.

Remark 7.1. In proving Theorem 1.6(ii)n by induction in n, it will be necessary
to prove a stronger statement, namely that, for every p ∈ BM, (w1, . . . , wn) ∈W

p
n

and (w1, . . . , wn−1) ∈ Wp
n−1 satisfying (1.30) for m ∈ {1, . . . , n − 1}, there

exists wn satisfying (1.30) for m = n such that (w1, . . . , wn) ∈Wp
n .

Proof of Theorem 1.6 (ii)n For fixed n, we will take X as the maximum of random
variables X appearing in Theorem 1.2, Theorem 1.3 corresponding q = 2 + δ,
where δ is as in Theorem 1.2, and a deterministic constant R(n,M, d,	) < ∞.
Clearly (1.29) holds then.

Given p ∈ BM and (w1, . . . , wn) ∈ W
p
n , our goal is to prove that there exists

a tuplet (w1, . . . , wn) ∈ Wp
n such that (1.30) holds for every R � X and k ∈

{1, . . . , n}.
Step 1. Induction assumption. We proceed inductively and assume that there

is a tuplet (w1, . . . , wn−1) ∈ Wp
n−1 such that (1.30) is true for every R � X and

m ∈ {1, . . . , n− 1}. The base case for the induction is valid by the results of [1], as
mentioned at the beginning of this section.Our goal is therefore to constructwn such
that (w1, . . . , wn) ∈ Wp

n and (1.30) holds for every R � X and k ∈ {1, . . . , n}.
Recall that since (w1, . . . , wn) ∈W

p
n , we have, for every R � X , that

n∑

i=1

(
1

R
‖wi‖L2(BR)

) n
i

� C(d)

(
R

X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.1)

Moreover, by the induction assumption, if the lower boundR forX is large enough,
we deduce by (1.30) that, for R � X and m ∈ {1, . . . , n − 1},

n∑

i=1

(
1

R
‖wi‖L2(BR)

)m
i

� 2

(
R

X
)m m∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.2)
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Step 1. Let r j := 2 jX and let wn, j , j ∈ N, solve
{ −∇ · (ap∇wn, j

) = ∇ · Fn(p +∇φp,∇w1, . . . ,∇wn−1, ·) in Br j ,

wn, j = wn on ∂Br j .
(7.3)

We show that

∥∥wn, j − wn
∥∥
L2
(
Br j−1
) � Cr1−α

j

(r j
X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.4)

Theorem 1.2 yields that, for m ∈ {1, . . . , n}, solutions of
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

− ∇ · (DpL(∇u j )
) = 0 in Br j+n ,

− ∇ ·
(
D2

pL(∇u j )∇wm, j

)
= ∇ · Fn(∇u j ,∇w1, j , . . . ,∇wm−1, j ) in Br j+n−m ,

u j (x) = p · x + φp(x) for x ∈ ∂Br j+n ,

wm, j = wm , m ∈ {1, . . . , n − 1}, on ∂Br j+n−m ,

wn, j = wn on ∂Br j

satisfy the estimate

∥
∥wn, j − wn, j

∥
∥
L2
(
Br j

) � Cr1−α
j

(

‖∇wn‖L2+δ(Br j )
+

n−1∑

i=1

(
‖∇wi‖L2+δ(Br j+n−m )

) n
i

)

.

By Theorem 1.3, together with (7.1) and (7.2), assumed for m ∈ {1, . . . , n − 1},
we obtain

∥∥wn, j − wn, j
∥∥
L2
(
Br j

) � Cr1−α
j

(r j
X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.5)

Similarly, by Theorems 1.2 and 1.3, togetherwith (7.2) valid form ∈ {1, . . . , n−1},
we get, for m ∈ {1, . . . , n − 1}, that
∥∥wm − wm, j

∥∥
L2
(
Br j+n−m

) � Cr1−α
j

(r j
X
)m m∑

i=1

(
1

X ‖wi‖L2(BX )

)m
i

.

Consequently, again by (1.30) assumed for m ∈ {1, . . . , n − 1}, that
∥
∥wm − wm, j

∥
∥
L2
(
Br j

) � Cr1−δ
j

(r j
X
)m m∑

i=1

(
1

X ‖wi‖L2(BX )

)m
i

. (7.6)

We denote, in short,

fm, j := Fm(∇u j ,∇w1, j , . . . ,∇wm−1, j ),

together with

ap := D2
pL(p) and fm := Fm(p,∇w1, . . . ,∇wm−1).
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Now, it is easy to see (cf. the proof of [1, Theorem 5.2]) that
∥∥∇u j − p

∥∥
L∞(Br j+n−1 )

� Cr−α
j ,

so that, by Theorem 1.1,

∥∥
∥D2

pL(∇u j )− ap

∥∥
∥
L∞(Br j+n−1 )

�
∥∥
∥D3

pL
∥∥
∥
L∞(B2M)

∥∥∇u j − p
∥∥
L∞(Br j+n−1 )

� Cr−α
j .

Therefore, by an analogous computation to the proof of Lemma 2.11, using (7.6),
we get

∥∥fn, j − fn
∥∥
L2(Br j )

� Cr−α/2
j

(r j
X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

as well as
∥∥
∥D2

pL(∇u j )− ap)∇wn, j

∥∥
∥
L2(Br j )

� Cr−α/2−1
j

∥∥wn − (wn)Brn

∥∥
L2(Br j )

.

By testing the equation

⎧
⎨

⎩
− ∇ · (ap∇(wn, j − wn)

) = ∇ ·
(
(D2

pL(∇u j )− ap)∇wn, j + fn, j − fn
)

in Br j ,

wn, j − wn = 0 on ∂Br j

with wn, j − wn , we then obtain

∥∥wn, j − wn
∥∥
L2(Br j )

� C
(
r1−δ
j + r1−α/2

j

) (r j
X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

.

Therefore, (7.4) follows by (7.5) and the above display by taking δ = α/2.
Step 2. We show that there is wn such that (w1, . . . , wn) ∈ Wp

n and wn satis-
fies (1.30). Setting zn, j := wn, j − wn, j+1 we have by the triangle inequality that

∥∥zn, j
∥∥
L2
(
Br j

) � Cr1−δ
j

(r j
X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.7)

Notice that zn, j isap-harmonic in Br j . Thus, by [1,Theorem5.2],wefindφn, j ∈ Ap
n

such that, for every r ∈ [X , r j ],
∥
∥zn, j − φn, j

∥
∥
L2(Br )

� C

(
r

r j

)n+1 ∥
∥zn, j
∥
∥
L2
(
Br j

) . (7.8)

Consequently, for every r ∈ [X , r j ],
∥
∥zn, j − φn, j

∥
∥
L2(Br )

� C

(
r

r j

)δ

r1−δ
( r
X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

.
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Setting then w̃n, j := wn, j −∑ j−1
h=1 φn,h , we have that w̃n,k − w̃n, j =∑k−1

i= j (zn,i −
φn,i ) and it follows that, for all j, k ∈ N, j < k,

∥∥w̃n,k − w̃n, j
∥∥
L2
(
Br j

) � Cr1−δ
j

(r j
X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.9)

Therefore, {w̃n,k}∞k= j is a Cauchy sequence and, by the Caccioppoli estimate and
the diagonal argument, we find wn such that

−∇ · (ap∇wn
) = ∇ · Fn(p + ∇φp,∇w1, . . . ,∇wn−1, ·) in Rd (7.10)

and, for all j ∈ N,

∥∥wn − w̃n, j
∥∥
L2
(
Br j

) � Cr1−δ
j

(r j
X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.11)

We now use the facts that (w1, . . . , wn) ∈W
p
n and φn, j ∈ Ap

n , together with (7.7)
and (7.8), to deduce that

j−1∑

h=1

∥∥φn,h
∥∥
L2
(
Br j

) �
j−1∑

h=1

(
r j
rh

)n ∥∥φn,h
∥∥
L2(Brh

)

�
j−1∑

h=1

(
r j
rh

)n (∥∥φn, j
∥∥
L2(Brh

) + ∥∥zn, j − φn, j
∥∥
L2(Brh

)
)

� C
j−1∑

h=1

(
r j
rh

)n
r1−δ
h

(rh
X
)n n∑

i=1

(
‖wi‖L2(BX )

) n
i

� Cr1−δ
j

(r j
X
)n n∑

i=1

(
‖wi‖L2(BX )

) n
i
.

Combining this with (7.11) yields that wn satisfies (1.30). Moreover, obviously
(w1, . . . , wn) ∈Wp

n . The proof is complete. ��
Proof of Theorem 1.6 (i)n Let X be as in the beginning of the proof of (ii)n . Fix
R � X . We proceed via induction. Assume that (w1, . . . , wn−1) satisfy (1.30), that
is, we find (w1, . . . , wn−1) ∈W

p
n−1 such that, for k ∈ {1, . . . , n − 1} and t � X ,

‖wk − wk‖L2(Bt )
� Ct1−δ

(
t

X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.12)

Since (w1, . . . , wn−1) ∈ P2 × · · · × Pn , we have by the homogeneity that

F(p,∇w1, . . . ,∇wn−1) ∈ Pn .

Wefind, byRemark 7.2 below, a solutionw ∈ Pn+1 such that (w1, . . . , wn−1, w) ∈
W

p
n and that there exists a constant C(n, d,	) < ∞ such that, for every t � X ,

‖w‖L2(Bt )
� Ct
(

t

X
)n n−1∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.13)
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Consequently, Remark 7.1 provides us w̃ such that (w1, . . . , wn−1, w̃) ∈Wp
n and,

for t � X ,

‖w̃ − w‖L2(Bt )
� CCt1−α

(
t

X
)n n−1∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.14)

Moreover, by the equations and the growth condition at infinity, wn − w̃ ∈ Ap
n+1.

Therefore, by [1, Theorem 5.2], there is q ∈ Ap
n+1 such that, for all t � X ,

‖wn − w̃ − q‖L2(Bt )
� Ct−δ ‖q‖L2(Bt )

.

Wesetwn := w+q.Obviously, (w1, . . . , wn−1, wn) ∈W
p
n sinceq isap-harmonic.

By (7.13) and the triangle inequality we have, for t � X , that

t

(
t

X
)n n−1∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

� 1

2C
‖q‖L2(Bt )


⇒ ‖q‖L2(Bt )
+ ‖w‖L2(Bt )

� 3 ‖wn‖L2(Bt )
� C

(
t

X
)n+1

‖wn‖L2(BX )

and

‖q‖L2(Bt )
� 2Ct

(
t

X
)n n−1∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i


⇒ ‖q‖L2(Bt )
+ ‖w‖L2(Bt )

� 3Ct
(

t

X
)n n−1∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

.

We thus have by the triangle inequality that

‖wn − wn‖L2(Bt )
� 1

t
‖wn − w̃ − q‖L2(Bt )

+ ‖w̃ − w‖L2(Bt )

� Ct−δ∧α

(

‖q‖L2(Bt )
+ ‖w‖L2(Bt )

+ t

(
t

X

)n n−1∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i
)

� Ct1−δ∧α

(
t

X

)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

,

proving the induction step and finishing the proof of (i)n . ��

Remark 7.2. We show that there is w such that (7.13) is valid. Indeed, by letting v

solve
{
−∇ · ap∇v = ∇ · F(p,∇w1, . . . ,∇wn−1) in BR,

v = 0 on ∂BR,
(7.15)
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using the fact thatF(p,∇w1, . . . ,∇wn−1) is a polynomial of degree n, it is straight-
forward to show by homogeneity that

w(x) =
n+1∑

m=2

1

m!∇
mv(0)x⊗m

solves
−∇ · (a∇w) = ∇ · F(p,∇w1, . . . ,∇wn−1) in R

d .

We have the estimate

∣∣
∣∇m+1v(0)

∣∣
∣ � C

m+1∑

k=0
Rk−m
∥∥
∥∇kF(p,∇w1, . . . ,∇wn−1)

∥∥
∥
L2(BR)

for all m ∈ {1, . . . , n}, and by the equations of w1, . . . , wn−1 we see that

∥
∥∥∇kF(p,∇w1, . . . ,∇wn−1)

∥
∥∥
L2(BR)

� CR−k
(
n−1∑

i=1

1

R
‖wi‖L2(BR)

) n
i

.

Therefore, for all R > 0 and m ∈ {1, . . . , n},
∣∣∣∇m+1v(0)

∣∣∣ � CR−m
(
n−1∑

i=1

1

R
‖wi‖L2(BR)

) n
i

.

Thus we have that, for t � R,

‖∇w‖L2(Bt )
� C

(
t

R

)n (n−1∑

i=1

1

R
‖wi‖L2(BR)

) n
i

,

which yields (7.13).

We now turn to the proof of the large-scale Cn,1 estimate.
Proof of Theorem 1.6 (iii)n FixM ∈ [1,∞). By Theorem 1.3 there exist constants
σ(n,M, data) ∈ (0, 1) andC(n,M, data) < ∞ and a random variableX satisfying
X � Oσ (C) so that the statement of Theorem 1.3 is valid with q = 2(n + 2). We
now divide the proof in two steps.

Step 1. Induction assumption. Assume (iii)n−1. Consequently there is p ∈ BC

and a tuplet (w1, . . . , wn−1) such that, for k ∈ {0, . . . , n − 1} and

ξk(x) = v(x)− p · x − φp(x)−
k∑

i=1

wi (x)

i ! , ξ0(x) := v(x)− p · x − φp(x),

we have that there exists C(k,M, data) such that, for every m ∈ {0, . . . , n− 1} and
for every r ∈ [X , 1

2 (1+ 2−k−2)R],

‖∇ξm‖L2(Br )
� C
( r
R

)m+1 (
Hm+1
k ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
, (7.16)
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where we denote, in short,

Hm :=
m∑

i=0

(
1

R

∥∥ξi − (ξi )BR

∥∥
L2(BR)

) 1
i+1

.

Our goal is to show that (7.16) continues to hold with m = n and for every r ∈
[X , 1

2 (1+ 2−n−2)R]. The base case n = 1 is valid since, by [1, Theorem 1.3], we
have that there is p ∈ BC such that, for all r ∈ [X , 3

4 R],

‖∇ξ0‖L2(Br )
� C
( r
R

)
inf

φ∈L1

1

R
‖v − φ‖L2(BR) . (7.17)

Step 2. Construction of a special solution. We construct a solution w̃n of

−∇ · (ap∇w̃n
) = ∇ · Fn

(
p + ∇φp,∇w1, . . . ,∇wn−1, ·

)
in R

d (7.18)

satisfying, for r � X ,

‖∇w̃n‖L2(n+1)(Br ) � C
( r
R

)n (
Hn
n−1 ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
. (7.19)

To show this, it first follows by (7.16) and the triangle inequality that, for m ∈
{1, . . . , n − 1},

‖∇wm‖L2(Br )
� C

(
inf

φ∈L1

1

R
‖v − φ‖L2(BR)

) 1
m+1 ‖∇ξm‖

m
m+1
L2(Br )

+‖∇ξm−1‖L2(Br )
.

Since we have Theorem 1.3 at our disposal with q = 2(n+ 1), we can increase the
integrability and obtain by (1.22) and (7.16) that, for r ∈ [X , 1

2 (1+ 3
82
−n)R] and

m ∈ {1, . . . , n − 1},

‖∇wm‖L2(n+1)(Br ) � C
( r
R

)m (
Hm
m ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
. (7.20)

Consequently, by (1.23) and (7.20), we also get, for m ∈ {0, . . . , n − 1} and
r ∈ [X , 1

2 (1+ 3
162

−m)R], that

‖∇ξm‖L2(n+1)(Br ) � C
( r
R

)m+1 (
Hm+1
m ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
. (7.21)

Next, Theorem 1.6(i)n−1 yields that we find (w1, . . . , wn−1) ∈ W
p
n−1 such that,

for m ∈ {1, . . . , n − 1},
1

X ‖wm − wm‖L2(BX ) � CX−δ
m∑

i=1

(
1

X ‖wi‖L2(BX )

)m
i

. (7.22)

In particular, applying this inductively, assuming that the lower bound R for X is
such that CR−δ � 1

2 , we deduce by (7.20) that, for k ∈ {1, . . . , n − 1},

‖∇wk‖L2(BX ) � C

(X
R

)k (
Hk
k ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
. (7.23)
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By Remark 7.2 we find a solution wn of

−∇ · (ap∇wn
) = ∇ · F(p,∇w1, . . . ,∇wn−1)

satisfying, for r � X ,

‖∇wn‖L2(Br )
� C
( r
X
)n
(
n−1∑

i=1
‖∇wi‖L2(BX )

) n
i

.

In view of (7.23) this yields, for r � X , that

‖∇wn‖L2(Br )
� C
( r
R

)n (
Hn
n−1 ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
. (7.24)

By Remark 7.1 we then find w̃n solving (7.18) such that, for r � X ,

‖w̃n − wn‖L2(Br )
� Cr1−δ

( r
X
)n n∑

i=1

(
1

X ‖wi‖L2(BX )

) n
i

. (7.25)

Now (7.19) follows by (7.23), (7.24) and (7.25) together with Theorem 1.3.
Step 3. We show the induction step, that is, we validate (7.16) for k = n and

r ∈ [X , 1
2 (1 + 2−n−2)R]. Denote ξ̃n := ξn−1 − 1

n! w̃n . We begin by deducing an
estimate for ξ̃n . Appendix C tells us that ξ̃n solves the equation

−∇ ·
(

ap∇ ξ̃n

)
= ∇ · En in BR

and there exist constants C(n,M, data) < ∞ such that

‖En‖L2(Br )
� C

n−1∑

i=0
‖∇ξi‖

n+1
i+1
L2(n+1)(Br )

+ C
n−1∑

i=1
‖∇wi‖

n+1
i

L2(n+1)(Br )
. (7.26)

By (7.21) and (7.20) we then obtain, for r ∈ [X , 1
2 (1+ 3

82
−n)R], that

‖En‖L2(Br )
� C
( r
R

)n+1 (
Hn+1
n−1 ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
. (7.27)

Next, set, for j ∈ N0, r j := 1
2θ

j (1 + 2−n−2)R, where θ(n,M, data) ∈ (0, 1
2

]

will be fixed shortly. Let φ0 ∈ Ap
n+2 and, for given φ j ∈ Ap

n+2, let h j solve

{ − ∇ · (ap∇h j
) = 0 in Br j ,

h j = ξ̃n − φ j on ∂Br j .
(7.28)

By testing and (7.27) we get

∥∥∥∇ ξ̃n −∇φ j − ∇h j

∥∥∥
L2
(
Br j

) � C
( r
R

)n+1 (
Hn+1
n−1 ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
.

(7.29)
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Furthermore, by [1, Theorem 5.2], there is φ̃ j+1 ∈ Ap
n+2 such that

∥∥∥∇h j − ∇φ̃ j+1
∥∥∥
L2(Br j+1 )

� Cθn+2
∥∥∇h j − ∇φ j

∥∥
L2(Br j )

.

Combining, we have by the triangle inequality, for φ j+1 := φ̃ j+1 + φ j ∈ Ap
n+2,

that
∥∥∥∇ ξ̃n − ∇φ j+1

∥∥∥
L2(Br j+1 )

� Cθn+2
∥∥∥∇ ξ̃n −∇φ j

∥∥∥
L2(Br j )

+ Cθ−
d
2

( r
R

)n+1 (
Hn+1
n−1 ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
.

Choosing Cθ1/2 = 1, we thus arrive at

1

rn+1j+1

∥∥
∥∇ ξ̃n −∇φ j+1

∥∥
∥
L2(Br j+1 )

� θ1/2

rn+1j

∥∥
∥∇ ξ̃n −∇φ j

∥∥
∥
L2+θ (Br j )

+ C

Rn+1

(
Hn+1
n−1 ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
.

It follows by iteration that, for r ∈ [X , 1
2 (1+ 2−n−2)R],

inf
φ∈Ap

n+2

∥∥∥∇ ξ̃n −∇φ

∥∥∥
L2(Br )

� C
( r
R

)n+3/2
inf

φ∈Ap
n+2

∥∥∥∇ ξ̃n −∇φ

∥∥∥
L2(Br0 )

+ C
( r
R

)n+3/2 (
Hn+1
n−1 ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
.

We can now revisit [4, Proof of (3.49)] and obtain that there exists φ ∈ Ap
n+1

such that, taking wn = w̃n + φ and ξn := ξn−1 − 1
n!wn , we get, for all r ∈

[X , 1
2 (1+ 2−n−2)R],

‖∇ξn‖L2(Br )
� C
( r
R

)n+1 (
Hn+1
n ∧ inf

φ∈L1

1

R
‖v − φ‖L2(BR)

)
(7.30)

Since φ ∈ Ap
n+1, we see that (w1, . . . , wn) ∈ Wp

n . Now (7.16) follows for k = n
by the previous inequality together with the Caccioppoli estimate and (7.27). The
proof is complete. ��
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Appendix A: Deterministic Regularity Estimates

In this first appendix, we record some deterministic regularity estimates of Schauder and
Calderón–Zygmund type for linear equations with Hölder continuous coefficients. These
estimates, while well-known, are not typically written with explicit dependence on the reg-
ularity of the coefficients, which is needed for our purposes in this paper.

Proposition A.1. (Calderón–Zygmund gradient Lq estimates). Let β ∈ (0, 1], q ∈ [2,∞)

and a ∈ R
d×d be a symmetric matrix with entries in C0,β (B2) satisfying

Id � a(x) � 	Id , ∀x ∈ B2.

Suppose f ∈ Lq (B2;Rd ) and u ∈ H1(B2) is a solution of

−∇ · (a∇u) = ∇ · f in B2.

Then u ∈ W 1,q
loc (B2) and there exists C(q, d,	) < ∞ such that

‖∇u‖Lq (B1) � C exp
(
C
β

(
1− 2

q

))
(

1+ [a]
d
2β

(
1− 2

q

)

C0,β (B2)

)

‖∇u‖L2(B2) + C ‖f‖Lq (B2) .

(A.1)

Proof. We will explain how to extract the statement of the proposition from that of [4,
Proposition 7.3]. The latter asserts the existence of δ0(q, d,	) > 0 such that, for every ball

x ∈ B1 and r ∈
(
0, 1

2

]
satisfying

oscB2r (x) a � δ0,

we have, for a constant C(q, d, 	) < ∞, the estimate

‖∇u‖Lq (Br (x)) � C
(
‖∇u‖L2(B2r (x))

+ ‖f‖Lq (B2r (x))

)
.

Since oscB2r a � (2r)β [a]C0,β (B2), we have the above estimate for every x ∈ B1 and

r := 1

2
∧ 1

2

(
δ0 [a]

−1
C0,β (B2)

) 1
β

.

From this, Fubini’s theorem and Young’s inequality for convolutions, we obtain

‖∇u‖qLq (B1)
� C

ˆ
B1

(
|∇u|q ∗

(
1

|Br |1Br

))
(x) dx

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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= C
ˆ
B1

 
Br (x)

|∇u(y)|q dy dx

� C
ˆ
B1

( 
B2r (x)

|∇u(y)|2 dy

) q
2
dx + C

ˆ
B1

 
B2r (x)

|f(y)|q dy dx

� C
ˆ
B1

∣
∣
∣∣

(
|∇u|2 ∗

(
1

|B2r |1B2r

))
(x)

∣
∣
∣∣

q
2
dx + C ‖f‖qLq (B2)

� C ‖∇u‖q
L2(B2)

∥∥
∥
∥

1

|B2r |1B2r

∥∥
∥
∥

q
2

Lq/2(B2)
+ C ‖f‖qLq (B2)

= Cr−d
( q
2−1
)
‖∇u‖q

L2(B2)
+ C ‖f‖qLq (B2)

.

This completes the proof. ��
Proposition A.2. Letβ ∈ (0, 1)anda ∈ R

d×d bea symmetricmatrixwith entries inC0,β (B2)
satisfying

Id � a(x) � 	Id , ∀x ∈ B2.

Suppose f ∈ C0,β (B2;Rd ) and u ∈ H1(B2) is a solution of

−∇ · (a∇u) = ∇ · f in B2.

Then u ∈ C1,β
loc (B2) and there exists C(β, d, 	) < ∞ such that

‖∇u‖L∞(B1) � C

(

1+ [a]
d
2β

C0,β (B2)

)

‖∇u‖L2(B2) + C [f]C0,β (B2) (A.2)

and

[∇u]C0,β (B1) � C

(

1+ [a]
1+ d

2β

C0,β (B2)

)

‖∇u‖L2(B2) + C [f]C0,β (B2) . (A.3)

Proof. We will explain how to extract the statement of the proposition from the gradient
Hölder estimate found in [20, Theorem 3.13]. The latter states that, under the assumption
that

[a]C0,β (B2) � 1,

there exists C(β, d,	) < ∞ such that

‖∇u‖C0,β (B1) � C
(
‖∇u‖L2(B2) + [f]C0,β (B2)

)
.

After changing the scale, we obtain the corresponding statement in Br , which asserts that,
under the assumption that

rβ [a]C0,β (B2r ) � 1,

there exists C(β, d,	) < ∞ such that

‖∇u‖L∞(Br ) + rβ [∇u]C0,β (Br ) � C
(
‖∇u‖L2(B2r )

+ rβ [f]C0,β (B2r )

)
.

Therefore we take r := 1
2 ∧ [a]

− 1
β

C0,β (B2)
and apply the previous statement in every ball Br (x)

with x ∈ B1 to obtain

‖∇u‖L∞(B1) + sup
x∈B1

rβ [∇u]C0,β (Br (x)) � C sup
x∈B1

(
‖∇u‖L2(B2r (x))

+ rβ [f]C0,β (B2r (x))

)

� C
(
r−

d
2 ‖∇u‖L2(B2) + rβ [f]C0,β (B2)

)
.
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After a covering argument, we obtain

‖∇u‖L∞(B1) + rβ [∇u]C0,β (B1) � C
(
r− d

2 ‖∇u‖L2(B2) + rβ [f]C0,β (B2)

)
,

which yields the proposition. ��

Appendix B: Differentiation of FmFmFm

In this appendix, we show that (2.13) holds.

Lemma B.1. Fix m ∈ N and h, p ∈ R
d . Suppose that z �→ L(z, x) is Cm+2 and t �→

g(p + th) is m times differentiable at 0. Then

Fm+1(g(p), Dpg(p)h⊗1, . . . , Dm
p g(p)h⊗m , x)

= Dp

(
Fm(g(p), Dpg(p)h⊗1, . . . , Dm−1

p g(p)h⊗(m−1), x)
)
· h

+ Dp

(
D2
pL(g(p), x)

)
h⊗1
(
Dm
p g(p)h⊗m

)⊗1
. (B.1)

Proof. Wefirst observe that the terms Dpg(p)h⊗1, . . . , Dm
p g(p)h⊗m in (B.1) are precisely

the directional derivatives of g in the h direction, up to mth degree. The terms in (B.1)
involve derivatives of z �→ L(z, x) up to the (m + 2)th degree. Hence, we can assume by
approximation, without loss of generality, that z �→ L(z, x) and p �→ g(p) are polynomials,
of degrees at most m + 2 and m, respectively. Fix h ∈ R

d and let t ∈ R. We write

g(p + th) = g(p)+
m∑

j=1

t j

j ! D
j
pg(p)h⊗ j .

Denote

z j (p) := D j
pg(p)h⊗ j and Z(p, t) :=

m∑

j=1

t j

j ! z j (p).

Examining the relation between the p and t derivatives of Z(p, t), we find that

DpZ(p, t) · h =
m∑

j=1

t j

j ! z j+1(p) = ∂tZ(p, t)− z1(p). (B.2)

Set now, for fixed h, x ∈ R
d ,

Gh,x (t, p) :=
m+1∑

k=2

1

k!D
k+1
p L(g(p), x) (Z(p, t))⊗k

and, by the definition of Fm in (1.15),

∂mt Gh,x (0, p) = Fm(g(p), z1(p), . . . , zm−1(p), x),
and similarly for Fm+1. Computing the directional derivative, recalling that we assume that
z �→ L(z, x) is a (m + 2)th degree polynomial,

DpGh,x (t, p) · h =
m+1∑

k=2

1

(k − 1)!D
k+1
p L(g(p), x) (Z(p, t))⊗(k−1) (DpZ(p, t) · h)⊗1
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+
m+1∑

k=3

1

(k − 1)!D
k+1
p L(g(p), x) (Z(p, t))⊗(k−1) (z1(p))⊗1 ,

we get by (B.2) that

∂tGh,x (t, p) = DpGh,x (t, p) · h + D3
pL(g(p), x) (Z(p, t))⊗1 (z1(p))

⊗1 .

Consequently, we have

∂m+1t Gh,x (0, p) = Dp∂
m
t Gh,x (0, p) · h + D3

pL(g(p), x) (z1(p))
⊗1 (zm(p))⊗1 ,

which is (B.1), concluding the proof. ��

Appendix C: Linearization Errors

In this appendix we compute the equation satisfied by a higher-order linearization error and
thereby obtain gradient estimates.

Lemma C.1. (Equation for the linearization error). Fix M, R ∈ (0,∞) and n ∈ N with
n � 2. Assume that p �→ L(p, x) is Cn+1,1 for every x ∈ R

d and

n∑

k=1

1

k! ‖D
k+1
p L‖L∞(Rd×Rd ) � M.

Suppose that u, v, w1, . . . , wn ∈ H1(BR) satisfy

∇ · (DpL(∇u, x)− DpL(∇v, x)
) = 0 in BR

and, for each m ∈ {1, . . . , n},
−∇ ·
(
D2
pL (∇u, x)∇wm

)
= ∇ · Fm(∇u,∇w1, . . . ,∇wm−1, x) in BR,

where Fm is defined in (1.15). Denote ξ0 = v − u and, for each m ∈ {1, . . . , n},

ξm := v − u −
m∑

k=1

wk

k! .

Then there is vector field En such that ξn solves

−∇ ·
(
D2L(∇u, ·)∇ξn

)
= ∇ · En in BR

and there exists a constant C(n,M, d) < ∞ such that

|En | � C
n−1∑

h=0
|∇ξh |
⎛

⎝|∇ξ0| +
n−1∑

i=1

∣∣
∣∇wi

i !
∣∣
∣
1
i

⎞

⎠

n−h
. (C.1)

Furthermore, there exist constants C(n,M, d) < ∞, q(n, d) ∈ (2,∞) and δ(d,	)

∈
(
0, 1

2

]
such that

‖∇ξn‖
L2+δ

(
B 1
2 (1+2−n )R

) � C
n∑

i=1

(
1

R

∥∥ξi − (ξi )BR

∥∥
L2(BR)

) n+1
i+1

+ C ‖∇ξ0‖n+1Lq (BR)
+ C

n−1∑

i=1

∥
∥
∥∇wi

i !
∥
∥
∥
n+1
i

Lq (BR)
. (C.2)
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Proof. Throughout the proof we use the notation sk =
∑k

j=1
w j
j ! and ξ0 = v − u, so that

ξk = ξ0 − sk .
Step 1. Recalling that F1 = 0, we may rewrite

DpL(∇v, x)− DpL(∇u, x)− D2L(∇u, x)∇ξn

=
n∑

k=1

1

k!
(
D2L(∇u, x)∇wk + Fk(∇u,∇w1, . . . ,∇wk−1, x)

)
+ En

where we define

En :=
n∑

k=2

1

k!
(
Dk+1
p L(∇u, x)(∇ξ0)

⊗k − Fk(∇u,∇w1, . . . ,∇wk−1, x)
)

+ DpL(∇v, x)−
n∑

k=0

1

k!D
k+1
p L(∇u, x)(∇ξ0)

⊗k .

By the equations of u, v and wk , we have that

−∇ ·
(
D2L(∇u, x)∇ξn

)
= ∇ · En .

It thus remains to estimate En .
Step 2. We show that, for k ∈ {2, . . . n} and m ∈ {k, . . . , n},

(∇ξ0)
⊗k = S(k)

m + E(k)
m , (C.3)

where S( j)
m and E( j)

m are defined, for j ∈ {2, . . . , k}, recursively as

S( j)
m :=

m+1− j∑

i=1
S( j−1)
m−i ⊗∇wi

i ! (C.4)

and

E( j)
m :=

m+1− j∑

i=1
E( j−1)
m−i ⊗∇wi

i ! + (∇ξ0)
⊗( j−1) ⊗∇ξm−( j−1), (C.5)

with
S(1)
i := ∇si and E(1)

i := ∇ξi . (C.6)
Indeed, suppose that we have, for j ∈ {1, . . . , k − 1} and m ∈ { j, . . . , n}, that

(∇ξ0)
⊗ j = S( j)

m + E( j)
m .

This is obviously true for j = 1. We compute, for m ∈ {k, . . . , n},

(∇ξ0)
⊗k =

m+1−k∑

i=1
(∇ξ0)

⊗(k−1) ⊗∇wi

i ! + (∇ξ0)
⊗(k−1) ⊗∇ξm−(k−1)

=
m+1−k∑

i=1
S(k−1)
m−i ⊗∇wi

i ! +
m+1−k∑

i=1
E(k−1)
m−i ⊗∇wi

i ! + (∇ξ0)
⊗(k−1) ⊗∇ξm−(k−1)

= S(k)
m + E(k)

m ,

which proves the recursive formula (C.3).
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Step 3. We show that, for k ∈ {2, . . . , n} there exists a constant C(n, k, d) < ∞ such that

∣∣
∣E(k)

n

∣∣
∣ � C

n+1−k∑

h=1
|∇ξh |
⎛

⎝|∇ξ0| +
n+1−k∑

i=1

∣∣
∣∇wi

i !
∣∣
∣
1
i

⎞

⎠

n−h
. (C.7)

The statement is easy to verify by induction. Indeed, for m = j = 2 we have by (C.5) that

∣∣
∣E(2)

2

∣∣
∣ � |∇ξ1 ⊗∇w1 + ∇ξ0 ⊗∇ξ1| � C

1∑

h=1
|∇ξh | (|∇ξ0| + |∇w1|)2−h .

Assume then that, for m ∈ {2, . . . , n − 1} and j ∈ {2, . . . ,m}, we have

∣∣
∣E( j)

m

∣∣
∣ � C

m+1− j∑

h=0
|∇ξh |
⎛

⎝|∇ξ0| +
m+1− j∑

i=1

∣∣
∣∇wi

i !
∣∣
∣
1
i

⎞

⎠

m−h
. (C.8)

By the definition of E( j)
n , we have, for j ∈ {2, . . . , n}, that

∣
∣
∣E( j)

n

∣
∣
∣ � C

n+1− j∑

i=1

∣
∣
∣E( j−1)

n−i
∣
∣
∣
∣
∣
∣∇wi

i !
∣
∣
∣+ C |∇ξ0| j−1

∣
∣∇ξn−( j−1)

∣
∣ (C.9)

By (C.8), using Fubini for sums, we obtain,

n+1− j∑

i=1

∣
∣∣E( j−1)

n−i
∣
∣∣
∣
∣∣∇wi

i !
∣
∣∣ � C

n+1− j∑

i=1

n+2−i− j∑

h=0
|∇ξh |
⎛

⎝|∇ξ0| +
n+2−i− j∑

�=1

∣
∣∣∇w�

�!
∣
∣∣
1
�

⎞

⎠

n−i−h
|∇wi

i ! |

� C
n+1− j∑

h=0
|∇ξh |

n+2− j−h∑

i=1

⎛

⎝|∇ξ0| +
n+1− j∑

�=1
|∇w�| 1�

⎞

⎠

n−i−h
|∇wi

i ! |

� C
n+1− j∑

h=0
|∇ξh |
⎛

⎝|∇ξ0| +
n+1− j∑

�=1

∣
∣∣∇w�

�!
∣
∣∣
1
�

⎞

⎠

n−h
.

This, together with (C.9), proves the induction step, and gives also (C.7).
Step 4. We show that

∣
∣∣
∣∣

n∑

k=2

(
1

k!D
k+1
p L(∇u, x)

(
(∇ξ0)

⊗k − S(k)
n

))
∣
∣∣
∣∣
� C

n−1∑

h=0
|∇ξh |
(

|∇ξ0| +
n−1∑

i=1

∣∣
∣∇wi

i !
∣∣
∣
1
i

)n−h
.

(C.10)
By the recursive formula we have, for k ∈ {2, . . . , n}, that

(∇ξ0)
⊗k = S(k)

n + E(k)
n ,

and thus (C.10) follows by (C.7).
Step 5. We show that

n∑

k=2

1

k!
(
Dk+1
p L(∇u, x)S(k)

n − Fk(∇u,∇w1, . . . ,∇wk−1, x)
)
= 0. (C.11)
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For this, we first abbreviate

Fk = Fk(∇u,∇w1, . . . ,∇wk−1, x)

and observe that, by definition,

1

k!Fk =
∑

j�2

1

j !D
j+1
p L(∇u, x)

⎛

⎜
⎝

∑

i1+···i j=k : i1,...,i j�1

∇wi1
i1! ⊗ · · · ⊗ ∇

wi j

i j !

⎞

⎟
⎠ .

Second, we observe that, by induction on j � 2, we have

S( j)
n =

∑

m�n

⎛

⎜
⎝

∑

i1+···i j=m : i1,...,i j�1

∇wi1
i1! ⊗ · · · ∇

wi j

i j !

⎞

⎟
⎠

for all n � j . Third, by commutativity of addition, we observe that

∑

m�n

⎛

⎜
⎝
∑

j�2

1

j !D
j+1
p L(∇u, x)

⎛

⎜
⎝

∑

i1+···i j=m : i1,...,i j�1

∇wi1
i1! ⊗ · · · ⊗ ∇

wi j

i j !

⎞

⎟
⎠

⎞

⎟
⎠

=
∑

j�2

1

j !D
j+1
p L(∇u, x)

⎛

⎜
⎝
∑

m�n

⎛

⎜
⎝

∑

i1+···i j=m : i1,...,i j�1

∇wi1
i1! ⊗ · · · ⊗ ∇

wi j

i j !

⎞

⎟
⎠

⎞

⎟
⎠ .

Finally, letting Fm = 0 for m < 2 and S( j)
n = 0 for j > n for notational convenience, we

note that the above equation may be rewritten as

∑

m�n

1

m!Fm =
∑

j�2

1

j !D
j+1
p L(∇u, x)S( j)

n ,

which is (C.11).
Step 6. Conclusion. We have that

∣∣
∣
∣
∣
∣
DpL(∇v, x)−

n∑

k=0

1

k!D
k+1
p L(∇u, x)(∇v −∇u)⊗k

∣∣
∣
∣
∣
∣
� C |∇v −∇u|n+1 . (C.12)

Indeed, by a Taylor expansion, we see that

∣
∣
∣∣
∣
DpL(z0 + z, x)−

n∑

k=0

1

k!D
k+1
p L(z0, x)z

⊗k

∣
∣
∣∣
∣
�
[
Dn+1

p L(·, x)
]

C0,1(B|z|(z0))

|z|n+1
(k + 1)! .

Applying this with z0 = ∇u and z = ∇v − ∇u gives (C.12). Combining this with the
previous steps yields the desired estimate (C.1) for En . Finally, by the Hölder and Young
inequalities, we get, for all q ∈ [2,∞) and r ∈ (0, R],
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‖En‖Lq (Br ) �
n−1∑

h=1
‖∇ξh‖Lq+δ(Br )

∥∥
∥∥
∥
|∇ξ0| +

n−1∑

i=1

∣
∣∣∇wi

i !
∣
∣∣
1
i

∥∥
∥∥
∥

n−h

L
nq(q+δ)

δ (Br )

� C

(
n−1∑

h=1
‖∇ξh‖

n+1
h+1
Lq+δ(BR )

+ ‖∇ξ0‖n+1
L

nq(q+δ)
δ (BR )

+
n−1∑

i=1

∥
∥∥∇wi

i !
∥
∥∥

n+1
i

L
nq(q+δ)

δ (BR )

)

,

(C.13)

Let δ0 be the Meyers exponent corresponding 	. Let

qh := q + 1

2
δ0 + 1

2

n + 1− h

n + 1
δ0 and q := 16

δ0
n(n + 1).

Set also Rh := 1
2 (1 + 2−h)R. With this notation the previous display yields, by Hölder’s

inequality, that

‖Em‖Lqm (BRm ) � C

⎛

⎝
m−1∑

h=1
‖∇ξh‖

n+1
h+1
Lqh
(
BRh

) + ‖∇ξ0‖n+1Lq (BR)
+

n−1∑

i=1

∥
∥∥∇wi

i !
∥
∥∥
n+1
i

Lq (BR)

⎞

⎠ ,

Now (C.2) follows by the Caccioppoli estimate, concluding the proof. ��

Appendix D: Regularity for Constant Coefficient Linearized Equations

In this appendix we prove a lemma tracking down the regularity of a solution (w1, . . . , wn)

of the linearized system in the case that L is a smooth, constant-coefficient Lagrangian.
Throughout we fix n ∈ N0, 	 ∈ [1,∞), β ∈ (0, 1), and assume that L satisfies

Id � D2
pL � 	Id (D.1)

and for all M0 ∈ [1,∞) there is C(M0, β, d) < ∞ such that
∥
∥
∥D2L

∥
∥
∥
Cn,β (BM0 )

� C. (D.2)

Lemma D.1. (Regularity of wm ). Let η ∈ [ 12 , 1),M ∈ [1,∞) and R ∈ (0,∞). Assume that

L satisfies (D.1) and (D.2). Let u, w1, . . . , wn solve the equations, for m ∈ {1, . . . , n + 1},
⎧
⎨

⎩

−∇ · (DpL (∇u)
) = 0 in BR,

−∇ ·
(
D2
pL (∇u)∇wm

)
= ∇ · (Fm(∇u,∇w1, . . . ,∇wm−1)

)
in BR,

(D.3)

where Fm has been defined in (1.16) and u satisfies

1

R

∥
∥u − (u)BR

∥
∥
L2(BR)

� M. (D.4)

Then, for m ∈ {1, . . . , n + 1}, there exists a constant C(m, η,M, β, d,	) < ∞ such that

‖∇wm‖L∞(BηR) � C
m∑

i=1

(
1

R

∥
∥wi − (wi )BR

∥
∥
L2(BR)

)m
i

(D.5)
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Moreover, letting

δ ∈ (0,∞) ∩
[(

1

R
inf

�∈P1
‖u − �‖L2(BR)

)β

,∞
)

, (D.6)

we have, for m ∈ {1, . . . , n + 1}, that

Rβ [∇wm]C0,β (BηR)

� Cδ

m∑

i=1

(
1

δR
inf

�∈P1
‖wi − �‖L2(BR)

)m
i + Cδ

m−1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

+ C

(
1

R
inf

�∈P1
‖u − �‖L2(BR)

)β m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

. (D.7)

and, for m ∈ {1, . . . , n} and k ∈ {1, . . . , n + 1− m},

Rk
∥
∥
∥∇k+1wm

∥
∥
∥
L∞(BηR)

+ Rk+β
[
∇k+1wm

]

C0,β (BηR)

� Cδ

m∑

i=1

(
1

δR
inf

�∈P1
‖wi − �‖L2(BR)

)m
i + Cδ

m−1∑

i=1

(
1

R

∥
∥wi − (wi )BR

∥
∥
L2(BR)

)m
i

+ C

(
1

R
inf

�∈P1
‖u − �‖L2(BR)

)β m∑

i=1

(
1

R

∥
∥wi − (wi )BR

∥
∥
L2(BR)

)m
i

. (D.8)

Notice that by (D.4) we may always take δ = Mβ in (D.6). When applying the result in
practice, we typically take δ to be very small.

Proof. Fixm ∈ {1, . . . , n+1}, η ∈ [ 12 , 1),M ∈ [1,∞). Let u, w1, . . . , wn solve (D.3) and
assume (D.4). Fix also δ as in (D.6).
Throughout the proof we denote, for θ ∈ (0,∞),

E(θ)
m := θ

m∑

i=1

(
1

θR
inf

�∈P1
‖wi − �‖L2(BR)

)m
i + θ

m−1∑

i=1

(
1

R

∥
∥wi − (wi )BR

∥
∥
L2(BR)

)m
i

+
(
1

R
inf

�∈P1
‖u − �‖L2(BR)

)β m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

.

We also denote
fm := Fm(∇u,∇w1, . . . ,∇wm−1)

and, for j ∈ N,

R j := (η + 2− j (1− η))R and r j := 2− j−8(1− η)R.

Below we denote by C a constant depending only on parameters (m, η,M, β, d, 	). It may
change from line to line.
Step 1. Basic properties of u. In view of [1, Proposition A.1], assumption (D.1) and normal-
ization (D.4) imply that there exists a constantM0(η,M, d, 	) < ∞ such that

‖∇u‖
L∞
(
B 1
3 (2+η)R

) � M0. (D.9)
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Therefore, (D.2) is applicable in B 1
3 (2+η)R , and we obtain by [1, Proposition A.1] that

R2
∥
∥
∥∇2u
∥
∥
∥
L∞
(
B 1
2 (1+η)R

) � C inf
�∈P1

‖u − �‖L2(BR) . (D.10)

We also define
b(x) := D2

pL (∇u) . (D.11)
We have by (D.10) and (D.4) that

Id � b(x) � 	Id and R ‖∇b‖L∞(B 1
2 (1+η)R

) � C

R
inf

�∈P1
‖u − �‖L2(BR) � Cδ1/β .

(D.12)
Notice also that, by (D.12), we have

E(1)
m � C

m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

. (D.13)

Step 2. Induction assumption ondegreem.We assume inductively that, for j ∈ {1, . . . ,m−1}
there exists a constant K j (η,M,K0, d, 	) < ∞ such that

Rβ
j

[∇w j
]
C0,β (BR j )

� K jE
(δ)
j (D.14)

and
∥∥∇w j

∥∥
L∞(BR j )

� K j

j∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) j
i
. (D.15)

Notice that the case m = 2 has been established in [1, Proposition A.1].
Throughout thenext steps of theproof,we let constantsC dependonparameters ({Ki }m−1i=1 ,m, η,M, β,K0, d, 	
and they may change from line to line.
Step 3. Bounds on f . We show that under induction assumptions (D.14) and (D.15), we have
that

∥
∥fm
∥
∥
L∞(BRm−1 )

� C
m−1∑

i=1

(
1

R

∥
∥wi − (wi )BR

∥
∥
L2(BR)

)m
i

(D.16)

and, for r ∈ (0, rm ] and y ∈ BRm , defining

fm,y,r := Fm
(
(∇u)Br (y), (∇w1)Br (y), . . . , (∇wm−1)Br (y)

)
, (D.17)

we have that
∥
∥fm − fm,y,r

∥
∥
L∞(Br (y))

� C
( r
R

)β
E(δ)
m . (D.18)

To show (D.16), we have by (D.15) that

m−1∑

i=1
‖∇wi‖

m
i
L∞(BRm−1 ) � C

m−1∑

i=1
Km
i

i∑

j=1

(
1

R

∥∥∥w j −
(
w j
)
BR

∥∥∥
L2(BR)

)m
j

� C
m−1∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

, (D.19)

which yields (D.16) by (2.7).
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To show (D.18), usingHölder regularity of fm with respect to∇u variable, similarly to (2.11),
gives us

∣∣fm − fm,r,y
∣∣ � C

(
rβ
∥∥∇2u
∥∥β
L∞(Br (y))

+ δ
( r
R

)β) m−1∑

i=1

(∣∣∇w j
∣∣+ ∣∣(∇w j )Br (y)

∣∣)
m
i

+ Cδ
( r
R

)β m−1∑

i=1

(
δ−1
( r
R

)−β ∣
∣∇wi − (∇wi )Br (y)

∣
∣
)m

i

.

Applying (D.14) and (D.6) yields that

δ

(
δ−1
( r
R

)−β ∣∣∇wi − (∇wi )Br (y)
∣∣
)m

i
� Cδ
(
δ−1E(δ)

i

)m
i � CE(δ)

m .

Thus (D.18) follows by (D.12) and (D.19).
Step 4. Caccioppoli estimate. We show that under induction assumptions (D.14) and (D.15),
we have that, for all y ∈ BRm+rm and r ∈ (0, rm ],

‖∇wm −∇�‖L2(Br/2(y))
� C

r
‖wm − �‖L2(Br (y))

+Cr
∥∥
∥∇2u
∥∥
∥
L∞(Br (y))

(|∇�| ∧ ‖∇wm‖L2(Br (y))
)+ C
( r
R

)β
E(δ)
m . (D.20)

Since wm solves the equations, for fm,y,r defined in (D.17) and any affine function �,

−∇ · (b∇(wm − �)) = ∇ · ((b− b(y))∇�+ fm − fm,y,r
)
,

and
−∇ · (b(y)∇(wm − �)) = ∇ · ((b− b(y))∇wm + fm − fm,y,r

)
,

we obtain (D.20) simply by testing and (D.18).
Step 5. Induction assumption on the scale. We now assume that we find ε ∈ (0, 1], a constant
Cε , and r∗ ∈ (0, εrm ] such that

sup
y∈BRm

sup
t∈[r∗,εrm ]

‖∇wm‖L2(Bt (y))
� Cε

m∑

i=1

(
1

R

∥
∥wi − (wi )BR

∥
∥
L2(BR)

)m
i

. (D.21)

Notice that, by the Caccioppoli estimate (D.20) and (D.13), we have, for any ε ∈ (0, 1], that

‖∇wm‖L2(Bεrm (y)) � Cε

j∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

) j
i
, (D.22)

implying that (D.21) is valid for r∗ = εrm provided that Cε � Cε .
Step 6. We verify that (D.15) is true for j = m. This gives us also (D.5). Actually, we
prove that if (D.21) is valid for some r∗ ∈ (0, εrm ], then it remains valid for 1

2 r
∗ instead.

This proves, by induction, that we may take any r∗ ∈ (0, εrm ] in (D.21). In particular, we
obtain (D.15) for j = m.
Fix y ∈ BRm . Rewriting the equation of wm as before, for r ∈ (0, rm ],

−∇ · (b(y)∇wm) = ∇ · ((b− b(y))∇wm +
(
fm − fm,y,r

))
,

where fm,y,r defined in (D.17), and consequently solving
{ −∇ · (b(y)∇wm,y,r

) = 0 in Br (y),

wm,y,r = wm on ∂Br (y),
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we obtain by testing and (D.18) that

∥
∥∇wm,y,r − ∇wm

∥
∥
L2(Br (y))

� Cr
∥
∥∇2u
∥
∥
L∞(Br (y))

‖∇wm‖L2(Br (y))
+ C
( r
R

)β
E(δ)
m .

In particular, we get by (D.21) for r ∈ [r∗, εrm ] that
∥
∥∇wm,y,r − ∇wm

∥
∥
L2(Br (y))

� C
( r
R

)β (
Cεε

1−β + 1
)
E(δ)
m .

By decay estimate for harmonic functions we have for small enough θ(β, d, 	) ∈
(
0, 1

2

]

that

∥
∥∇wm,y,r − (∇wm,y,r )Bθr (y)

∥
∥
L2(Bθr (y))

� 1

2
θβ
∥
∥∇wm,y,r − (∇wm,y,r )Br (y)

∥
∥
L2(Br (y))

.

Therefore, by the triangle inequality, we get
∥
∥∇wm − (∇wm)Bθr (y)

∥
∥
L2(Bθr (y))

� 1

2
θβ
∥
∥∇wm − (∇wm)Br (y)

∥
∥
L2(Br (y))

+ C
( r
R

)β (
Cεε

1−β + 1
)
E(δ)
m .

By an iteration argument we thus obtain that, for r ∈ [θr∗, εrm ]
(

r

εrm

)−β ∥
∥∇wm − (∇wm)Br (y)

∥
∥
L2(Br (y))

� C
∥
∥∥∇wm − (∇wm)Bεrm (y)

∥
∥∥
L2(Bεrm (y))

+ C (εCε + 1)E(δ)
m . (D.23)

Letting r ∈ [θr∗, εrm ] and n ∈ N0 be such that r ∈ (θn+1εrm , θnεrm ], we obtain by the
triangle inequality that

‖∇wm‖L2(Br (y))
� C ‖∇wm‖L2(Bθn εrm (y))

� C
∥
∥∥∇wm − (∇wm)Bθnεrm (y)

∥
∥∥
L2(Bθn εrm (y))

+ C
∣∣(∇wm)Bεrm (y)

∣∣+ C
n∑

i=1

∣
∣∣(∇wm)B

θ i εrm
(y) − (∇wm)B

θ i−1εrm
(y)

∣
∣∣ .

Thus, by the previous two displays and (D.22), we obtain, for r ∈ [θr∗, εrm ], that

‖∇wm‖L2(Br (y))
� (Cε + CεCε)

m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

.

We first take ε so small that Cε = 1
2 and then choose Cε � 2Cε . All in all, we have proved

that

sup
t∈[θr∗,εrm ]

‖∇wm‖L2(Bt (y))
� Cε

m∑

i=1

(
1

R

∥∥wi − (wi )BR

∥∥
L2(BR)

)m
i

,

which implies that (D.21) is valid for 1
2r
∗ instead of r∗, which was to be shown.
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Step 7. We now prove that (D.14) is valid for j = m, giving also (D.7). An application of
the Caccioppoli estimate (D.20), together with (D.5), which was proved in Step 6 above, we
have that, by giving up volume factors,

∥∥
∥∇wm − (∇wm)Bεrm (y)

∥∥
∥
L2(Bεrm (y))

� CE(δ)
m .

Therefore, (D.23) yields, for all y ∈ BηR , that

sup
r∈(0,rm )

( r
R

)−β ∥∥∇wm − (∇wm)Br (y)
∥
∥
L2(Br (y))

� CE(δ)
m .

This yields, via telescoping summation as in Step 6, that

∣∣∇wm(y)− (∇wm)Br (y)
∣∣ � C

( r
R

)β
E(δ)
m .

Thus, if, on the one hand, r = |x − y| ∈ (0, rm ], we get by the above two displays that

|∇wm(y)− ∇wm(x)| � ∣∣∇wm(y)− (∇wm)Br (y)
∣
∣+ ∣∣∇wm(x)− (∇wm)Br (x)

∣
∣

+ C
∥
∥∇wm − (∇wm)B2r (y)

∥
∥
L2(B4r (y))

� C
( r
R

)β
E(δ)
m .

If, on the other hand |x − y| > rm , we get

|∇wm(y)− ∇wm(x)| � CE(δ)
m

by noticing that
∣∣
∣(∇wm)Brm (y) − (∇wm)Brm (x)

∣∣
∣ � C

∥∥
∥∇wm − (∇wm)BRm+rm (y)

∥∥
∥
L2(BRm+rm (y))

,

and applying once more (D.20). Thus we have proved (D.7).
Step 8. We finally sketch the proof of (D.8). Since it is very similar to the above reasoning,
we will omit most of the details. We prove the statement by using induction in m and in k.
First, we observe that by differentiation we see that ∂kx j u satisfies the equation

−∇ · (b∇∂kx j u) = ∇ · Fk(∇u,∇∂x j u, . . . ,∇∂k−1x j u).

Thus we can apply (D.5) and (D.8) for wk = ∂kx j u recursively and obtain, by polarization

as in Lemma 2.6, that, for every k ∈ {1, . . . , n + 1} and η ∈
[
1
2 , 1
)
, there is a constant

C(k, η,M, β, d, 	) such that

Rk
∥∥
∥∇k+1u

∥∥
∥
L∞(B(2+η)R/3)

+ Rk+β
[
∇k+1u

]

C0,β (B(2+η)R/3)
� C

1

R
inf

�∈P1
‖u − �‖L2(BR) .

(D.24)
Next, w1 solves −∇ · (b∇w1) = 0 and z �→ b(z) = D2

pL(∇u(z)) is in Cn,β by (D.24),

we may differentiate the equation at most n times and obtain that w1 ∈ Cn+1,β and it is
also straightforward to show that w1 satisfies (D.8) form = 1; this is just classical Schauder
theory.
We than assume that (D.8) is valid for every m ∈ {1, . . . , M} and k ∈ {1, . . . , n + 1 − m}
with some M ∈ {1, . . . , n − 1}. We then show that it continues to hold for m = M + 1 and
k ∈ {1, . . . , n + M} as well. Now

−∇ · (b∇wM+1) = −∇ · Fm(∇u, w1, . . . , wM ).
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Recalling that (h1, . . . , hm−1) �→ Fm(∇u, h1, . . . , hm−1) is a polynomial, using (D.24)
and (D.8) for m ∈ {1, . . . , M} and k ∈ {1, . . . , n + 1− m}, we can actually deduce that

Rk+β
[
∇k Fm(∇u, w1, . . . , wM )

]

C0,β (B(1+η)R/2)
� CE(δ)

m .

Therefore, using (D.24) once more, we can differentiate the equation of wM+1 k times and
then show that wM+1 satisfies (D.8). The proof is complete. ��

Appendix E: C∞ Regularity for Smooth Constant-Coefficient Lagrangians

In this section we give an alternative proof of the statement that C1,1 regularity implies
C∞ regularity for smooth, constant-coefficient Lagrangians. Our argument is similar to the
classical argument by Schauder theory, but we keep track of the linearized equations to
obtain a Taylor series with an explicit representation of the Taylor polynomials in terms of
the linearized equations. We note that it is relatively simple to obtain real analyticity for
solutions using this argument.

Proposition E.1. Fix ε ∈ (0, 1
2 ], M ∈ [0,∞), N ∈ N, σ ∈ [2,∞), and R ∈ (0,∞].

Suppose that L ∈ CN+2,1(Rd ) is uniformly convex, that is, for all ζ, ξ ∈ R
d ,

|ζ |2 � D2L(ξ)ζ · ζ � 	|ζ |2

Let u ∈ H1(BR) solve ∇ · DL(∇u) = 0 such that ‖∇u‖L2(BR)
� M. Then there exist con-

stants C(L,M,N, ε, data) and polynomials q1, . . . , qN+2 such that qm+1 is homogeneous
polynomial of degree m + 1 solving

−∇ ·
(
D2
pL (∇q1)∇ qm+1

m + 1

)
= ∇ · Fm

(
∇q1,∇ q2

2
, . . . ,∇ qm

m

)
in Rd ,

and, for all r ∈
(
0, R

2

]
,

∥
∥
∥∥
∥
∥
∇u −∇

N+2∑

j=1

q j
j !

∥
∥
∥∥
∥
∥
L p(Br )

� C
( r
R

)N+2−ε
.

Proof. Without loss of generality, we may take R = 1. By C1,1-estimates, see for exam-
ple [1, Proposition A.1], we have that

|∇u(0)| � CM and sup
r∈(0,3/4)

r−1 ‖∇u − ∇u(0)‖L∞(Br ) � C. (E.1)

We set
q0 = u(0) and q1(x) = ∇u(0) · x .

Assume then inductively that, for m ∈ {1, . . . , n}, there exists homogeneous polynomials
qm of degree m such that, for every σ ∈ [2,∞) and ε ∈ (0, 1

2 ], there exists a constant
Nm,σ (ε, d,	) such that

∣
∣∇mqm

∣
∣ � Nm,2, sup

r∈
(
0, 2m+14m

) r
−m+ε

∥∥
∥
∥
∥∥
∇u − ∇

m∑

j=1

q j
j !

∥∥
∥
∥
∥∥
Lσ (Br )

� Nm,σ .
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and that, for m ∈ {1, . . . , n − 1}, qm+1 satisfies the equation

−∇ ·
(
D2
pL (∇q1)∇ qm+1

m + 1

)
= ∇ · Fm

(
∇q1,∇ q2

2
, . . . ,∇ qm

m

)
in Rd ,

Let us denote a := D2
pL (∇q1) and, for m ∈ {1, . . . , n − 1},

wm := qm+1
m + 1

.

By homogeneity, we find a homogeneous polynomial qn+1 of degree n + 1 solving the
equation

−∇ ·
(
D2
pL (∇q1)∇ qn+1

n + 1

)
= ∇ · Fn

(
∇q1,∇ q2

2
, . . . ,∇ qn

n

)
in Rd ,

Notice that there is a degree of freedom in the choice of qn+1. Namely, the solution is unique
up to an a-harmonic polynomial of degree n + 1. We will fix this shortly. To draw parallels
between this appendix and Appendix C, we set

wn := qn+1
n + 1

and ξm := u − q1 −
m∑

k=1

wk

k! = u −
m+1∑

k=1

qk
k! .

Rewrite

DpL (∇u)− DpL (∇q1)− D2L (∇q1)∇ξn

=
n∑

m=1

1

m!
(
D2L (∇q1)∇wm + Fm

(∇q1,∇w1, . . . ,∇wm−1
))+ En

where

En :=
n∑

m=2

1

m!
(
Dm+1
p L(∇q1)(∇u − ∇q1)⊗m − Fm

(∇q1,∇w1, . . . ,∇wm−1
))

+ DpL(∇u)−
n+1∑

k=0

1

k!D
k+1
p L(∇q1)(∇u −∇q1)⊗k .

By the estimate in Appendix C, we have that

∣
∣En
∣
∣ � C

n−1∑

h=0
|∇ξh |
⎛

⎝|∇ξ0| +
n−1∑

i=1

∣
∣
∣
∣∇

wi

i !
∣
∣
∣
∣

1
i

⎞

⎠

n−h
.

Taking divergence gives us, by the equations of u, w1, . . . , wn , that

−∇ · a∇ξn = ∇ · En .

Using the induction assumption we get that
∥
∥En
∥
∥
Lσ (Br )

� Crn+1−ε.

Now Lemma E.2 below allows us to identify the homogeneous a-harmonic polynomial part
of qn+1 of degree n + 1 such that

sup
r∈
(
0, 2(n+1)+14(n+1)

) r
−(n+1)+ε

∥∥
∥
∥
∥∥
∇u − ∇

n+1∑

j=1

q j
j !

∥∥
∥
∥
∥∥
Lσ (Br )

� C
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and ∣
∣∣∇n+1qn+1

∣
∣∣ � C.

This proves the induction step, and finishes the proof. ��
Lemma E.2. Let n ∈ N and let α ∈ (n, n + 1). Let M ∈ [0,∞) and ε ∈ (0, 1). Suppose
that A is a constant symmetric matrix having eigenvalues on the interval [1, 	]. There is a
constant C(n, α, ε, d, 	) such that if F ∈ L p(B1) and u ∈ H1(B1) solve

∇ · A∇u = ∇ · F,

and that F ∈ L p(B1) satisfies, for r ∈ (0, 1),

‖F‖L p(Br ) � Mrα, (E.2)

then there is A-harmonic q ∈ Pn+1 such that

sup
r∈(0,1−ε)

r−α ‖∇u −∇q‖L p(Br ) � C
(
‖∇u‖L2(B1) +M

)
.

Proof. We proceed via harmonic approximation. Let vr ∈ u + H1
0 (Br ) be A-harmonic.

Denote
An+1 := {p ∈ Pn+1 : p is A − harmonic}

By Calderón–Zygmund estimates and (E.2),

‖∇vr −∇u‖L2(Br )
≤ CMrα.

Using the oscillation decay estimate

inf
q̃∈An+1

‖∇vr −∇q̃‖L∞(Br ) � Cθn+1 inf
q̃∈An+1

‖∇vr −∇q̃‖L2(Br )

and defining
D(r) := r−α inf

q̃∈An+1
‖∇u −∇q̃‖L p(Br ) ,

we obtain by the triangle inequality, for θ > 0 such that Cθn+1−α = 1
2 , that

D(θr) � 1

2
D(r)+ CM.

It follows by reabsorption that, for r ∈ (0, 1),

sup
t∈(0,r)

D(t) � C (D(r)+M) .

In particular, letting q̃t be the minimizing element ofAn+1 in the definition of D(t), we get
by the triangle inequality that

t−n
∥
∥∇q̃t/2 −∇q̃t

∥
∥
L p(Bt )

� Ctα−n (D(t/2)+ D(t)) � Ctα−n (D(r)+M) .

This allows us to identify q ∈ An+1 such that, for t ∈ (0, r),

n+1∑

j=1
tn+1− j

∣
∣∣∇ j q̃t (0)− ∇ j q(0)

∣
∣∣ � Ctα−n (D(1)+M) ,

and it follows that
‖∇u −∇q‖L p(Br ) � Crα (D(1− ε)+M) .

The proof is complete by an easy estimate D(1− ε) � Cε(‖∇u‖L2(B1)
+M). ��
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