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#### Abstract

We look for ground states and bound states $E: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ to the curl-curl problem $$
\nabla \times(\nabla \times E)=f(x, E) \quad \text { in } \mathbb{R}^{3}
$$ which originates from nonlinear Maxwell equations. The energy functional associated with this problem is strongly indefinite due to the infinite dimensional kernel of $\nabla \times(\nabla \times \cdot)$. The growth of the nonlinearity $f$ is controlled by an $N$-function $\Phi: \mathbb{R} \rightarrow[0, \infty)$ such that $\lim _{s \rightarrow 0} \Phi(s) / s^{6}=\lim _{s \rightarrow+\infty} \Phi(s) / s^{6}=0$. We prove the existence of a ground state, that is, a least energy nontrivial solution, and the existence of infinitely many geometrically distinct bound states. We improve previous results concerning ground states of curl-curl problems. Multiplicity results for our problem have not been studied so far in $\mathbb{R}^{3}$ and in order to do this we construct a suitable critical point theory; it is applicable to a wide class of strongly indefinite problems, including this one and Schrödinger equations.


## Introduction

We look for weak solutions to the semilinear curl-curl problem

$$
\begin{equation*}
\nabla \times(\nabla \times E)=f(x, E), \quad x \in \mathbb{R}^{3} \tag{1.1}
\end{equation*}
$$

originating from the Maxwell equations where $E(x) \cos (\omega t)$ is a time-harmonic electric field in a nonlinear medium and $f(x, E)$ models a nonlinear polarization in the medium, see $[26,31,32]$ and the references therein. Another motivation has been provided by Benci and Fortunato [8], who introduced a model for a unified field theory for classical electrodynamics based on a semilinear perturbation of the Maxwell equations in the spirit of the Born-Infeld theory [12]. In the magnetostatic
case in which the electric field vanishes and the magnetic field is independent of time, this leads to an equation of the form (1.1) with $E$ replaced by $A$, the gauge potential related to the magnetic field.

The semilinear curl-curl problem in $\mathbb{R}^{3}$ was solved for the first time in [1] in the cylindrically symmetric setting. If $f(x, E)$ depends only on $|E|$, then one can restrict the considerations to the fields of the form

$$
E(x)=\alpha\left(r, x_{3}\right)\left(\begin{array}{c}
-x_{2}  \tag{1.2}\\
x_{1} \\
0
\end{array}\right), \quad r=\sqrt{x_{1}^{2}+x_{2}^{2}}
$$

which are divergence-free, so $\nabla \times(\nabla \times E)=-\Delta E$ and one can study (1.1) by means of standard variational methods (however, there may still exist solutions which are not of this form). Other results in the cylindrically symmetric setting have been obtained in [3,17,19,24,39]. We would also like to mention that travelling waves of a similar form for a system of nonlinear Maxwell equations have been studied by Stuart and Zhou in [31-34] for asymptotically linear $f$ and by McLeod et al. [25] for a cubic nonlinearity. This approach requires again cylindrically symmetric media and involves ODE methods which are not applicable if $f$ in (1.1) lacks this symmetry.

In the media which are not cylindrically symmetric, the problem is much more challenging, since the curl-curl operator $\nabla \times(\nabla \times \cdot)$ has an infinite-dimensional kernel consisting of all gradient vector fields. Hence the energy functional associated with (1.1)

$$
\begin{equation*}
\mathcal{E}(E)=\frac{1}{2} \int_{\mathbb{R}^{3}}|\nabla \times E|^{2} \mathrm{~d} x-\int_{\mathbb{R}^{3}} F(x, E) \mathrm{d} x \tag{1.3}
\end{equation*}
$$

where $f=\partial_{E} F$, is unbounded from above and from below and its critical points may have infinite Morse index. For instance, this is the case in a model example

$$
\begin{equation*}
f(x, E)=\Gamma(x) \min \left\{|E|^{p-2},|E|^{q-2}\right\} E \quad \text { with } 2<p<6<q \tag{1.4}
\end{equation*}
$$

where $\Gamma \in L^{\infty}\left(\mathbb{R}^{3}\right)$ is $\mathbb{Z}^{3}$-periodic, positive and bounded away from 0 . Let $\mathcal{D}$ (curl, $\Phi$ ) be the space of functions $E$ such that $\nabla \times E$ is square integrable and $E$ is in the Orlicz space $L^{\Phi}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ for an appropriate growth function $\Phi$; see the next section for a more accurate definition. Then $\mathcal{E} \in \mathcal{C}^{1}(\mathcal{D}(\operatorname{curl}, \Phi), \mathbb{R})$ and critical points of $\mathcal{E}$ are weak solutions to (1.1). In addition to these problems related to the strongly indefinite geometry of $\mathcal{E}$, we also have to deal with issues related to the lack of compactness. Namely, the functional $\mathcal{E}^{\prime}$ is not (sequentially) weak-to-weak* continuous, that is, weak convergence $E_{n} \rightharpoonup E$ in $\mathcal{D}$ (curl, $\Phi$ ) does not imply that $\mathcal{E}^{\prime}\left(E_{n}\right) \rightharpoonup \mathcal{E}^{\prime}(E)$ in $\mathcal{D}(\text { curl, } \Phi)^{*}$, hence we do not know whether the weak limit of a bounded Palais-Smale sequence is a critical point.

Similar difficulties have already appeared in curl-curl problems on bounded domains in Bartsch and Mederski [4], where a generalized Nehari manifold approach inspired by Szulkin and Weth [36] has been developed to overcome strong indefiniteness. Other approaches have been developed in subsequent work [5, 27]; see also the survey [6]. Note that on a bounded domain there is no problem with
lack of weak-to-weak* continuity of $\mathcal{E}^{\prime}$ since a variant of the Palais-Smale condition is satisfied under some constraints. In $\mathbb{R}^{3}$ however, one has to make a careful concentration-compactness analysis on a suitable generalized Nehari manifold $\mathcal{N}_{\mathcal{E}}$; this has been demonstrated in [26] which seems to be the only work on ground states of (1.1) in the nonsymmetric setting.

In the present work we consider a larger class of nonlinearities which have supercritical growth at 0 and subcritical growth at infinity; this is in the spirit of the zero mass case of Berestycki and Lions [11] (see condition (N2) below). However, as shown by the examples below, we admit nonlinearities which are more general than in (1.4), and this requires a new functional setting for (1.1) as well as a new critical point theory. The reason for this is that the methods based on the constraint $\mathcal{N}_{\mathcal{E}}$ (see (1.7) for the definition) cannot be applied straightforwardly here since $\mathcal{N}_{\mathcal{E}}$ may not be homeomorphic to the unit sphere in the subspace of divergence-free vector fields as in [4,26]. Our critical point theory for strongly indefinite functionals in Section 3 also solves the problem of multiplicity of bound states. This has not been considered so far, not even for (1.4). Note that although $\mathcal{E}$ has the classical linking geometry, the well-known linking results, for example of Benci and Rabinowitz [10], are not applicable due to the lack of weak-to-weak* continuity of $\mathcal{E}^{\prime}$.

In order to state our main result we assume that the growth of $f$ is controlled by a strictly convex $N$-function $\Phi: \mathbb{R} \rightarrow[0, \infty)$ of class $\mathcal{C}^{1}$ such that
(N1) $\Phi$ satisfies the $\Delta_{2}$ - and the $\nabla_{2}$-condition globally;
(N2) $\lim _{s \rightarrow 0} \frac{\Phi(s)}{s^{6}}=\lim _{s \rightarrow \infty} \frac{\Phi(s)}{s^{6}}=0$;
(N3) $\lim _{s \rightarrow \infty} \frac{\Phi(s)}{s^{2}}=\infty$.
N -functions and condition (N1) will be introduced in the next section and are standard in the theory of Orlicz spaces [29]. (N2) is inspired by [11] and (N2), (N3) describe supercritical behaviour at 0 and superquadratic but subcritical at infinity. We collect our assumptions on the nonlinearity $F(x, u)$ :
(F1) $F: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ is differentiable with respect to the second variable $u \in \mathbb{R}^{3}$ for almost every $x \in \mathbb{R}^{3}$, and $f=\partial_{u} F: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is a Carathéodory function (that is, measurable in $x \in \mathbb{R}^{3}$, continuous in $u \in \mathbb{R}^{3}$ for almost every $x \in \mathbb{R}^{3}$ ). Moreover, $f$ is $\mathbb{Z}^{3}$-periodic in $x$, that is, $f(x, u)=f(x+y, u)$ for all $u \in \mathbb{R}^{3}$, and almost all $x \in \mathbb{R}^{3}$ and $y \in \mathbb{Z}^{3}$;
(F2) $F$ is uniformly strictly convex with respect to $u \in \mathbb{R}^{3}$, that is, for any compact $A \subset\left(\mathbb{R}^{3} \times \mathbb{R}^{3}\right) \backslash\left\{(u, u): u \in \mathbb{R}^{3}\right\}$

$$
\inf _{\substack{x \in \mathbb{R}^{3} \\\left(u_{1}, u_{2}\right) \in A}}\left(\frac{1}{2}\left(F\left(x, u_{1}\right)+F\left(x, u_{2}\right)\right)-F\left(x, \frac{u_{1}+u_{2}}{2}\right)\right)>0
$$

(F3) There are $c_{1}, c_{2}>0$ such that

$$
|f(x, u)| \leq c_{1} \Phi^{\prime}(|u|) \text { and } F(x, u) \geq c_{2} \Phi(|u|)
$$

for every $u \in \mathbb{R}^{3}$ and almost every $x \in \mathbb{R}^{3}$;
(F4) For every $u \in \mathbb{R}^{3}$ and almost every $x \in \mathbb{R}^{3}$

$$
\langle f(x, u), u\rangle \geqq 2 F(x, u)
$$

(F5) If $\langle f(x, u), v\rangle=\langle f(x, v), u\rangle>0$, then $F(x, u)-F(x, v) \leq$ $\frac{\langle f(x, u), u\rangle^{2}-\langle f(x, u), v\rangle^{2}}{2\langle f(x, u), u\rangle}$.
We provide some examples. First we note that if $G=G(x, t): \mathbb{R}^{3} \times \mathbb{R} \rightarrow \mathbb{R}$ is differentiable with respect to $t, g:=\partial_{t} G$ is a Carathéodory function, $G(x, 0)=0$, $M \in G L(3)$ is an invertible $3 \times 3$ matrix and

$$
\begin{equation*}
F(x, u)=G(x,|M u|) \quad \text { and } \quad t \mapsto g(x, t) / t \text { is non-decreasing for } t>0, \tag{1.5}
\end{equation*}
$$

then $F$ satisfies (F4) (cf. [36]) and it is easy to see that (F5) holds. Note that (1.5) implies that $g(x, 0)=0$, so $f$ is continuous also at $u=0$.

Suppose $\Gamma \in L^{\infty}\left(\mathbb{R}^{3}\right)$ is $\mathbb{Z}^{3}$-periodic, positive and bounded away from 0 . Take

$$
F(x, u):=\Gamma(x) W\left(|M u|^{2}\right)
$$

where $W$ is a function of class $\mathcal{C}^{1}, W(0)=W^{\prime}(0)=0$ and $t \mapsto W^{\prime}(t)$ is nondecreasing on $(0,+\infty)$. Then we check that (F1), (F2), (F4) and (F5) are satisfied (here $G(x, t)=\Gamma(x) W\left(t^{2}\right)$, so (1.5) holds). If $W\left(t^{2}\right)=\frac{1}{p}\left(\left(1+|t|^{q}\right)^{\frac{p}{q}}-1\right)$ or $W\left(t^{2}\right)=\min \left\{\frac{1}{p}|t|^{p}+\frac{1}{q}-\frac{1}{p}, \frac{1}{q}|t|^{q}\right\}$ with $2<p<6<q$, then we can take $\Phi(t)=W\left(t^{2}\right)$ and we see that (F3) holds as well. Note that if $W^{\prime}(t)$ is constant on some interval $[a, b] \subset(0,+\infty)$, then

$$
\begin{equation*}
0<F(x, u)-F(x, v)=\frac{\langle f(x, u), u\rangle^{2}-\langle f(x, u), v\rangle^{2}}{2\langle f(x, u), u\rangle} \tag{1.6}
\end{equation*}
$$

for $a<|v|<|u|<b$ and a stronger variant of (F5), that is, [26, (F5)], is no longer satisfied. Thus we cannot apply variational techniques relying on minimization on the Nehari-Pankov manifold $\mathcal{N}_{\mathcal{E}}$ (defined in (1.7)) as in [26,36]. Moreover, our problem requires a new functional setting. Indeed, if we consider $W\left(t^{2}\right)=$ $\frac{1}{2}\left(|t|^{2}-1\right) \ln (1+|t|)-\frac{1}{4}|t|^{2}+\frac{1}{2}|t|$ for $|t| \geqq 1, W\left(t^{2}\right)=\frac{\ln 2}{q}\left(|t|^{q}-1\right)+\frac{1}{4}$ for $|t|<1$, then

$$
f(x, u)= \begin{cases}\Gamma(x) u \ln (1+|u|) & \text { if }|u| \geqq 1 \\ \Gamma(x) \ln (2) u|u|^{q-2} & \text { if }|u|<1\end{cases}
$$

and (F1)-(F5) are satisfied; however, $f$ cannot be controlled by any $N$-function associated with $L^{p}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)+L^{q}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ for $2<p<6<q$ as in [26] or in other zero mass case problems $[9,15]$. As our final example we take $F(x, u)=$ $\Gamma(x) \Phi(|u|)$ where $\Phi(0)=0$,

$$
\Phi^{\prime}(t)= \begin{cases}t^{r-1} & \text { if } t \leq 1 \\ t & \text { if } 1 \leq t \leq 2 \\ a t^{5} / \ln t & \text { if } t \geq 2\end{cases}
$$

$r>6$ and $a=2^{-4} \ln 2$. Obviously, $F$ satisfies (1.5) and hence (F4), (F5), and (1.6) holds for $1<|u|<2$. It is easy to see that (F1)-(F3) and (N1)-(N3) hold (to check (N1) it is convenient to use Lemma 2.2). Note that here $\Phi(t) / t^{6} \rightarrow 0$ but $\Phi(t) / t^{p} \rightarrow \infty$ as $t \rightarrow \infty$ for any $p<6$. Note also that in the last two examples we can replace $|u|$ by $|M u|$.

Our principal aim is to prove the following result:
Theorem 1.1. Assume that (F1)-(F5) hold. Then we have
(a) Equation (1.1) has a ground state solution, that is, there is a critical point $E \in \mathcal{N}_{\mathcal{E}}$ of $\mathcal{E}$ such that

$$
\mathcal{E}(E)=\inf _{\mathcal{N}_{\mathcal{E}}} \mathcal{E}>0
$$

where

$$
\begin{align*}
\mathcal{N}_{\mathcal{E}}:= & \left\{E \in \mathcal{D}(\operatorname{curl}, \Phi): E \neq 0, \mathcal{E}^{\prime}(E)[E]=0,\right. \\
& \text { and } \left.\mathcal{E}^{\prime}(E)[\nabla \varphi]=0 \text { for any } \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)\right\} ; \tag{1.7}
\end{align*}
$$

(b) If in addition $F$ is even in $u$, there is an infinite sequence $\left(E_{n}\right) \subset \mathcal{N}_{\mathcal{E}}$ of geometrically distinct solutions of (1.1), that is, solutions such that $\left(\mathbb{Z}^{3} * E_{n}\right) \cap$ $\left(\mathbb{Z}^{3} * E_{m}\right)=\emptyset$ for $n \neq m$, where

$$
\mathbb{Z}^{3} * E_{n}:=\left\{E_{n}(\cdot+y): y \in \mathbb{Z}^{3}\right\}
$$

In our approach we establish a critical point theory on the topological manifold

$$
\mathcal{M}_{\mathcal{E}}:=\left\{E \in \mathcal{D}(\operatorname{curl}, \Phi): \mathcal{E}^{\prime}(E)[\nabla \varphi]=0 \text { for any } \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)\right\}
$$

which contains $\mathcal{N}_{\mathcal{E}}$ as a subset, and we show that $\mathcal{E}$ has the mountain pass geometry in $\mathcal{M}_{\mathcal{E}}$ and admits a Cerami sequence at the ground state level $\inf _{\mathcal{N}_{\mathcal{E}}} \mathcal{E}>0$; see the abstract setting and the critical point theory in Section 3. In order to find a nontrivial critical point being a ground state one needs to analyze Cerami sequences in the spirit of Lions [22]. However, this is not straightforward because the kernel of the curl-curl operator is not locally compactly embedded into any $L^{p}$ or Orlicz space and $\mathcal{E}^{\prime}$ lacks weak-to-weak* continuity. Therefore it is difficult to treat this problem by a concentration-compactness argument directly in the space $\mathcal{D}$ (curl, $\Phi$ ). Based on a crucial convergence result obtained in Proposition 5.2, we prove that $\mathcal{E}^{\prime}$ is weak-to-weak* continuous in $\mathcal{M}_{\mathcal{E}}$, see Corollary 5.3. This allows us to find a nontrivial weak limit of the Cerami sequence which is a ground state solution as in Theorem 3.5(a). Moreover, a result on the discreteness of Cerami sequences allows us to find infinitely many geometrically distinct solutions.

We would also like to mention that our methods allow to consider Schrödinger equations in the zero mass case as in $[9,15]$ and we are able to obtain new results with improved growth conditions; see Section 7.

## 2. Preliminaries and variational setting

Here and in the sequel $|\cdot|_{q}$ denotes the $L^{q}$-norm.
Now, following [29], we recall some basic definitions and results about N functions and Orlicz spaces. A function $\Phi: \mathbb{R} \rightarrow[0,+\infty)$ is called an $N$-function, or a nice Young function if it is convex, even and satisfies

$$
\Phi(t)=0 \Leftrightarrow t=0, \quad \lim _{t \rightarrow 0} \frac{\Phi(t)}{t}=0, \quad \text { and } \quad \lim _{t \rightarrow+\infty} \frac{\Phi(t)}{t}=+\infty
$$

Given an $N$-function $\Phi$, we can associate with it another function $\Psi: \mathbb{R} \rightarrow$ $[0,+\infty)$ defined by

$$
\Psi(t):=\sup \{s|t|-\Phi(s): s \geq 0\}
$$

which is an $N$-function as well. $\Psi$ is called the complementary function to $\Phi$ while ( $\Phi, \Psi$ ) is called a complementary pair of $N$-functions.

We recall from [29, Section I.3] that $\Phi^{\prime}$ and $\Psi^{\prime}$ exist almost everywhere, $\Psi^{\prime}(t)=$ $\inf \left\{s \geq 0: \Phi^{\prime}(s)>t\right\}$ for $t \geq 0, \Psi^{\prime}(t)=-\Psi^{\prime}(-t)$ for $t<0$ and $\Psi$ can be expressed as

$$
\Psi(t)=\int_{0}^{|t|} \Psi^{\prime}(s) \mathrm{d} s
$$

We also recall from [29, Section II.3] that $\Phi$ satisfies the $\Delta_{2}$-condition globally (denoted $\Phi \in \Delta_{2}$ ) if there exists $K>1$ such that, for every $t \in \mathbb{R}$,

$$
\Phi(2 t) \leq K \Phi(t)
$$

(here 2 can be replaced by any constant $a>1$ ), while $\Phi$ satisfies the $\nabla_{2}$-condition globally (denoted $\Phi \in \nabla_{2}$ ) if there exists $K^{\prime}>1$ such that, for every $t \in \mathbb{R}$,

$$
\Phi\left(K^{\prime} t\right) \geq 2 K^{\prime} \Phi(t)
$$

The set

$$
L^{\Phi}:=L^{\Phi}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right):=\left\{E: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3} \text { measurable and } \int_{\mathbb{R}^{3}} \Phi(|E|)<\infty\right\}
$$

is a vector space if $\Phi \in \Delta_{2}$ globally; in this case it is called an Orlicz space. Moreover, the space $L^{\Phi}$ (whenever it is actually a vector space) becomes a Banach space (cf. [29, Theorem III.2.3, Theorem III.3.10]) if endowed with the norm

$$
|E|_{\Phi}:=\inf \left\{k>0: \int_{\mathbb{R}^{3}} \Phi\left(\frac{|E|}{k}\right) \leq 1\right\} .
$$

We can define an equivalent norm on $L^{\Phi}$ by letting

$$
|E|_{\Phi, 1}:=\sup \left\{\int_{\mathbb{R}^{3}}|E|\left|E^{\prime}\right| \mathrm{d} x: \int_{\mathbb{R}^{3}} \Psi\left(\left|E^{\prime}\right|\right) \mathrm{d} x \leqq 1, E^{\prime} \in L^{\Psi}\right\}
$$

see [29, Proposition III.3.4] (note that in [29] these results are formulated for the space $\mathcal{L}^{\Phi}$; however, no distinction needs to be made between $\mathcal{L}^{\Phi}$ and $L^{\Phi}$, see the comment following [29, Corollary III.3.12]). Finally, if both $\Phi$ and $\Psi$ satisfy the $\Delta_{2}$-condition globally, then $L^{\Phi}$ is reflexive and $L^{\Psi}$ is its dual [29, Corollary IV.2.9 and Theorem IV.2.10]. Similarly, for any measurable $\Omega \subset \mathbb{R}^{3}$, one can define

$$
L^{\Phi}(\Omega):=\left\{\xi: \Omega \rightarrow \mathbb{R} \text { measurable and } \int_{\Omega} \Phi(|\xi|)<\infty\right\}
$$

and endow it with the norm $|\cdot|_{\Phi}$ defined as above.
In the lemma below we show that $L^{\Phi}$ and $L^{\Phi}\left(\mathbb{R}^{3}\right)^{3}$ can be identified. The result should be known but we could not find any explicit reference.

Lemma 2.1. The norms of $L^{\Phi}=L^{\Phi}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ and $L^{\Phi}\left(\mathbb{R}^{3}\right)^{3}$ are equivalent.
Proof. In $L^{\Phi}$ and $L^{\Phi}\left(\mathbb{R}^{3}\right)$ we use the norm $|\cdot|_{\Phi}$ defined above and for $E=$ $\left(E_{1}, E_{2}, E_{3}\right) \in L^{\Phi}\left(\mathbb{R}^{3}\right)^{3}$ we set $|E|_{\Phi, 3}:=\max _{i=1,2,3}\left|E_{i}\right|_{\Phi}$. Since $\Phi$ is increasing on positive numbers, we have

$$
\int_{\mathbb{R}^{3}} \Phi\left(\frac{\left|E_{i}\right|}{k}\right) \mathrm{d} x \leq \int_{\mathbb{R}^{3}} \Phi\left(\frac{|E|}{k}\right) \mathrm{d} x, \quad k>0
$$

hence if the second integral is $\leq 1$, so is the first one. Taking the infimum over $k>0$ we obtain $\left|E_{i}\right|_{\Phi} \leq|E|_{\Phi}$ and $|E|_{\Phi, 3} \leq|E|_{\Phi}$. On the other hand, since $\Phi$ is convex,

$$
\int_{\mathbb{R}^{3}} \Phi\left(\frac{|E|}{3 k}\right) d x \leq \frac{1}{3} \sum_{i=1}^{3} \int_{\mathbb{R}^{3}} \Phi\left(\frac{\left|E_{i}\right|}{k}\right) d x
$$

so $\frac{1}{3}|E|_{\Phi} \leq \max _{i=1,2,3}\left|E_{i}\right|_{\Phi}=|E|_{\Phi, 3}$.
Before going on, for the reader's convenience we recall some important facts.
Lemma 2.2. (i) The following are equivalent:
$-\Phi \in \Delta_{2}$ globally;

- there exists $K>1$ such that $t \Phi^{\prime}(t) \leq K \Phi(t)$ for every $t \in \mathbb{R}$;
- there exists $K^{\prime}>1$ such that $t \Psi^{\prime}(t) \geq K^{\prime} \Psi(t)$ for every $t \in \mathbb{R}$;
$-\Psi \in \nabla_{2}$.
(ii) For every $E \in L^{\Phi}, E^{\prime} \in L^{\Psi}$ it holds that

$$
\int_{\mathbb{R}^{3}}|E|\left|E^{\prime}\right| \mathrm{d} x \leq \min \left\{|E|_{\Phi, 1}\left|E^{\prime}\right|_{\Psi},|E|_{\Phi}\left|E^{\prime}\right|_{\Psi, 1}\right\}
$$

(iii) Let $E_{n}, E \in L^{\Phi}$. Then $\left|E_{n}-E\right|_{\Phi} \rightarrow 0$ implies that $\int_{\mathbb{R}^{3}} \Phi\left(\left|E_{n}-E\right|\right) d x \rightarrow 0$. If $\Phi \in \Delta_{2}$ globally, then $\int_{\mathbb{R}^{3}} \Phi\left(\left|E_{n}-E\right|\right) d x \rightarrow 0$ implies $\left|E_{n}-E\right|_{\Phi} \rightarrow 0$.
(iv) Let $X \subset L^{\Phi}$ and suppose $\Phi \in \Delta_{2}$ globally. Then $X$ is bounded if and only if $\left\{\int_{\mathbb{R}^{3}} \Phi(|E|) d x: E \in X\right\}$ is bounded.

Proof. (i) follows from [29, Theorem II.3.3]; (ii) follows from [29, Proposition III.3.1 and Formula (III.3.17)]; (iii) follows from [29, Theorem III.4.12]; (iv) follows from [29, Corollary III.4.15].

From now on we assume (F1)-(F5), (N1)-(N3), $\Phi$ will denote a strictly convex $N$-function as in (F3) and $\Psi$ will denote its complementary function. Moreover, we will denote by $|\cdot|_{\Phi}$ any of the two (equivalent) norms defined above, unless differently required.

Let $\mathcal{D}$ (curl, $\Phi)$ be the completion of $\mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ with respect to the norm

$$
\|E\|_{\mathrm{curl}, \Phi}:=\left(|\nabla \times E|_{2}^{2}+|E|_{\Phi}^{2}\right)^{1 / 2}
$$

The subspace of divergence-free vector fields is defined by

$$
\begin{aligned}
\mathcal{V} & :=\left\{v \in \mathcal{D}(\operatorname{curl}, \Phi): \int_{\mathbb{R}^{3}}\langle v, \nabla \varphi\rangle d x=0 \text { for any } \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)\right\}, \\
& =\{v \in \mathcal{D}(\operatorname{curl}, \Phi): \operatorname{div} v=0\}
\end{aligned}
$$

where $\operatorname{div} v$ is to be understood in the distributional sense. Let $\mathcal{D}:=\mathcal{D}^{1,2}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ be the completion of $\mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ with respect to the norm

$$
\|u\|_{\mathcal{D}}:=|\nabla u|_{2},
$$

and let $\mathcal{W}$ be the closure of $\left\{\nabla \varphi: \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)\right\}$ in $L^{\Phi}$.
Lemma 2.3. $L^{6}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ is continuously embedded in $L^{\Phi}$.
Proof. In view of (N2) it is clear that $\Phi(t) \leqq C|t|^{6}$ for any $t \in \mathbb{R}$ and some $C>0$. So we can conclude by Lemma 2.2 (iii).

The following Helmholtz decomposition holds:
Lemma 2.4. $\mathcal{V}$ and $\mathcal{W}$ are closed subspaces of $\mathcal{D}(\operatorname{curl}, \Phi)$ and

$$
\begin{equation*}
\mathcal{D}(\operatorname{curl}, \Phi)=\mathcal{V} \oplus \mathcal{W} \tag{2.1}
\end{equation*}
$$

Moreover, $\mathcal{V} \subset \mathcal{D}$ and the norms $\|\cdot\|_{\mathcal{D}}$ and $\|\cdot\|_{\text {curl }, \Phi}$ are equivalent in $\mathcal{V}$.
Proof. Take any $w \in \mathcal{W}$ and a sequence $\varphi_{n} \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ such that $\left|w-\nabla \varphi_{n}\right|_{\Phi} \rightarrow 0$. Then for any $\psi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$,

$$
\begin{aligned}
\int_{\mathbb{R}^{3}}\langle w, \nabla \times \psi\rangle d x & =\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{3}}\left\langle\nabla \varphi_{n}, \nabla \times \psi\right\rangle d x \\
& =\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{3}}\left\langle\nabla \times\left(\nabla \varphi_{n}\right), \psi\right\rangle d x=0,
\end{aligned}
$$

where we have used Lemma 2.2 (ii) and the fact that $\nabla \times \psi \in L^{\Psi}$. Hence $\nabla \times w=0$ in the sense of distributions and $\|w\|_{\text {curl, } \Phi}=|w|_{\Phi}$. Therefore $\mathcal{W}$ is closed in $\mathcal{D}($ curl, $\Phi)$; moreover, we easily see that also $\mathcal{V}$ is closed in $\mathcal{D}$ (curl, $\Phi)$.

Now, take any $E \in \mathcal{D}(\operatorname{curl}, \Phi)$ and $\varphi_{n} \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ such that $\varphi_{n} \rightarrow E$ in $\mathcal{D}($ curl, $\Phi)$. Let $\varphi_{n}^{2} \in \mathcal{C}^{\infty}\left(\mathbb{R}^{3}\right)$ be the Newtonian potential of $\operatorname{div}\left(\varphi_{n}\right)$, that is, $\varphi_{n}^{2}$ solves $\Delta \varphi_{n}^{2}=\operatorname{div}\left(\varphi_{n}\right)$. Note that the derivative $\partial_{i} \varphi_{n}^{2}$ is the Newtonian potential of $\operatorname{div}\left(\partial_{i} \varphi_{n}\right)$. Since $\varphi_{n} \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, then by [20, Proposition 1], $\nabla \varphi_{n}^{2}$ and $\nabla\left(\partial_{i} \varphi_{n}^{2}\right) \in$ $L^{r}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ for every $r \in(1, \infty)$. Hence, by Lemma 2.3,

$$
\nabla \varphi_{n}^{2} \in L^{6}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right) \subset L^{\Phi}
$$

and $\varphi_{n}^{1}:=\varphi_{n}-\nabla \varphi_{n}^{2} \in L^{\Phi}$. Moreover, $\varphi_{n}^{1}$ and $\partial_{i} \varphi_{n}^{1} \in L^{r}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$. We also have $\nabla \times \varphi_{n}^{1}=\nabla \times \varphi_{n}$ and $\operatorname{div}\left(\varphi_{n}^{1}\right)=0$ pointwise. Using these two equalities and integrating by parts gives $\left|\nabla \varphi_{n}^{1}\right|_{2}=\left|\nabla \times \varphi_{n}^{1}\right|_{2}=\left|\nabla \times \varphi_{n}\right|_{2}$. It follows that for $m, n \geq 1$,

$$
\left|\nabla\left(\varphi_{n}^{1}-\varphi_{m}^{1}\right)\right|_{2}=\left|\nabla \times\left(\varphi_{n}^{1}-\varphi_{m}^{1}\right)\right|_{2}=\left|\nabla \times\left(\varphi_{n}-\varphi_{m}\right)\right|_{2} \leqq\left\|\varphi_{n}-\varphi_{m}\right\|_{\text {curl }, \Phi}
$$

Thus $\left(\varphi_{n}^{1}\right)$ is a Cauchy sequence in $\mathcal{D}$. Let $v:=\lim _{n \rightarrow \infty} \varphi_{n}^{1}$ in $\mathcal{D}$. Then

$$
\int_{\mathbb{R}^{3}}\langle v, \nabla \varphi\rangle \mathrm{d} x=\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{3}}\left\langle\varphi_{n}^{1}, \nabla \varphi\right\rangle \mathrm{d} x=0
$$

for any $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, hence $\operatorname{div} v=0$ and $v \in \mathcal{V}$. Moreover,

$$
\left|\nabla \times\left(\varphi_{n}^{1}-v\right)\right|_{2}=\left|\nabla\left(\varphi_{n}^{1}-v\right)\right|_{2} \rightarrow 0
$$

so $\varphi_{n}^{1} \rightarrow v$ in $\mathcal{D}(\operatorname{curl}, \Phi)$ and $\nabla \varphi_{n}^{2}=\varphi_{n}-\varphi_{n}^{1} \rightarrow E-v$ in $\mathcal{D}($ curl, $\Phi)$. Since $\mathcal{W}$ is closed in $\mathcal{D}$ (curl, $\Phi$ ), then $E-v \in \mathcal{W}$ and we get the decomposition

$$
E=v+(E-v) \in \mathcal{V}+\mathcal{W}
$$

Now take $v \in \mathcal{V} \cap \mathcal{W}$. Then $\nabla \times v=0$, so by [21, Lemma 1.1(i)], $v=\nabla \xi$ for some $\xi \in W_{l o c}^{1,6}\left(\mathbb{R}^{3}\right)$. Since $\operatorname{div} v=0, \xi$ is harmonic and therefore so is $v$. Hence

$$
0=-\int_{\mathbb{R}^{3}}\langle v, \Delta v\rangle \mathrm{d} x=\int_{\mathbb{R}^{3}}|\nabla v|^{2} \mathrm{~d} x
$$

(integration by parts is allowed because $v \in \mathcal{D}^{1,2}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ ), so $v=0$; therefore $\mathcal{V} \cap \mathcal{W}=\{0\}$, and we obtain (2.1).

The equivalence of norms follows from Lemma 2.3.
Observe that in view of Lemma 2.4 and Lemma 2.3, $\mathcal{V}$ is continuously embedded in $L^{\Phi}$.

We introduce a norm in $\mathcal{V} \times \mathcal{W}$ by the formula

$$
\|(v, w)\|:=\left(\|v\|_{\mathcal{D}}^{2}+|w|_{\Phi}^{2}\right)^{\frac{1}{2}}
$$

and consider the energy functional defined by (1.3) on $\mathcal{D}$ (curl, $\Phi$ ), and

$$
\begin{equation*}
\mathcal{J}(v, w):=\frac{1}{2} \int_{\mathbb{R}^{3}}|\nabla v|^{2} \mathrm{~d} x-\int_{\mathbb{R}^{3}} F(x, v+w) \mathrm{d} x \tag{2.2}
\end{equation*}
$$

defined on $\mathcal{V} \times \mathcal{W}$. We have that $\mathcal{J}^{\prime}$ is well defined and $\mathcal{J}$ is of class $\mathcal{C}^{1}$ due to the following lemma.

Lemma 2.5. If $u \in L^{\Phi}$, then

$$
\int_{\mathbb{R}^{3}} \Psi\left(\Phi^{\prime}(|u|)\right) \mathrm{d} x \leq C \int_{\mathbb{R}^{3}} \Phi(|u|) \mathrm{d} x<\infty
$$

for some constant $C>0$.
Proof. Since $\Phi \in \Delta_{2}$, it follows using Lemma 2.2(i) and recalling $\Psi^{\prime}(t)=\inf \{s \geq$ $\left.0: \Phi^{\prime}(s)>t\right\}$, that

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} \Psi\left(\Phi^{\prime}(|u|)\right) \mathrm{d} x & \leq \frac{1}{K^{\prime}} \int_{\mathbb{R}^{3}} \Phi^{\prime}(|u|) \Psi^{\prime}\left(\Phi^{\prime}(|u|)\right) \mathrm{d} x=\frac{1}{K^{\prime}} \int_{\mathbb{R}^{3}} \Phi^{\prime}(|u|)|u| \mathrm{d} x \\
& \leq \frac{K}{K^{\prime}} \int_{\mathbb{R}^{3}} \Phi(|u|) \mathrm{d} x
\end{aligned}
$$

Proposition 2.6. $\mathcal{J}^{\prime}$ is well defined and $\mathcal{J}$ is of class $\mathcal{C}^{1}$.
Proof. First we see that for every $v, v^{\prime} \in \mathcal{V}$ and $w, w^{\prime} \in \mathcal{W}$, it holds that

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{3}}\left\langle f(x, v+w), v^{\prime}+w^{\prime}\right\rangle \mathrm{d} x\right| & \leq \int_{\mathbb{R}^{3}}|f(x, v+w)|\left|v^{\prime}+w^{\prime}\right| \mathrm{d} x \leq \\
& \leq c_{1} \int_{\mathbb{R}^{3}} \Phi^{\prime}(|v+w|)\left|v^{\prime}+w^{\prime}\right| \mathrm{d} x \\
& \leq C\left|\Phi^{\prime}(|v+w|)\right| \Psi\left|v^{\prime}+w^{\prime}\right|_{\Phi}
\end{aligned}
$$

for some $C>0$ by Lemma 2.2 (ii) and because $\left|\Phi^{\prime}(|v+w|)\right|_{\Psi}<+\infty$ according to Lemma 2.5. Now we can use the argument of [16, Lemma 2.1] to show that $I \in \mathcal{C}^{1}\left(L^{\Phi}, \mathbb{R}\right)$ where $I(v+w):=\int_{\mathbb{R}^{3}} F(x, v+w) d x$. Employing Lemma 2.3, it follows that $\mathcal{J} \in \mathcal{C}^{1}(\mathcal{V} \times \mathcal{W}, \mathbb{R})$.

Proposition 2.7. Let $E=v+w \in \mathcal{V} \oplus \mathcal{W}$. Then $(v, w)$ is a critical point of $\mathcal{J}$ if and only if $E$ is a critical point of $\mathcal{E}$ if and only if $E$ is a weak solution to (1.1), that is

$$
\int_{\mathbb{R}^{3}}\langle E, \nabla \times \nabla \times \varphi\rangle d x=\int_{\mathbb{R}^{3}}\langle f(x, E), \varphi\rangle \mathrm{d} x \quad \text { for any } \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right) .
$$

Proof. For the first equivalence, let $E^{\prime}=v^{\prime}+w^{\prime} \in \mathcal{V} \oplus \mathcal{W}$. Then we have

$$
\int_{\mathbb{R}^{3}}\left\langle f(x, v+w), v^{\prime}+w^{\prime}\right\rangle \mathrm{d} x=\int_{\mathbb{R}^{3}}\left\langle f(x, E), E^{\prime}\right\rangle \mathrm{d} x,
$$

and, since $\nabla \times w=\nabla \times w^{\prime}=0$,

$$
\int_{\mathbb{R}^{3}}\left\langle\nabla \times v, \nabla \times v^{\prime}\right\rangle \mathrm{d} x=\int_{\mathbb{R}^{3}}\left\langle\nabla \times E, \nabla \times E^{\prime}\right\rangle \mathrm{d} x,
$$

so that

$$
\begin{aligned}
\int_{\mathbb{R}^{3}}\left\langle\nabla \times v, \nabla \times v^{\prime}\right\rangle \mathrm{d} x & =\int_{\mathbb{R}^{3}}\left\langle f(x, v+w), v^{\prime}+w^{\prime}\right\rangle d x \Leftrightarrow \int_{\mathbb{R}^{3}}\left\langle\nabla \times E, \nabla \times E^{\prime}\right\rangle \mathrm{d} x \\
& =\int_{\mathbb{R}^{3}}\left\langle f(x, E), E^{\prime}\right\rangle \mathrm{d} x,
\end{aligned}
$$

and the conclusion follows from Lemma 2.4. For the second equivalence we just need to observe that for every $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$

$$
\int_{\mathbb{R}^{3}}\langle\nabla \times E, \nabla \times \varphi\rangle d x=\int_{\mathbb{R}^{3}}\langle E, \nabla \times \nabla \times \varphi\rangle \mathrm{d} x .
$$

## 3. Critical point theory

We recall the abstract setting from [4,5]. Let $X$ be a reflexive Banach space with the norm $\|\cdot\|$ and a topological direct sum decomposition $X=X^{+} \oplus \widetilde{X}$, where $X^{+}$is a Hilbert space with a scalar product $\langle.,$.$\rangle . For u \in X$ we denote by $u^{+} \in X^{+}$and $\widetilde{u} \in \widetilde{X}$ the corresponding summands so that $u=u^{+}+\widetilde{u}$. We may assume $\langle u, u\rangle=\|u\|^{2}$ for any $u \in X^{+}$and $\|u\|^{2}=\left\|u^{+}\right\|^{2}+\|\widetilde{u}\|^{2}$. The topology $\mathcal{T}$ on $X$ is defined as the product of the norm topology in $X^{+}$and the weak topology in $\widetilde{X}$. Thus $u_{n} \xrightarrow{\mathcal{T}} u$ is equivalent to $u_{n}^{+} \rightarrow u^{+}$and $\tilde{u}_{n} \rightharpoonup \tilde{u}$.

Let $\mathcal{J}$ be a functional on $X$ of the form

$$
\begin{equation*}
\mathcal{J}(u)=\frac{1}{2}\left\|u^{+}\right\|^{2}-\mathcal{I}(u) \quad \text { for } u=u^{+}+\widetilde{u} \in X^{+} \oplus \widetilde{X} . \tag{3.1}
\end{equation*}
$$

The set

$$
\begin{equation*}
\mathcal{M}:=\left\{u \in X:\left.\mathcal{J}^{\prime}(u)\right|_{\widetilde{X}}=0\right\}=\left\{u \in X:\left.\mathcal{I}^{\prime}(u)\right|_{\widetilde{X}}=0\right\} \tag{3.2}
\end{equation*}
$$

obviously contains all critical points of $\mathcal{J}$. Suppose the following assumptions hold:
(I1) $\mathcal{I} \in \mathcal{C}^{1}(X, \mathbb{R})$ and $\mathcal{I}(u) \geq \mathcal{I}(0)=0$ for any $u \in X$;
(I2) $\mathcal{I}$ is $\mathcal{T}$-sequentially lower semicontinuous: $u_{n} \xrightarrow{\mathcal{T}} u \Longrightarrow \liminf \mathcal{I}\left(u_{n}\right) \geq$ $\mathcal{I}(u)$;
(I3) If $u_{n} \xrightarrow{\mathcal{T}} u$ and $\mathcal{I}\left(u_{n}\right) \rightarrow \mathcal{I}(u)$ then $u_{n} \rightarrow u$;
(I4) $\left\|u^{+}\right\|+\mathcal{I}(u) \rightarrow \infty$ as $\|u\| \rightarrow \infty$;
(I5) If $u \in \mathcal{M}$ then $\mathcal{I}(u)<\mathcal{I}(u+v)$ for every $v \in \tilde{X} \backslash\{0\}$.
Clearly, if a strictly convex functional $\mathcal{I}$ satisfies (I4), then (I2) and (I5) hold. Observe that for any $u \in X^{+}$we find $m(u) \in \mathcal{M}$ which is the unique global maximizer of $\left.\mathcal{J}\right|_{u+\tilde{X}}$. Note that $m$ needs not be $\mathcal{C}^{1}$, and $\mathcal{M}$ needs not be a differentiable manifold because $\mathcal{I}^{\prime}$ is only required to be continuous. Recall from [5] that $\left(u_{n}\right)$ is called a $(P S)_{c}$-sequence for $\mathcal{J}$ if $\mathcal{J}^{\prime}\left(u_{n}\right) \rightarrow 0$ and $\mathcal{J}\left(u_{n}\right) \rightarrow c$, and $\mathcal{J}$ satisfies the $(P S)_{c}^{\mathcal{T}}$-condition on $\mathcal{M}$ if each $(P S)_{c}$-sequence $\left(u_{n}\right) \subset \mathcal{M}$ has a subsequence converging in the $\mathcal{T}$-topology. In order to apply classical critical point theory like the mountain pass theorem to $\mathcal{J} \circ m: X^{+} \rightarrow \mathbb{R}$ we need some additional assumptions.
(I6) There exists $r>0$ such that $a:=\inf _{u \in X^{+},\|u\|=r} \mathcal{J}(u)>0$.
(I7) $\mathcal{I}\left(t_{n} u_{n}\right) / t_{n}^{2} \rightarrow \infty$ if $t_{n} \rightarrow \infty$ and $u_{n}^{+} \rightarrow u^{+} \neq 0$ as $n \rightarrow \infty$.
According to [5, Theorem 4.4], if (I1)-(I7) hold and

$$
c_{\mathcal{M}}:=\inf _{\gamma \in \Gamma_{t \in[0,1]}} \sup ^{\mathcal{J}}(\gamma(t)),
$$

where

$$
\Gamma:=\left\{\gamma \in \mathcal{C}([0,1], \mathcal{M}): \gamma(0)=0,\left\|\gamma(1)^{+}\right\|>r \text { and } \mathcal{J}(\gamma(1))<0\right\}
$$

then $c_{\mathcal{M}} \geq a>0$ and $\mathcal{J}$ has a $(P S)_{c_{\mathcal{M}}}$-sequence $\left(u_{n}\right)$ in $\mathcal{M}$. If, in addition, $\mathcal{J}$ satisfies the $(P S)_{\mathcal{C}_{\mathcal{M}}}^{\mathcal{T}}$-condition in $\mathcal{M}$, then $c_{\mathcal{M}}$ is achieved by a critical point of $\mathcal{J}$. Since we look for solutions to (1.1) in $\mathbb{R}^{3}$ and not in a bounded domain as in [5], the $(P S)_{\mathcal{C}_{\mathcal{M}}}^{\mathcal{T}}$-condition is no longer satisfied. We consider the set

$$
\begin{equation*}
\mathcal{N}:=\left\{u \in X \backslash \widetilde{X}:\left.\mathcal{J}^{\prime}(u)\right|_{\mathbb{R} u \oplus \widetilde{X}}=0\right\}=\left\{u \in \mathcal{M} \backslash \widetilde{X}: \mathcal{J}^{\prime}(u)[u]=0\right\} \subset \mathcal{M} \tag{3.3}
\end{equation*}
$$

and we require the following condition on $\mathcal{I}$ :
(I8) $\frac{t^{2}-1}{2} \mathcal{I}^{\prime}(u)[u]+\mathcal{I}(u)-\mathcal{I}(t u+v)=\frac{t^{2}-1}{2} \mathcal{I}^{\prime}(u)[u]+t \mathcal{I}^{\prime}(u)[v]+\mathcal{I}(u)-\mathcal{I}(t u+$ $v) \leqq 0$ for every $u \in \mathcal{N}, t \geq 0, v \in \tilde{X}$.
In $[4,5]$ it was additionally assumed that strict inequality holds provided $u \neq t u+v$. This stronger variant of (I8) implies that for any $u^{+} \in X^{+} \backslash\{0\}$ the functional $\mathcal{J}$ has a unique critical point $n\left(u^{+}\right)$on the half-space $\mathbb{R}^{+} u^{+}+\widetilde{X}$. Moreover, $n\left(u^{+}\right)$ is the global maximizer of $\mathcal{J}$ on this half-space, the map

$$
n: S X^{+}=\left\{u^{+} \in X^{+}:\left\|u^{+}\right\|=1\right\} \rightarrow \mathcal{N}
$$

is a homeomorphism, the set $\mathcal{N}$ is a topological manifold, and it is enough to look for critical points of $\mathcal{J} \circ n . \mathcal{N}$ is called the Nehari-Pankov manifold. This is the approach of [37]. However, if the weaker condition (I8) holds, this procedure cannot be repeated. In particular, $\mathcal{N}$ need not be a manifold. Yet the following holds:

Lemma 3.1. If $u \in \mathcal{N}$, then $u$ is a (not necessarily unique) maximizer of $\mathcal{J}$ on $\mathbb{R}^{+} u+\widetilde{X}$.

Proof. Let $u \in \mathcal{N}$. In view of (I8) we get, by explicit computation,

$$
\mathcal{J}(t u+v)=\mathcal{J}(t u+v)-\mathcal{J}^{\prime}(u)\left[\frac{t^{2}-1}{2} u+t v\right] \leqq \mathcal{J}(u)
$$

for any $t \geqq 0$ and $v \in \widetilde{X}$. Hence the conclusion.
Let

$$
\widetilde{\mathcal{J}}:=\mathcal{J} \circ m: X^{+} \rightarrow \mathbb{R}
$$

Before proving the main results of this section we recall the following properties (i)-(iv) taken from [5, Proof of Theorem 4.4] (note that (I8) has not been used there):
(i) For each $u^{+} \in X^{+}$there exists a unique $\tilde{u} \in \widetilde{X}$ such that $m\left(u^{+}\right):=u^{+}+\widetilde{u} \in$ $\mathcal{M}$. This $m\left(u^{+}\right)$is the minimizer of $\mathcal{I}$ on $u^{+}+\widetilde{X}$;
(ii) $m: X^{+} \rightarrow \mathcal{M}$ is a homeomorphism with the inverse $\mathcal{M} \ni u \mapsto u^{+} \in X^{+}$;
(iii) $\widetilde{\mathcal{J}}=\mathcal{J} \circ m \in \mathcal{C}^{1}\left(X^{+}, \mathbb{R}\right)$;
(iv) $\widetilde{\mathcal{J}}^{\prime}\left(u^{+}\right)=\left.\mathcal{J}^{\prime}\left(m\left(u^{+}\right)\right)\right|_{X^{+}}: X^{+} \rightarrow \mathbb{R}$ for every $u^{+} \in X^{+}$.

Property (i) has in fact already been discussed above. We shall also need the following fact:

Lemma 3.2. Let $X_{k}$ be a $k$-dimensional subspace of $X^{+}$. Then $\tilde{\mathcal{J}}(u) \rightarrow-\infty$ whenever $\|u\| \rightarrow \infty$ and $u \in X_{k}$.

Proof. It suffices to show that each sequence $\left(u_{n}^{+}\right) \subset X_{k}$ such that $\left\|u_{n}^{+}\right\| \rightarrow \infty$ contains a subsequence along which $\widetilde{\mathcal{J}} \rightarrow-\infty$. Let $u_{n}^{+}=t_{n} v_{n},\left\|v_{n}\right\|=1$ and $m\left(u_{n}^{+}\right)=u_{n}^{+}+\widetilde{u}_{n} \in \mathcal{M}$. Then, passing to a subsequence and using (I7), we obtain

$$
\frac{\widetilde{\mathcal{J}}\left(t_{n} v_{n}\right)}{t_{n}^{2}}=\frac{1}{2}-\frac{\mathcal{I}\left(t_{n}\left(v_{n}+\frac{1}{t_{n}} \widetilde{u}_{n}\right)\right)}{t_{n}^{2}} \rightarrow-\infty
$$

as claimed.
As usual, $\left(u_{n}\right) \subset X^{+}$will be called a Cerami sequence for $\widetilde{\mathcal{J}}$ at the level $c$ if $\left(1+\left\|u_{n}\right\|\right) \widetilde{\mathcal{J}}^{\prime}\left(u_{n}\right) \rightarrow 0$ and $\widetilde{\mathcal{J}}\left(u_{n}\right) \rightarrow c$. In view of (I4), it is clear that if $\left(u_{n}\right)$ is a bounded Cerami sequence for $\widetilde{\mathcal{J}}$, then $\left(m\left(u_{n}\right)\right) \subset \mathcal{M}$ is a bounded Cerami sequence for $\mathcal{J}$.

Theorem 3.3. Suppose that $\mathcal{J} \in \mathcal{C}^{1}(X, \mathbb{R})$ satisfies (I1)-(I8). Then
(a) $c_{\mathcal{M}} \geq a>0$ and $\widetilde{\mathcal{J}}$ has a Cerami sequence $\left(u_{n}\right)$ at the level $c_{\mathcal{M}}$;
(b) $c_{\mathcal{M}}=c_{\mathcal{N}}:=\inf _{\mathcal{N}} \mathcal{J}$.

The set $\mathcal{N}_{0}:=\left\{u \in X^{+} \backslash\{0\}: \widetilde{\mathcal{J}}^{\prime}(u)[u]=0\right\}$ is called the Nehari manifold for $\widetilde{\mathcal{J}}$. Denote $c_{\mathcal{N}_{0}}:=\inf _{\mathcal{N}_{0}} \mathcal{J}$.

Proof of Theorem 3.3. Set

$$
\begin{equation*}
\widetilde{\Gamma}:=\left\{\sigma \in \mathcal{C}\left([0,1], X^{+}\right): \sigma(0)=0,\|\sigma(1)\|>r \text { and } \widetilde{\mathcal{J}}(\sigma(1))<0\right\} \tag{3.4}
\end{equation*}
$$

Observe that $\widetilde{\mathcal{J}}$ has the mountain pass geometry and $\Gamma, \widetilde{\Gamma}$ are related as follows: if $\gamma \in \Gamma$, then $\gamma^{+} \in \widetilde{\Gamma}$ and $\mathcal{J}(\gamma(t))=\widetilde{\mathcal{J}}\left(\gamma^{+}(t)\right)$, and if $\sigma \in \widetilde{\Gamma}$, then $m \circ \sigma \in \Gamma$ and $\widetilde{\mathcal{J}}(\sigma(t))=\mathcal{J}(m \circ \sigma(t))$. Hence the mountain pass value for $\widetilde{\mathcal{J}}$ is given by

$$
\begin{equation*}
c_{\mathcal{M}}=\inf _{\sigma \in \widetilde{\Gamma}} \sup _{t \in[0,1]} \mathcal{J} \circ m(\sigma(t)) \equiv \widetilde{\mathcal{J}}(\sigma(t)) \geq a>0 \tag{3.5}
\end{equation*}
$$

By the mountain pass theorem there exists a Cerami sequence $\left(u_{n}\right)$ for $\widetilde{\mathcal{J}}$ at the level $c_{\mathcal{M}}$ (see $[2,14]$ ) which proves (a).

The map $u \mapsto m(u)$ is a homeomorphism between $\mathcal{N}_{0}$ and $\mathcal{N}$, and since $\widetilde{\mathcal{J}}(u)=\mathcal{J}(m(u)), c_{\mathcal{N}_{0}}=c_{\mathcal{N}}$. For $u \in X^{+} \backslash\{0\}$, consider $\widetilde{\mathcal{J}}(t u), t>0$. By Lemma 3.2, $\widetilde{\mathcal{J}}(t u) \rightarrow-\infty$ as $t \rightarrow \infty$. Hence $\max _{t>0} \widetilde{\mathcal{J}}(t u) \geqq a$ exists. If $t_{1} u, t_{2} u \in \mathcal{N}_{0}$, then $m\left(t_{1} u\right), m\left(t_{2} u\right) \in \mathcal{N}$, so by Lemma 3.1, $\widetilde{\mathcal{J}}\left(t_{1} u\right)=\widetilde{\mathcal{J}}\left(t_{2} u\right)$.

Consequently, there exist $0<t_{\min } \leq t_{\max }$ such that $\widetilde{\mathcal{J}}(t u) \in \mathcal{N}_{0}$ if and only if $t \in\left[t_{\text {min }}, t_{\text {max }}\right]$ and $\widetilde{\mathcal{J}}(t u)$ has the same value for those $t$. Hence $\widetilde{\mathcal{J}}^{\prime}(t u)[u]>0$ for $0<t<t_{\min }$ and $\widetilde{\mathcal{J}}^{\prime}(t u)[u]<0$ for $t>t_{\max }$. It follows that $X^{+} \backslash \mathcal{N}_{0}$ consists of two connected components and therefore each path in $\widetilde{\Gamma}$ must intersect $\mathcal{N}_{0}$. Therefore $c_{\mathcal{M}} \geq c_{\mathcal{N}_{0}}$. Since $c_{\mathcal{N}_{0}}=\inf _{u \in X^{+} \backslash\{0\}} \max _{t>0} \widetilde{\mathcal{J}}(t u)$, (3.5) implies $c_{\mathcal{M}}=c_{\mathcal{N}_{0}}=c_{\mathcal{N}}$. Note, in particular, that $\widetilde{\mathcal{J}} \geq 0$ on $\underset{\sim}{B}(0, r)$, where $r$ is given in (I6), so the condition $\|\sigma(1)\|>r$ in the definition of $\widetilde{\Gamma}$ is redundant because it must necessarily hold if $\mathcal{J}(\sigma(1))<0$.

Since $c_{\mathcal{N}_{0}}=c_{\mathcal{N}}=c_{\mathcal{M}}>0, \mathcal{N}_{0}$ is bounded away from 0 and hence closed in $X^{+}$while $\mathcal{N}$ is bounded away from $\widetilde{X}$ and hence closed in $X$.

For a topological group acting on $X$, denote the orbit of $u \in X$ by $G * u$, that is,

$$
G * u:=\{g u: g \in G\}
$$

A set $A \subset X$ is called $G$-invariant if $g A \subset A$ for all $g \in G . \mathcal{J}: X \rightarrow \mathbb{R}$ is called $G$-invariant and $T: X \rightarrow X^{*} G$-equivariant if $\mathcal{J}(g u)=\mathcal{J}(u)$ and $T(g u)=g T(u)$ for all $g \in G, u \in X$.

In order to deal with multiplicity of critical points, assume that $G$ is a topological group such that
(G) $G$ acts on $X$ by isometries and discretely in the sense that for each $u \neq 0$, $(G * u) \backslash\{u\}$ is bounded away from $u$. Moreover, $\mathcal{J}$ is $G$-invariant and $X^{+}, \widetilde{X}$ are $G$-invariant.

Observe that $\mathcal{M}$ is $G$-invariant and $m: X^{+} \rightarrow \mathcal{M}$ is $G$-equivariant. In our application to (1.1) we have $G=\mathbb{Z}^{3}$ acting by translations; see Theorem 1.1.

Lemma 3.4. For all $u, v \in X$ there exists $\varepsilon=\varepsilon_{u, v}>0$ such that $\|g u-h v\|>\varepsilon$ unless $g u=h v(g, h \in G)$.

Proof. Suppose $G * u \neq G * v$ (the other case is obvious). We may assume without loss of generality that $u \neq 0$ and $v$ minimizes the distance from $u$ to $G * v$. Now it suffices to take $\varepsilon:=\frac{1}{2}\|u-v\|$.

We shall use the notation

$$
\begin{array}{rr}
\widetilde{\mathcal{J}}^{\beta}:=\left\{u \in X^{+}: \widetilde{\mathcal{J}}(u) \leq \beta\right\}, \quad \widetilde{\mathcal{J}}_{\alpha}:=\left\{u \in X^{+}: \widetilde{\mathcal{J}}(u) \geq \alpha\right\}, \\
\widetilde{\mathcal{J}}_{\alpha}^{\beta}:=\widetilde{\mathcal{J}}_{\alpha} \cap \widetilde{\mathcal{J}}^{\beta}, \quad \mathcal{K}:=\left\{u \in X^{+}: \widetilde{\mathcal{J}}^{\prime}(u)=0\right\} .
\end{array}
$$

Since all nontrivial critical points of $\mathcal{J}$ are in $\mathcal{N}$, it follows from Theorem 3.3 that $\widetilde{\mathcal{J}}(u) \geq a$ for all $u \in \mathcal{K} \backslash\{0\}$.

We introduce the following variant of the Cerami condition between the levels $\alpha, \beta \in \mathbb{R}$ :
$(M)_{\alpha}^{\beta}$ (a) Let $\alpha \leq \beta$. There exists $M_{\alpha}^{\beta}$ such that $\lim \sup _{n \rightarrow \infty}\left\|u_{n}\right\| \leq M_{\alpha}^{\beta}$ for every $\left(u_{n}\right) \subset X^{+}$satisfying $\alpha \leq \lim \inf _{n \rightarrow \infty} \widetilde{\mathcal{J}}\left(u_{n}\right) \leq \lim \sup _{n \rightarrow \infty} \widetilde{\mathcal{J}}\left(u_{n}\right)$ $\leqq \beta$ and $\left(1+\left\|u_{n}\right\|\right) \widetilde{\mathcal{J}}^{\prime}\left(u_{n}\right) \rightarrow 0$.
(b) Suppose in addition that the number of critical orbits in $\widetilde{\mathcal{J}}_{\alpha}^{\beta}$ is finite. Then there exists $m_{\alpha}^{\beta}>0$ such that if $\left(u_{n}\right),\left(v_{n}\right)$ are two sequences as above and $\left\|u_{n}-v_{n}\right\|<m_{\alpha}^{\beta}$ for all $n$ large, then $\lim _{\inf _{n \rightarrow \infty}}\left\|u_{n}-v_{n}\right\|=0$.

Note that if $\mathcal{J}$ is even, then $m$ is odd (hence $\widetilde{\mathcal{J}}$ is even) and $\mathcal{M}$ is symmetric, that is, $\mathcal{M}=-\mathcal{M}$. Note also that $(M)_{\alpha}^{\beta}$ is a condition on $\tilde{\mathcal{J}}$ and not on $\mathcal{J}$. Our main multiplicity result reads as follows:

Theorem 3.5. Suppose $\mathcal{J} \in \mathcal{C}^{1}(X, \mathbb{R})$ satisfies (I1)-(I8) and $\operatorname{dim}\left(X^{+}\right)=\infty$.
(a) If $(M)_{0}^{c_{\mathcal{M}}+\varepsilon}$ holds for some $\varepsilon>0$, then either $c_{\mathcal{M}}$ is attained by a critical point or there exists a sequence of critical values $c_{n}$ such that $c_{n}>c_{\mathcal{M}}$ and $c_{n} \rightarrow c_{\mathcal{M}}$ as $n \rightarrow \infty$;
(b) If $(M)_{0}^{\beta}$ holds for every $\beta>0$ and $\mathcal{J}$ is even, then $\mathcal{J}$ has infinitely many distinct critical orbits.

By a standard argument we can find a locally Lipschitz continuous pseudogradient vector field $v: X^{+} \backslash \mathcal{K} \rightarrow X^{+}$associated with $\widetilde{\mathcal{J}}$, that is

$$
\begin{align*}
\|v(u)\| & <1,  \tag{3.6}\\
\widetilde{\mathcal{J}}^{\prime}(u)[v(u)] & >\frac{1}{2}\left\|\widetilde{\mathcal{J}}^{\prime}(u)\right\| \tag{3.7}
\end{align*}
$$

for any $u \in X^{+} \backslash \mathcal{K}$. Moreover, if $\mathcal{J}$ is even, then $v$ is odd. Let $\eta: \mathcal{G} \rightarrow X^{+} \backslash \mathcal{K}$ be the flow defined by

$$
\left\{\begin{array}{l}
\partial_{t} \eta(t, u)=-v(\eta(t, u)) \\
\eta(0, u)=u
\end{array}\right.
$$

where $\mathcal{G}:=\left\{(t, u) \in[0, \infty) \times\left(X^{+} \backslash \mathcal{K}\right): t<T(u)\right\}$ and $T(u)$ is the maximal time of existence of $\eta(\cdot, u)$. We prove Theorem 3.5 by contradiction. From now on we assume the following:

There is a finite number of distinct orbits $\{G * u: u \in \mathcal{K}\}$.
Lemma 3.6. Suppose that $(M)_{0}^{\beta}$ holds for some $\beta>0$ and let $u \in \widetilde{\mathcal{J}}_{0}^{\beta} \backslash \mathcal{K}$. Then either $\lim _{t \rightarrow T(u)} \eta(t, u)$ exists and is a critical point of $\widetilde{\mathcal{J}}$ or $\lim _{t \rightarrow T(u)} \widetilde{\mathcal{J}}(\eta(t, u))=$ $-\infty$. In the latter case, $T(u)=\infty$.

Proof. Suppose $T(u)<\infty$ and let $0 \leq s<t<T(u)$. Then

$$
\|\eta(t, u)-\eta(s, u)\| \leq \int_{s}^{t}\|v(\eta(\tau, u))\| \mathrm{d} \tau \leq t-s
$$

Hence the limit exists and if it is not a critical point, then $\eta(\cdot, u)$ can be continued for $t>T(u)$.

Suppose now $T(u)=\infty$ and $\widetilde{\mathcal{J}}(\eta(t, u))$ is bounded from below. We distinguish three cases:
(i) $t \mapsto \eta(t, u)$ is bounded,
(ii) $t \mapsto \eta(t, u)$ is unbounded but $\|\eta(t, u)\| \nrightarrow \infty$,
(iii) $\|\eta(t, u)\| \rightarrow \infty$.
(i) We follow an argument in [36]. We shall show that for each $\varepsilon>0$ there exists $t_{\varepsilon}>0$ such that $\left\|\eta\left(t_{\varepsilon}, u\right)-\eta(t, u)\right\|<\varepsilon$ for all $t \geq t_{\varepsilon}$ (this implies $\lim _{t \rightarrow \infty} \eta(t, u)$ exists, and then it is obviously a critical point). Arguing by contradiction, we can find $\varepsilon \in\left(0, m_{0}^{\beta} / 2\right), R>0$ and $t_{n} \rightarrow \infty$ such that $\eta\left(t_{n}, u\right) \in B(0, R)$ and $\left\|\eta\left(t_{n}, u\right)-\eta\left(t_{n+1}, u\right)\right\|=\varepsilon$ for all $n$. Let $t_{n}^{1}$ be the smallest $t \in\left(t_{n}, t_{n+1}\right)$ such that $\left\|\eta\left(t_{n}, u\right)-\eta\left(t_{n}^{1}, u\right)\right\|=\varepsilon / 3$ and $t_{n}^{2}$ the largest $t \in\left(t_{n}^{1}, t_{n+1}\right)$ such that $\| \eta\left(t_{n+1}, u\right)-$ $\eta\left(t_{n}^{2}, u\right) \|=\varepsilon / 3$. Put $\kappa_{n}:=\min \left\{\left\|\widetilde{\mathcal{J}}^{\prime}(\eta(t, u))\right\|: t \in\left[t_{n}, t_{n}^{1}\right]\right\}$. Then

$$
\begin{aligned}
\frac{\varepsilon}{3} & =\left\|\eta\left(t_{n}^{1}, u\right)-\eta\left(t_{n}, u\right)\right\| \leq \int_{t_{n}}^{t_{n}^{1}}\|v(\eta(t, u))\| d t \leq t_{n}^{1}-t_{n} \\
& \leq \frac{2}{\kappa_{n}} \int_{t_{n}}^{t_{n}^{1}} \widetilde{\mathcal{J}}^{\prime}(\eta(t, u))[v(\eta(t, u))] d t=\frac{2}{\kappa_{n}}\left(\widetilde{\mathcal{J}}\left(\eta\left(t_{n}, u\right)\right)-\widetilde{\mathcal{J}}\left(\eta\left(t_{n}^{1}, u\right)\right)\right)
\end{aligned}
$$

Since $\widetilde{\mathcal{J}}\left(\eta\left(t_{n}, u\right)\right)-\widetilde{\mathcal{J}}\left(\eta\left(t_{n}^{1}, u\right)\right) \rightarrow 0$, also $\kappa_{n} \rightarrow 0$. Hence we can choose $s_{n}^{1} \in$ $\left[t_{n}, t_{n}^{1}\right]$ such that if $\widetilde{u}_{n}:=\eta\left(s_{n}^{1}, u\right)$, then $\widetilde{\mathcal{J}}^{\prime}\left(\widetilde{u}_{n}\right) \rightarrow 0$. As $\left\|\eta\left(s_{n}^{1}, u\right)\right\|$ is bounded, $\left(\widetilde{u}_{n}\right)$ is a Cerami sequence. A similar argument shows the existence of $\widetilde{v}_{n}:=$ $\eta\left(s_{n}^{2}, u\right)\left(s_{n}^{2} \in\left[t_{n}^{2}, t_{n+1}\right]\right)$ such that $\widetilde{\mathcal{J}}^{\prime}\left(\widetilde{v}_{n}\right) \rightarrow 0$. Hence

$$
\frac{\varepsilon}{3} \leq \liminf _{n \rightarrow \infty}\left\|\widetilde{u}_{n}-\widetilde{v}_{n}\right\| \leq \limsup _{n \rightarrow \infty}\left\|\widetilde{u}_{n}-\widetilde{v}_{n}\right\| \leq \varepsilon+\frac{2}{3} \varepsilon<m_{0}^{\beta}
$$

which is a contradiction to $(M)_{0}^{\beta}(b)$.
(ii) Observe that there are no Cerami sequences in $X^{+} \backslash B\left(0, M_{0}^{\beta}\right)$ at any level $\alpha \in[0, \beta]$ according to $(M)_{0}^{\beta}(a)$. Since $\eta(t, u)$ is unbounded but $\|\eta(t, u)\| \nrightarrow \infty$, we can find $R>M_{0}^{\beta}$ such that there exist arbitrarily large $t$ for which $\eta(t, u) \in$ $B(0, R)$. We can find $t_{n}, t_{n}^{1}$ so that $t_{n} \rightarrow \infty,\left\|\eta\left(t_{n}, u\right)\right\|=R+1$ and $t_{n}^{1}$ is the smallest $t>t_{n}$ with $\left\|\eta\left(t_{n}^{1}, u\right)\right\|=R$. We may also assume that $\|\eta(s, u)\| \leqq R+1$ for $s \in\left[t_{n}, t_{n}^{1}\right]$. Let $\kappa_{n}$ be as above. Then

$$
1 \leq\left\|\eta\left(t_{n}^{1}, u\right)-\eta\left(t_{n}, u\right)\right\| \leq \frac{2}{\kappa_{n}}\left(\widetilde{\mathcal{J}}\left(\eta\left(t_{n}, u\right)\right)-\widetilde{\mathcal{J}}\left(\eta\left(t_{n}^{1}, u\right)\right)\right)
$$

and hence $\kappa_{n} \rightarrow 0$. So we see that there exist $\widetilde{u}_{n}:=\eta\left(s_{n}^{1}, u\right), s_{n}^{1} \in\left[t_{n}, t_{n}^{1}\right]$, such that $R \leq\left\|\widetilde{u}_{n}\right\| \leq R+1$ and $\widetilde{\mathcal{J}}^{\prime}\left(\widetilde{u}_{n}\right) \rightarrow 0$. Thus we have found a Cerami sequence in $X^{+} \backslash B\left(0, M_{0}^{\beta}\right)$ which is impossible. This shows that case (ii) can never occur.
(iii) There exist $R_{0}>0$ and $\delta>0$ such that $\left\|\widetilde{\mathcal{J}}^{\prime}(v)\right\| \geq \delta /\|v\|$ whenever $\|v\| \geq R_{0}$ and $v \in \widetilde{\mathcal{J}}_{0}^{\beta}$ (for otherwise there exists an unbounded Cerami sequence). Choose $t_{0}>0$ so that $\|\eta(t, u)\| \geq R_{0}$ and $\widetilde{\mathcal{J}}\left(\eta\left(t_{0}, u\right)\right)-\widetilde{\mathcal{J}}(\eta(t, u)) \leq \delta / 8$ for $t \geq t_{0}$. For large $n$ let $t_{n}$ be the smallest $t$ such that $\|\eta(t, u)\|=n$, and let $\kappa_{n}:=\min \left\{\left\|\widetilde{\mathcal{J}}^{\prime}(\eta(t, u))\right\|: t \in\left[t_{0}, t_{n}\right]\right\}$. By the choice of $t_{n}$,

$$
\kappa_{n} \geq \min _{t \in\left[t_{0}, t_{n}\right]} \frac{\delta}{\|\eta(t, u)\|}=\frac{\delta}{\left\|\eta\left(t_{n}, u\right)\right\|}
$$

It follows by the same argument as above that for $n$ large enough,

$$
\begin{aligned}
\frac{1}{2}\left\|\eta\left(t_{n}, u\right)\right\| & \leq\left\|\eta\left(t_{n}, u\right)-\eta\left(t_{0}, u\right)\right\| \leq \frac{2}{\kappa_{n}}\left(\widetilde{\mathcal{J}}\left(\eta\left(t_{0}, u\right)\right)-\widetilde{\mathcal{J}}\left(\eta\left(t_{n}, u\right)\right)\right) \\
& \leq \frac{2}{\delta}\left\|\eta\left(t_{n}, u\right)\right\|\left(\widetilde{\mathcal{J}}\left(\eta\left(t_{0}, u\right)\right)-\widetilde{\mathcal{J}}\left(\eta\left(t_{n}, u\right)\right)\right)
\end{aligned}
$$

This is a contradiction, and hence case (iii) can also be ruled out.
Let $\Sigma:=\left\{A \subset X^{+}: A=-A\right.$ and $A$ is compact $\}$,

$$
\begin{aligned}
\mathcal{H} & :=\left\{h: X^{+} \rightarrow X^{+} \text {is a homeomorphism, } h(-u)\right. \\
& =-h(u) \text { and } \widetilde{\mathcal{J}}(h(u)) \leq \widetilde{\mathcal{J}}(u) \text { for all } u\},
\end{aligned}
$$

and for $A \in \Sigma$, put

$$
i^{*}(A):=\min _{h \in \mathcal{H}} \gamma(h(A) \cap S(0, r)),
$$

where $r$ is as in (I6), $S(0, r):=\left\{u \in X^{+}:\|u\|=r\right\}$ and $\gamma$ is Krasnoselskii's genus [35]. This is a variant of Benci's pseudoindex [2,7] and the following properties are adapted from [30, Lemma 2.16].

Lemma 3.7. Let $A, B \in \Sigma$.
(i) If $A \subset B$, then $i^{*}(A) \leq i^{*}(B)$;
(ii) $i^{*}(A \cup B) \leq i^{*}(A)+\gamma(B)$;
(iii) If $g \in \mathcal{H}$, then $i^{*}(A) \leq i^{*}(g(A))$;
(iv) Let $X_{k}$ be a $k$-dimensional subspace of $X^{+}$. Then $i^{*}\left(X_{k} \cap \bar{B}(0, R)\right) \geq k$ whenever $R$ is large enough and $\bar{B}(0, R):=\left\{u \in X^{+}:\|u\| \leqq R\right\}$.

Proof. (i) follows immediately from the properties of genus.
(ii) For each $h \in \mathcal{H}$,

$$
\begin{aligned}
i^{*}(A \cup B) & \leq \gamma(h(A \cup B) \cap S(0, r))=\gamma((h(A) \cup h(B)) \cap S(0, r)) \\
& \leq \gamma(h(A) \cap S(0, r))+\gamma(B) .
\end{aligned}
$$

Taking the minimum over all $h \in \mathcal{H}$ on the right-hand side we obtain the conclusion.
(iii) Since $\widetilde{\mathcal{J}}(g(u)) \leq \widetilde{\mathcal{J}}(u)$ for all $u \in X^{+}, h \circ g \in \mathcal{H}$ if $h \in \mathcal{H}$. Hence $\{h \circ g$ : $h \in \mathcal{H}\} \subset \mathcal{H}$, and therefore

$$
\min _{h \in \mathcal{H}} \gamma(h(A) \cap S(0, r)) \leq \min _{h \in \mathcal{H}} \gamma((h \circ g)(A) \cap S(0, r)) .
$$

(iv) By Lemma 3.2, $\widetilde{\mathcal{J}}(u)<0$ on $X_{k} \backslash B(0, R)$ if $R$ is large enough. Let $D:=X_{k} \cap$ $\bar{B}(0, R)$. Suppose $i^{*}(D)<k$, choose $h \in \mathcal{H}$ such that $\gamma(h(D) \cap S(0, r))<k$ and an odd mapping

$$
f: h(D) \cap S(0, r) \rightarrow \mathbb{R}^{k-1} \backslash\{0\} .
$$

Let $U:=h^{-1}(B(0, r)) \cap X_{k}$. Since $\widetilde{\mathcal{J}}(h(u)) \leq \widetilde{\mathcal{J}}(u)<0$ for $u \in X_{k} \backslash$ $B(0, R)$ and $\widetilde{\mathcal{J}}(u) \geq 0$ for $u \in B(0, r)$, it follows that $U \subset D \backslash \partial D$ and
hence $U$ is an open and bounded neighbourhood of 0 in $X_{k}$. If $u \in \partial U$, then $h(u) \in S(0, r)$ and therefore $f \circ h: \partial U \rightarrow \mathbb{R}^{k-1} \backslash\{0\}$, contradicting the Borsuk-Ulam theorem [35, Proposition II.5.2], [38, Theorem D.17]. So $i^{*}(D) \geq k$.

Proof of Theorem 3.5. (a) Suppose that $\widetilde{\mathcal{J}}$ has no critical values in $\left[c_{\mathcal{M}}, c_{\mathcal{M}}+\varepsilon_{0}\right]$ for some $\varepsilon_{0} \in(0, \varepsilon]$. Thus $\widetilde{\mathcal{J}}$ has only the trivial critical point 0 in $\widetilde{\mathcal{J}}^{c \mathcal{M}}+\varepsilon_{0}$. Take $u \in \widetilde{\mathcal{J}}^{c}{ }^{\mathcal{M}}+\varepsilon_{0}$ and observe that by Lemma 3.6, either $\lim _{t \rightarrow T(u)} \eta(t, u)=0$ or $\lim _{t \rightarrow T(u)} \widetilde{\mathcal{J}}(\eta(t, u))=-\infty$. Hence we may define the entrance time map $e: \widetilde{\mathcal{J}}^{\mathcal{M}}+\varepsilon_{0} \rightarrow[0, \infty)$ by the formula

$$
e(u):=\inf \left\{t \in[0, T(u)): \widetilde{\mathcal{J}}(\eta(t, u)) \leqq c_{\mathcal{M}} / 2\right\}
$$

Take any $\gamma \in \tilde{\Gamma}$ such that

$$
\widetilde{\mathcal{J}}(\gamma(t))=\mathcal{J}(m(\gamma(t)))<c_{\mathcal{M}}+\varepsilon_{0} \quad \text { for all } t \in[0,1]
$$

where $\widetilde{\Gamma}$ is given by (3.4). Since $e$ is continuous, $\tilde{\gamma}(t):=\eta(e(\gamma(t)), \gamma(t))$ is a continuous path in $X^{+}$such that $\tilde{\mathcal{J}}(\tilde{\gamma}(1)) \leqq \widetilde{\mathcal{J}}(\gamma(1))<0$. Hence $\tilde{\gamma} \in \widetilde{\Gamma}$ and

$$
c_{\mathcal{M}}=\inf _{\sigma \in \widetilde{\Gamma}} \sup _{t \in[0,1]} \tilde{\mathcal{J}}(\sigma(t)) \leqq \sup _{t \in[0,1]} \tilde{\mathcal{J}}(\tilde{\gamma}(t)) \leqq c_{\mathcal{M}} / 2
$$

The obtained contradiction proves that either $c_{\mathcal{M}}$ is a critical value or for any $\varepsilon_{0} \in(0, \varepsilon)$ we find a critical value in $\left(c_{\mathcal{M}}, c_{\mathcal{M}}+\varepsilon_{0}\right]$.
(b) Take $\beta \geqq a$ and let

$$
\mathcal{K}^{\beta}:=\{u \in \mathcal{K}: \widetilde{\mathcal{J}}(u)=\beta\} .
$$

Since there are finitely many critical orbits, there exists $\varepsilon_{0}>0$ for which

$$
\begin{equation*}
\mathcal{K} \cap \widetilde{\mathcal{J}}_{\beta-\varepsilon_{0}}^{\beta+\varepsilon_{0}}=\mathcal{K}^{\beta} \tag{3.8}
\end{equation*}
$$

Choose $\delta \in\left(0, m_{0}^{\beta+\varepsilon_{0}}\right)$ such that $\bar{B}(u, \delta) \cap \bar{B}(v, \delta)=\emptyset$ for all $u, v \in \mathcal{K}^{\beta}$, $u \neq v$ (this is possible due to Lemma 3.4). We show that there is $\varepsilon \in\left(0, \varepsilon_{0}\right)$ such that

$$
\begin{equation*}
\lim _{t \rightarrow T(u)} \widetilde{\mathcal{J}}(\eta(t, u))<\beta-\varepsilon \quad \text { for } u \in \widetilde{\mathcal{J}}_{\beta-\varepsilon}^{\beta+\varepsilon} \backslash B\left(\mathcal{K}^{\beta}, \delta\right) \tag{3.9}
\end{equation*}
$$

We assume $\mathcal{K}^{\beta} \neq \emptyset$, the other case being simpler. If $u \in \widetilde{\mathcal{J}}_{\beta-\varepsilon_{0}}^{\beta+\varepsilon_{0}} \backslash B\left(\mathcal{K}^{\beta}, \delta\right)$ and $\lim _{t \rightarrow T(u)} \widetilde{\mathcal{J}}(\eta(t, u))<\beta-\varepsilon_{0}$, then (3.9) trivially holds. Otherwise

$$
u \in A_{0}:=\left\{u \in \widetilde{\mathcal{J}}_{\beta-\varepsilon_{0}}^{\beta+\varepsilon_{0}} \backslash B\left(\mathcal{K}^{\beta}, \delta\right): \lim _{t \rightarrow T(u)} \eta(t, u) \in \mathcal{K}^{\beta}\right\}
$$

Let $u \in A_{0}$ and define

$$
\begin{aligned}
t_{0}(u) & :=\inf \left\{t \in[0, T(u)): \eta(s, u) \in B\left(\mathcal{K}^{\beta}, \delta\right) \text { for all } s>t\right\}, \\
t(u) & :=\inf \left\{t \in\left[t_{0}(u), T(u)\right): \eta(t, u) \in B\left(\mathcal{K}^{\beta}, \delta / 2\right)\right\},
\end{aligned}
$$

and note that $0 \leqq t_{0}(u)<t(u)<T(u)$. By (3.6), we have

$$
\begin{equation*}
\frac{\delta}{2} \leqq\left\|\eta\left(t_{0}(u), u\right)-\eta(t(u), u)\right\| \leqq \int_{t_{0}(u)}^{t(u)}\|v(\eta(s, u))\| \mathrm{d} s \leqq t(u)-t_{0}(u) \tag{3.10}
\end{equation*}
$$

Let

$$
\rho:=\inf \left\{\left\|\widetilde{\mathcal{J}}^{\prime}(\eta(t, u))\right\|: u \in A_{0}, t \in\left[t_{0}(u), t(u)\right]\right\}
$$

If $\rho=0$, then we find $u_{n} \in A_{0}$ and $t_{n} \in\left(t_{0}\left(u_{n}\right), t\left(u_{n}\right)\right)$ such that

$$
\widetilde{\mathcal{J}}^{\prime}\left(\eta\left(t_{n}, u_{n}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Since $t_{n}>t_{0}\left(u_{n}\right)$, we have $\eta\left(t_{n}, u_{n}\right) \in B\left(\mathcal{K}^{\beta}, \delta\right)$ and passing to a subsequence we can find $u_{0} \in \mathcal{K}^{\beta}$ and $g_{n} \in G$ such that

$$
g_{n} \eta\left(t_{n}, u_{n}\right) \in B\left(u_{0}, \delta\right)
$$

Since $t_{n}<t\left(u_{n}\right)$, we see that

$$
g_{n} \eta\left(t_{n}, u_{n}\right) \notin B\left(\mathcal{K}^{\beta}, \delta / 2\right)
$$

Let $\widetilde{u}_{n}:=u_{0}, \widetilde{v}_{n}:=g_{n} \eta\left(t_{n}, u_{n}\right)$. Then $\widetilde{u}_{n}$ and $\widetilde{v}_{n}$ are two Cerami (in fact PalaisSmale) sequences such that $\delta / 2 \leq\left\|\widetilde{v}_{n}-\widetilde{u}_{n}\right\| \leq \delta<m_{0}^{\beta+\varepsilon_{0}}$, a contradiction. Therefore $\rho>0$, and we take

$$
\varepsilon<\min \left\{\varepsilon_{0}, \frac{\delta \rho}{8}\right\}, \quad u \in \widetilde{\mathcal{J}}_{\beta-\varepsilon}^{\beta+\varepsilon} \backslash B\left(\mathcal{K}^{\beta}, \delta\right)
$$

Since

$$
\begin{aligned}
\widetilde{\mathcal{J}}(\eta(t(u), u))-\widetilde{\mathcal{J}}\left(\eta\left(t_{0}(u), u\right)\right) & =-\int_{t_{0}(u)}^{t(u)} \widetilde{\mathcal{J}}^{\prime}(\eta(s, u))[v(\eta(s, u))] \mathrm{d} s \\
& \leqq-\frac{1}{2} \int_{t_{0}(u)}^{t(u)} \| \widetilde{\mathcal{J}}^{\prime}(\eta(s, u) \| \mathrm{d} s
\end{aligned}
$$

we obtain, using (3.10), that

$$
\begin{aligned}
\lim _{t \rightarrow T(u)} \widetilde{\mathcal{J}}(\eta(t, u)) & \leqq \widetilde{\mathcal{J}}(\eta(t(u), u)) \leqq \beta+\varepsilon-\frac{1}{2} \int_{t_{0}(u)}^{t(u)} \| \widetilde{\mathcal{J}}^{\prime}(\eta(s, u) \| \mathrm{d} s \\
& \leqq \beta+\varepsilon-\frac{\delta \rho}{4}<\beta-\varepsilon
\end{aligned}
$$

Hence $A_{0}=\emptyset$ which proves (3.9). Note that this argument also shows $\eta(t, u)$ will not enter the set $B\left(\mathcal{K}^{\beta}, \delta / 2\right)$ if $u \in \widetilde{\mathcal{J}}_{\beta-\varepsilon}^{\beta+\varepsilon} \backslash B\left(\mathcal{K}^{\beta}, \delta\right)$.
Define

$$
\beta_{k}:=\inf _{i^{*}(A) \geq k} \sup _{u \in A} \widetilde{\mathcal{J}}(u), \quad k=1,2, \ldots
$$

and note that by Lemma 3.7 all $\beta_{k}$ are well defined, finite and $a \leq \beta_{1} \leq$ $\beta_{2} \leq \ldots$ Let $\beta=\beta_{k}$ for some $k \geqq 1$. If the set $\mathcal{K}^{\beta}$ is nonempty, it is (at most) countable, so we can order its elements in pairs $\pm u_{j}$ and let the map $f: \mathcal{K}^{\beta} \rightarrow \mathbb{R} \backslash\{0\}$ be given by $f\left( \pm u_{j}\right)= \pm 1$. This shows that, by the choice of $\delta$,

$$
\gamma\left(\bar{B}\left(\mathcal{K}^{\beta}, \delta\right)\right)=\gamma\left(\mathcal{K}^{\beta}\right)=1
$$

Choose $\varepsilon>0$ such that (3.9) holds. Take Lipschitz continuous cutoff functions $\chi, \xi$ such that $\chi=0$ in $B\left(\mathcal{K}^{\beta}, \delta / 4\right), \chi=1$ in $X^{+} \backslash B\left(\mathcal{K}^{\beta}, \delta / 2\right)$ and $\xi=1$ in $\widetilde{\mathcal{J}}_{\beta-\varepsilon}^{\beta+\varepsilon}, \xi=0$ in $X^{+} \backslash U$, where $U$ is an open neighbourhood of $\widetilde{\mathcal{J}}_{\beta-\varepsilon}^{\beta+\varepsilon}$ with $\mathcal{K} \cap U=\mathcal{K}^{\beta}$. Let $\tilde{\eta}: \mathbb{R} \times X^{+} \rightarrow X^{+}$be the flow given by

$$
\left\{\begin{array}{l}
\partial_{t} \widetilde{\eta}(t, u)=-\chi(\widetilde{\eta}(t, u)) \xi(\widetilde{\eta}(t, u)) v(\widetilde{\eta}(t, u)) \\
\widetilde{\eta}(0, u)=u
\end{array}\right.
$$

Then $\widetilde{\eta}(t, u)=\eta(t, u)$ as long as $t \geq 0$ and $\widetilde{\eta}(t, u) \in \widetilde{\mathcal{J}}_{\beta-\varepsilon}^{\beta+\varepsilon} \backslash B\left(\mathcal{K}^{\beta}, \delta / 2\right)$. Using (3.9), we can define the entrance time map $e: \widetilde{\mathcal{J}}^{\beta+\varepsilon} \backslash B\left(\mathcal{K}^{\beta}, \delta\right) \rightarrow[0, \infty)$ as follows:

$$
e(u):=\inf \{t \in[0, \infty): \widetilde{\mathcal{J}}(\widetilde{\eta}(s, u)) \leqq \beta-\varepsilon\}
$$

Since $\eta(s, u) \notin B\left(\mathcal{K}^{\beta}, \delta / 2\right)$ as we have observed, $e$ is finite. It is standard to show that $e$ is continuous and even. Take any $A \in \Sigma$ such that $i^{*}(A) \geqq k$ and $\widetilde{\mathcal{J}}(u) \leqq \beta+\varepsilon$ for $u \in A$. Let $T:=\sup _{u \in A} e(u)$; then $T<\infty$ since $A$ is compact. Set $h:=\widetilde{\eta}(T, \cdot)$ and note that $h \in \mathcal{H}$ and

$$
h\left(A \backslash B\left(\mathcal{K}^{\beta}, \delta\right)\right) \subset \widetilde{\mathcal{J}}^{\beta-\varepsilon} .
$$

Therefore

$$
i^{*}\left(A \backslash B\left(\mathcal{K}^{\beta}, \delta\right)\right) \leqq i^{*}\left(h\left(A \backslash B\left(\mathcal{K}^{\beta}, \delta\right)\right)\right) \leqq k-1
$$

and

$$
\begin{equation*}
k \leqq i^{*}(A) \leqq \gamma\left(\bar{B}\left(\mathcal{K}^{\beta}, \delta\right) \cap A\right)+i^{*}\left(A \backslash B\left(\mathcal{K}^{\beta}, \delta\right)\right) \leqq \gamma\left(\mathcal{K}^{\beta}\right)+k-1 \tag{3.11}
\end{equation*}
$$

Thus $\mathcal{K}^{\beta} \neq \emptyset$, so as we have shown above, $\gamma\left(\mathcal{K}^{\beta}\right)=1$. If $\beta_{k}=\beta_{k+1}$ for some $k \geqq 1$, then (3.11) implies $\gamma\left(\mathcal{K}^{\beta_{k}}\right) \geqq 2$, a contradiction. Hence we get an infinite sequence $\beta_{1}<\beta_{2}<\ldots$ of critical values which contradicts our assumption that $\mathcal{K}$ consists of a finite number of distinct orbits. This completes the proof.

## 4. Properties of the functional $J$ for curl-curl

Recall our earlier assumption that (N1)-(N3) and (F1)-(F5) hold. We will check that assumptions (I1)-(I8) are satisfied and we want to apply Theorems 3.3 and 3.5.

Define the manifold

$$
\begin{equation*}
\mathcal{M}:=\left\{(v, w) \in \mathcal{V} \times \mathcal{W}: \mathcal{J}^{\prime}(v, w)[(0, \psi)]=0 \text { for any } \psi \in \mathcal{W}\right\} \tag{4.1}
\end{equation*}
$$

and the Nehari-Pankov set for $\mathcal{J}$ :

$$
\begin{align*}
\mathcal{N}:= & \left\{(v, w) \in \mathcal{V} \times \mathcal{W}: u \neq 0, \mathcal{J}^{\prime}(v, w)[(v, w)]=0\right. \\
& \text { and } \left.\mathcal{J}^{\prime}(v, w)[(0, \psi)]=0 \text { for any } \psi \in \mathcal{W}\right\} \subset \mathcal{M} . \tag{4.2}
\end{align*}
$$

Observe that $E=v+w \in \mathcal{N}_{\mathcal{E}}$ if and only if $(v, w) \in \mathcal{N}\left(\mathcal{N}_{\mathcal{E}}\right.$ is defined in (1.7)). Moreover, $\mathcal{N}$ contains all nontrivial critical points of $\mathcal{J}$. In general, $\mathcal{N}_{\mathcal{E}}, \mathcal{N}$ and $\mathcal{M}$ are not $\mathcal{C}^{1}$-manifolds.

Proposition 4.1. If $(v, w) \in \mathcal{V} \times \mathcal{W}$, then

$$
\mathcal{J}(t v, t w+\psi)-\mathcal{J}^{\prime}(v, w)\left[\left(\frac{t^{2}-1}{2} v, \frac{t^{2}-1}{2} w+t \psi\right)\right] \leqq \mathcal{J}(v, w)
$$

for any $\psi \in \mathcal{W}$ and $t \geqq 0$.
Proof. Let $(v, w) \in \mathcal{V} \times \mathcal{W}, \psi \in \mathcal{W}, t \geqq 0$. We define
$D(t, \psi):=\mathcal{J}(t v, t w+\psi)-\mathcal{J}(v, w)-\mathcal{J}^{\prime}(v, w)\left[\left(\frac{t^{2}-1}{2} v, \frac{t^{2}-1}{2} w+t \psi\right)\right]$,
and observe that

$$
\begin{aligned}
D(t, \psi)= & \int_{\mathbb{R}^{3}}\left\langle f(x, v+w), \frac{t^{2}-1}{2}(v+w)+t \psi\right\rangle \mathrm{d} x \\
& +\int_{\mathbb{R}^{3}} F(x, v+w)-F(x, t(v+w)+\psi) \mathrm{d} x .
\end{aligned}
$$

For fixed $v, w \in \mathbb{R}^{3}$, define a map $\varphi:[0,+\infty) \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ as follows:

$$
\begin{aligned}
\varphi(t, \psi):= & \left\langle f(x, v+w), \frac{t^{2}-1}{2}(v+w)+t \psi\right\rangle \\
& +F(x, v+w)-F(x, t(v+w)+\psi) .
\end{aligned}
$$

We shall show that $\varphi(t, \psi) \leqq 0$ for all $t \geqq 0, \psi \in \mathbb{R}^{3}$. This is clear if $v+w=0$. So let $v+w \neq 0$ and $\zeta:=t(v+w)+\psi$. By (F3), (F4), we have $\varphi(0, \psi) \leqq 0$ and

$$
\begin{aligned}
\varphi(t, \psi) \leq & \left\langle f(x, v+w), \frac{t^{2}-1}{2}(v+w)+t(\zeta-t(v+w))\right\rangle \\
& +\frac{1}{2}\langle f(x, v+w), v+w\rangle-F(x, \zeta) \\
= & -\frac{1}{2} t^{2}\langle f(x, v+w), v+w\rangle \\
& +t\langle f(x, v+w), \zeta\rangle-A|\zeta|^{2}+\left(A|\zeta|^{2}-F(x, \zeta)\right) .
\end{aligned}
$$

If $A$ is large enough, then the quadratic form (in $t$ and $\zeta$ ) above is negative definite. Moreover, $A|\zeta|^{2}-F(x, \zeta)$ is bounded above by superquadraticity of $F$ implied by (F3) and (N3). Hence $\varphi(t, \psi) \rightarrow-\infty$ as $t+|\psi| \rightarrow \infty$ and $\varphi$ attains a maximum at some $(t, \psi)$ with $t \geqq 0$. If $t=0$, then $\varphi(t, \psi) \leqq 0$ as we have already mentioned. If $t>0$, then

$$
\begin{align*}
& \partial_{t} \varphi(t, \psi)=\langle f(x, v+w), t(v+w)+\psi\rangle-\langle f(x, t(v+w)+\psi), v+w\rangle=0 \\
& \partial_{\psi} \varphi(t, \psi)=t f(x, v+w)-f(x, t(v+w)+\psi)=0 \tag{4.3}
\end{align*}
$$

Using (4.4) in (4.3) we see that both terms in (4.3) are positive (because $\langle f(x, v+$ $w), v+w\rangle>0$ ) and $\langle f(x, v+w), \psi\rangle=0$. This and (F5) imply that

$$
\varphi(t, \psi)=\frac{t^{2}-1}{2}\langle f(x, v+w), v+w\rangle+F(x, v+w)-F(x, t(v+w)+\psi) \leq 0 .
$$

Consider $I: L^{\Phi} \rightarrow \mathbb{R}$ and $\mathcal{I}: L^{\Phi} \times \mathcal{W} \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\mathcal{I}(v, w):=I(v+w):=\int_{\mathbb{R}^{3}} F(x, v+w) \mathrm{d} x \quad \text { for }(v, w) \in L^{\Phi} \times \mathcal{W} \tag{4.5}
\end{equation*}
$$

By Proposition 2.6,I and $\mathcal{I}$ are of class $\mathcal{C}^{1}$. In view of (F2), I and $\mathcal{I}$ are strictly convex. Moreover, the following property holds:

Lemma 4.2. If $E_{n} \rightharpoonup E$ in $L^{\Phi}$ and $I\left(E_{n}\right) \rightarrow I(E)$ then $E_{n} \rightarrow E$ in $L^{\Phi}$.
Before proving the above lemma we need a variant of the Brezis-Lieb result [13] for sequences in $L^{\Phi}$.

Lemma 4.3. Let $\left(E_{n}\right)$ be a bounded sequence in $L^{\Phi}$ such that $E_{n} \rightarrow E$ almost everywhere on $\mathbb{R}^{3}$. Then

$$
\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{3}} F\left(x, E_{n}\right)-F\left(x, E_{n}-E\right) \mathrm{d} x=\int_{\mathbb{R}^{3}} F(x, E) \mathrm{d} x .
$$

Proof. Note that

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} F\left(x, E_{n}\right)-F\left(x, E_{n}-E\right) \mathrm{d} x & =\int_{\mathbb{R}^{3}} \int_{0}^{1} \frac{d}{d t} F\left(x, E_{n}-E+t E\right) \mathrm{d} t \mathrm{~d} x \\
& =\int_{0}^{1} \int_{\mathbb{R}^{3}}\left\langle f\left(x, E_{n}-E+t E\right), E\right\rangle \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

and $f\left(x, E_{n}-E+t E\right)$ is bounded in $L^{\Psi}$ according to (F3) and Lemmas 2.2 (iv), 2.5. Thus, for any $\Omega \subset \mathbb{R}^{3}$,

$$
\begin{equation*}
\int_{\Omega}\left|\left\langle f\left(x, E_{n}-E+t E\right), E\right\rangle\right| \mathrm{d} x \leqq\left|f\left(x, E_{n}-E+t E\right)\right|_{\Psi}\left|E \chi_{\Omega}\right|_{\Phi} \tag{4.6}
\end{equation*}
$$

By [29, Definition III.4.2, Corollary III.4.5 and Theorem III.4.14] the space $L^{\Phi}$ has an absolutely continuous norm, so by (4.6), for any $\varepsilon>0$ there is $\delta>0$ such that if $|\Omega|<\delta(|\Omega|$ denotes the measure of $\Omega)$, then

$$
\int_{\Omega}\left|\left\langle f\left(x, E_{n}-E+t E\right), E\right\rangle\right| \mathrm{d} x<\varepsilon
$$

independently of $n$. Thus ( $\left.\left\langle f\left(x, E_{n}-E+t E\right), E\right\rangle\right)$ is uniformly integrable. Using (4.6) once more we see that for any $\varepsilon>0$ there is $\Omega \subset \mathbb{R}^{3}$ with $|\Omega|<+\infty$ such that

$$
\int_{\Omega^{c}}\left\langle f\left(x, E_{n}-E+t E\right), E\right\rangle \mathrm{d} x<\varepsilon
$$

Indeed, if $\chi_{n}$ is the characteristic function of the set $|x| \geq n$, then $\int_{\mathbb{R}^{3}} \Phi\left(\left|E \chi_{n}\right|\right) d x \rightarrow$ 0 and therefore $\left|E \chi_{n}\right|_{\Phi} \rightarrow 0$ by Lemma 2.2(iii). Hence $\Omega$ exists as claimed and $\left(\left\langle f\left(x, E_{n}-E+t E\right), E\right\rangle\right)$ is tight. Since $E_{n}(x)-E(x) \rightarrow 0$ almost everywhere on $\mathbb{R}^{3}$, it follows from the Vitali convergence theorem that

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} F\left(x, E_{n}\right)-F\left(x, E_{n}-E\right) \mathrm{d} x & \rightarrow \int_{0}^{1} \int_{\mathbb{R}^{3}}\langle f(x, t E), E\rangle \mathrm{d} x \mathrm{~d} t \\
& =\int_{\mathbb{R}^{3}} F(x, E) \mathrm{d} x .
\end{aligned}
$$

Proof of Lemma 4.2. We show that (up to a subsequence) $E_{n}(x) \rightarrow E(x)$ almost everywhere on $\mathbb{R}^{3}$. Since $I\left(E_{n}\right) \rightarrow I(E)$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{3}} F\left(x, E_{n}\right) d x=\int_{\mathbb{R}^{3}} F(x, E) \mathrm{d} x \tag{4.7}
\end{equation*}
$$

Then from (F2), we infer that, for any $0<r \leqq R$,

$$
\begin{equation*}
m_{r, R}:=\inf _{\substack{x, u_{1}, u_{2} \in \mathbb{R}^{3} \\ r \leqq\left|u_{1}-u_{2}\right|,\left|u_{1}\right|,\left|u_{2}\right| \leqq R}} \frac{1}{2}\left(F\left(x, u_{1}\right)+F\left(x, u_{2}\right)\right)-F\left(x, \frac{u_{1}+u_{2}}{2}\right)>0 . \tag{4.8}
\end{equation*}
$$

Observe that by (4.7) and the convexity of $F$,

$$
0 \leqq \limsup _{n \rightarrow \infty} \int_{\mathbb{R}^{3}} \frac{1}{2}\left(F\left(x, E_{n}\right)+F(x, E)\right)-F\left(x, \frac{E_{n}+E}{2}\right) \mathrm{d} x \leqq 0
$$

Therefore, setting

$$
\Omega_{n}:=\left\{x \in \mathbb{R}^{3}:\left|E_{n}-E\right| \geqq r,\left|E_{n}\right| \leqq R,|E| \leqq R\right\}
$$

it holds that

$$
\left|\Omega_{n}\right| m_{r, R} \leqq \int_{\mathbb{R}^{3}} \frac{1}{2}\left(F\left(x, E_{n}\right)+F(x, E)\right)-F\left(x, \frac{E_{n}+E}{2}\right) \mathrm{d} x
$$

and thus $\left|\Omega_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$. Since $0<r \leqq R$ are arbitrarily chosen, we deduce

$$
E_{n} \rightarrow E \text { almost everywhere on } \mathbb{R}^{3}
$$

In view of Lemma 4.3, we obtain

$$
\int_{\mathbb{R}^{3}} F\left(x, E_{n}\right) d x-\int_{\mathbb{R}^{3}} F\left(x, E_{n}-E\right) \mathrm{d} x \rightarrow \int_{\mathbb{R}^{3}} F(x, E) \mathrm{d} x,
$$

and hence

$$
\int_{\mathbb{R}^{3}} F\left(x, E_{n}-E\right) \mathrm{d} x \rightarrow 0 .
$$

By (F3) and Lemma 2.2 (iii), we get $\left|E_{n}-E\right|_{\Phi} \rightarrow 0$.
Proposition 4.4. Conditions (I1)-(I8) are satisfied and there is a Cerami sequence $\left(v_{n}, w_{n}\right) \subset \mathcal{M}$ at the level $c_{\mathcal{N}}$, that is, $\mathcal{J}\left(v_{n}, w_{n}\right) \rightarrow c_{\mathcal{N}}$ and $\left(1+\left\|\left(v_{n}, w_{n}\right)\right\|\right) \mathcal{J}^{\prime}\left(v_{n}\right.$, $\left.w_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, where

$$
c_{\mathcal{N}}:=\inf _{(v, w) \in \mathcal{N}} \mathcal{J}(v, w)>0
$$

Proof. Setting $X:=\mathcal{V} \times \mathcal{W}, X^{+}:=\mathcal{V} \times\{0\}$ and $\widetilde{X}:=\{0\} \times \mathcal{V}$ we check assumptions (I1)-(I8) for the functional $\mathcal{J}: X \rightarrow \mathbb{R}$ given by

$$
\mathcal{J}(v, w)=\frac{1}{2}\|v\|_{\mathcal{D}}^{2}-\mathcal{I}(v, w)
$$

(cf. (2.2) and (4.5)). Recall

$$
\|(v, w)\|:=\left(\|v\|_{\mathcal{D}}^{2}+|w|_{\Phi}^{2}\right)^{\frac{1}{2}}, \quad \text { where }\|v\|_{\mathcal{D}}=|\nabla v|_{2} .
$$

The convexity and differentiability of $\mathcal{I}$, (F3) and Lemma 4.2 yield
(I1) $\left.\mathcal{I}\right|_{\mathcal{V} \times \mathcal{W}} \in \mathcal{C}^{1}(\mathcal{V} \times \mathcal{W}, \mathbb{R})$ and $\mathcal{I}(v, w) \geqq \mathcal{I}(0,0)=0$ for any $(v, w) \in \mathcal{V} \times \mathcal{W}$;
(I2) If $v_{n} \rightarrow v$ in $\mathcal{V}, w_{n} \rightharpoonup w$ in $\mathcal{W}$, then $\liminf _{n \rightarrow \infty} \mathcal{I}\left(v_{n}, w_{n}\right) \geqq \mathcal{I}(v, w)$;
(I3) If $v_{n} \rightarrow v$ in $\mathcal{V}, w_{n} \rightharpoonup w$ in $\mathcal{W}$ and $\mathcal{I}\left(v_{n}, w_{n}\right) \rightarrow \mathcal{I}(v, w)$, then $\left(v_{n}, w_{n}\right) \rightarrow$ $(u, w)$.

Moreover,
(I6) There exists $r>0$ such that $\inf _{\|v\|_{\mathcal{D}}=r} \mathcal{J}(v, 0)>0$.
Indeed, by (F3) and (N2) there exist $C, C^{\prime}>0$ (cf. proof of Lemma 2.3) such that, for any $v \in \mathcal{V}$,
$\mathcal{J}(v, 0)=\|v\|_{\mathcal{D}}^{2}-\int_{\mathbb{R}^{3}} F(x, v) \mathrm{d} x \geqq\|v\|_{\mathcal{D}}^{2}-C \int_{\mathbb{R}^{3}}|v|^{6} \mathrm{~d} x \geqq\|v\|_{\mathcal{D}}^{2}-C^{\prime}\|v\|_{\mathcal{D}}^{6}$,
and thus (I6) is satisfied. It is easy to verify using (F3) and (iv) of Lemma 2.2 that (I4) $\|v\|_{\mathcal{D}}+\mathcal{I}(v, w) \rightarrow \infty$ as $\|(v, w)\| \rightarrow \infty$.
Hence, we also have that
(I5) If $(v, w) \in \mathcal{M}$, then $\mathcal{I}(v, w)<\mathcal{I}(v, w+\psi)$ for any $\psi \in \mathcal{W} \backslash\{0\}$
holds by the strict convexity of $F$. Next, we prove
(I7) $\mathcal{I}\left(t_{n}\left(v_{n}, w_{n}\right)\right) / t_{n}^{2} \rightarrow \infty$ if $t_{n} \rightarrow \infty$ and $v_{n} \rightarrow v$ for some $v \neq 0$ as $n \rightarrow \infty$.
Observe that, by (F3),

$$
\begin{align*}
\mathcal{I}\left(t_{n}\left(v_{n}, w_{n}\right)\right) / t_{n}^{2} & =\int_{\mathbb{R}^{3}} F\left(x, t_{n}\left(v_{n}+w_{n}\right)\right) / t_{n}^{2} \mathrm{~d} x \\
& \geqq c_{2} \int_{\mathbb{R}^{3}} \Phi\left(t_{n}\left|v_{n}+w_{n}\right|\right) / t_{n}^{2} \mathrm{~d} x \\
& =c_{2} \int_{\mathbb{R}^{3}} \frac{\Phi\left(t_{n}\left|v_{n}+w_{n}\right|\right)}{t_{n}^{2}\left|v_{n}+w_{n}\right|^{2}}\left|v_{n}+w_{n}\right|^{2} \mathrm{~d} x . \tag{4.9}
\end{align*}
$$

Take $R_{0}>0$ such that $v \neq 0$ in $L^{2}\left(B\left(0, R_{0}\right)\right)$. In view of (N3), we find $C>0$ such that

$$
C \Phi(t) \geqq t^{2} \quad \text { for } t \geqq 1
$$

Then

$$
\begin{align*}
\int_{B(0, R)}\left|v_{n}+w_{n}\right|^{2} \mathrm{~d} x \leqq & C \int_{\mathbb{R}^{3}} \Phi\left(t_{n}\left|v_{n}+w_{n}\right|\right) / t_{n}^{2} \mathrm{~d} x \\
& +\int_{B(0, R) \cap\left\{\left|v_{n}+w_{n}\right| \leqq 1\right\}}\left|v_{n}+w_{n}\right|^{2} \mathrm{~d} x, \tag{4.10}
\end{align*}
$$

and $\mathcal{I}\left(t_{n}\left(v_{n}, w_{n}\right)\right) / t_{n}^{2} \rightarrow \infty$ provided $v_{n}+w_{n}$ is unbounded in $L^{2}\left(B(0, R), \mathbb{R}^{3}\right)$ for some $R \geqq R_{0}$. Now, suppose that $v_{n}+w_{n}$ is bounded in $L^{2}\left(B(0, R), \mathbb{R}^{3}\right)$ for any $R \geqq R_{0}$. We may assume passing to a subsequence that $v_{n} \rightarrow v$ almost everywhere and $w_{n} \rightharpoonup w$ in $L_{l o c}^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ for some $w$. Given $\varepsilon>0$, let

$$
\begin{equation*}
\Omega_{n}:=\left\{x \in \mathbb{R}^{3}:\left|v_{n}(x)+w_{n}(x)\right| \geq \varepsilon\right\} . \tag{4.11}
\end{equation*}
$$

We claim that there exists $\varepsilon>0$ such that $\lim _{n \rightarrow \infty}\left|\Omega_{n}\right|>0$, possibly after passing to a subsequence. Arguing indirectly, suppose this limit is 0 for each $\varepsilon$. Then $v_{n}+w_{n} \rightarrow 0$ in measure, so up to a subsequence $v_{n}+w_{n} \rightarrow 0$ almost everywhere, hence $w_{n} \rightarrow-v$ almost everywhere and $w_{n} \rightharpoonup-v$ in $L_{l o c}^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$. Since $\nabla \times w_{n}=0$ in the distributional sense, the same is true of $v$. Thus there is $\xi \in H_{l o c}^{1}\left(\mathbb{R}^{3}\right)$ such that $v=\nabla \xi$, see $[21, \operatorname{Lemma} 1.1(i)] . \operatorname{As} \operatorname{div}(\nabla \xi)=\operatorname{div} v=0$, it follows that $\xi$, and therefore $v$, is harmonic. Recalling that $v \in \mathcal{D}$, we obtain $v=0$ as in the proof of Lemma 2.4. This is a contradiction. Taking $\varepsilon$ in (4.11) such that $\lim _{n \rightarrow \infty}\left|\Omega_{n}\right|>0$, we obtain

$$
\int_{\mathbb{R}^{3}} \frac{\Phi\left(t_{n}\left|v_{n}+w_{n}\right|\right)}{t_{n}^{2}\left|v_{n}+w_{n}\right|^{2}}\left|v_{n}+w_{n}\right|^{2} \mathrm{~d} x \geq \int_{\Omega_{n}} \frac{\Phi\left(t_{n}\left|v_{n}+w_{n}\right|\right)}{t_{n}^{2}\left|v_{n}+w_{n}\right|^{2}}\left|v_{n}+w_{n}\right|^{2} \mathrm{~d} x \rightarrow \infty
$$

Finally, Proposition 4.1 shows that
(I8) $\frac{t^{2}-1}{2} \mathcal{I}^{\prime}(v, w)[(v, w)]+t \mathcal{I}^{\prime}(v, w)[(0, \psi)]+\mathcal{I}(v, w)-\mathcal{I}(t v, t w+\psi) \leqq 0$ for any $t \geqq 0, v \in \mathcal{V}$ and $w, \psi \in \mathcal{W}$.

Applying Theorem 3.3, we obtain the last conclusion.
Since there is no compact embedding of $\mathcal{V}$ into $L^{\Phi}$ we cannot expect that the Palais-Smale or Cerami condition is satisfied. We need the following variant of Lions' lemma:

Lemma 4.5. Suppose that $\left(v_{n}\right) \subset \mathcal{D}$ is bounded and that for some $r>\sqrt{3}$,

$$
\begin{equation*}
\sup _{y \in \mathbb{Z}^{3}} \int_{B(y, r)}\left|v_{n}\right|^{2} d x \rightarrow 0 \text { as } n \rightarrow \infty . \tag{4.12}
\end{equation*}
$$

Then

$$
\int_{\mathbb{R}^{3}} \Phi\left(\left|v_{n}\right|\right) d x \rightarrow 0 \text { as } n \rightarrow \infty
$$

Proof. This follows from [28, Lemma 1.5], since $\Phi$ satisfies (N2).
We collect further properties of $\mathcal{I}$.
Lemma 4.6. (a) For any $v \in L^{\Phi}$ there is a unique $w(v) \in \mathcal{W}$ such that

$$
\begin{equation*}
\mathcal{I}(v, w(v))=\inf _{w \in \mathcal{W}} \mathcal{I}(v, w) \tag{4.13}
\end{equation*}
$$

Moreover, $w: L^{\Phi} \rightarrow \mathcal{W}$ is continuous.
(b) $w$ maps bounded sets into bounded sets and $w(0)=0$.

Proof. (a) Let $v \in L^{\Phi}$. Since $\mathcal{W} \ni w \mapsto \mathcal{I}(v, w) \in \mathbb{R}$ is continuous, strictly convex and coercive, there exists a unique $w(v) \in \mathcal{W}$ such that (4.13) holds. We show that the map $w: L^{\Phi} \rightarrow \mathcal{W}$ is continuous. Let $v_{n} \rightarrow v$ in $L^{\Phi}$. Since

$$
\begin{equation*}
0 \leqq \mathcal{I}\left(v_{n}, w\left(v_{n}\right)\right) \leqq \mathcal{I}\left(v_{n}, 0\right) \tag{4.14}
\end{equation*}
$$

$w\left(v_{n}\right)$ is bounded and we may assume $w\left(v_{n}\right) \rightharpoonup w_{0}$ for some $w_{0} \in \mathcal{W}$. Observe that by the (sequential) lower semi-continuity of $\mathcal{I}$ we get

$$
\begin{aligned}
\mathcal{I}(v, w(v)) & \leqq \mathcal{I}\left(v, w_{0}\right) \leqq \liminf _{n \rightarrow \infty} \mathcal{I}\left(v_{n}, w\left(v_{n}\right)\right) \\
& \leqq \liminf _{n \rightarrow \infty} \mathcal{I}\left(v_{n}, w(v)\right)=\mathcal{I}(v, w(v))
\end{aligned}
$$

Hence $w(v)=w_{0}$ and by Lemma 4.2 we have $v_{n}+w\left(v_{n}\right) \rightarrow v+w(v)$ in $L^{\Phi}$. Thus $w\left(v_{n}\right) \rightarrow w(v)$ in $\mathcal{W}$.
(b) This follows from inequality (4.14), (F3) and Lemma 2.2 (iv).

Let $m(v):=(v, w(v)) \in \mathcal{M}$ for $v \in \mathcal{V}$. Then in view of Lemma 4.6 (a), $m: \mathcal{V} \rightarrow \mathcal{M}$ is continuous. The following lemma implies that any Cerami sequence of $\mathcal{J}$ in $\mathcal{M}$ and any Cerami sequence of $\mathcal{J} \circ m$ are bounded.

Lemma 4.7. If $\left(v_{n}\right) \subset \mathcal{V}$ is such that $(\mathcal{J} \circ m)\left(v_{n}\right) \leqq \beta$ and $\left(1+\left\|v_{n}\right\|\right)(\mathcal{J} \circ$ $m)^{\prime}\left(v_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, then $\left(v_{n}\right)$ is bounded.

Proof. Suppose that $m\left(v_{n}\right)=\left(v_{n}, w_{n}\right) \in \mathcal{M},\left\|\left(v_{n}, w_{n}\right)\right\| \rightarrow \infty$ as $n \rightarrow \infty$ and $\mathcal{J}\left(v_{n}, w_{n}\right) \leq \beta$. Since $w_{n}=w\left(v_{n}\right),\left\|\left(v_{n}, w_{n}\right)\right\| \rightarrow \infty$ if and only if $\left\|v_{n}\right\|_{\mathcal{D}} \rightarrow \infty$. Let $\bar{v}_{n}:=v_{n} /\left\|v_{n}\right\|_{\mathcal{D}}$ and $\bar{w}_{n}:=w_{n} /\left\|v_{n}\right\|_{\mathcal{D}}$. Assume

$$
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{Z}^{3}} \int_{B(y, r)}\left|\bar{v}_{n}\right|^{2} \mathrm{~d} x=0
$$

for some fixed $r>\sqrt{3}$. By Lemma 4.5, $\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{3}} \Phi\left(\left|\bar{v}_{n}\right|\right) d x=0$, and arguing similarly as LiU [23], we obtain a contradiction. More precisely, recalling $\mathcal{J}^{\prime}\left(v_{n}, w_{n}\right)\left[w_{n}\right]=0$, Proposition 4.1 with $t_{n}=s /\left\|v_{n}\right\|_{\mathcal{D}}$ and $\psi_{n}=-t_{n} w_{n}$ implies that, for every $s>0$,

$$
\begin{aligned}
\beta & \geq \limsup _{n \rightarrow \infty} \mathcal{J}\left(v_{n}, w_{n}\right) \\
& \geq \limsup _{n \rightarrow \infty} \mathcal{J}\left(s \bar{v}_{n}, 0\right) \\
& -\lim _{n \rightarrow \infty} \mathcal{J}^{\prime}\left(v_{n}, w_{n}\right)\left[\left(\frac{t_{n}^{2}-1}{2} v_{n},-\frac{t_{n}^{2}+1}{2} w_{n}\right)\right]=\limsup _{n \rightarrow \infty} \mathcal{J}\left(s \bar{v}_{n}, 0\right) \\
& \stackrel{(F 3)}{\geq} \frac{s^{2}}{2}-\lim _{n \rightarrow \infty} c_{1} \int_{\mathbb{R}^{3}} \Phi\left(s\left|\bar{v}_{n}\right|\right) \mathrm{d} x=\frac{s^{2}}{2}
\end{aligned}
$$

which is impossible. Hence ${\lim \inf _{n \rightarrow \infty}}^{\int_{B\left(y_{n}, r\right)}\left|\bar{v}_{n}\right|^{2} d x>0 \text { for some sequence }}$ $\left(y_{n}\right) \subset \mathbb{Z}^{3}$. Since $\mathcal{M}$ and $\mathcal{J}$ are invariant with respect to $\mathbb{Z}^{3}$-translations, we may assume that

$$
\int_{B(0, r)}\left|\bar{v}_{n}\right|^{2} \mathrm{~d} x \geqq c>0
$$

for all $n$ sufficiently large and some constant $c$. This implies that, up to a subsequence, $\bar{v}_{n} \rightharpoonup \bar{v} \neq 0$ in $\mathcal{D}, \bar{v}_{n} \rightarrow \bar{v}$ in $L_{l o c}^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ and $\bar{v}_{n} \rightarrow \bar{v}$ almost everywhere in $\mathbb{R}^{3}$ for some $\bar{v} \in \mathcal{D}$. By (F4),

$$
\begin{aligned}
2 \mathcal{J}\left(v_{n}, w_{n}\right)-\mathcal{J}^{\prime}\left(v_{n}, w_{n}\right)\left[\left(v_{n}, w_{n}\right)\right]= & \int_{\mathbb{R}^{3}}\left(\left\langle f\left(x, v_{n}+w_{n}\right), v_{n}+w_{n}\right\rangle\right. \\
& \left.-2 F\left(x, v_{n}+w_{n}\right)\right) \mathrm{d} x \geq 0,
\end{aligned}
$$

so $\mathcal{J}\left(v_{n}, w_{n}\right)$ is bounded below and

$$
\alpha \leq \frac{\mathcal{J}\left(v_{n}, w_{n}\right)}{\left\|v_{n}\right\|_{\mathcal{D}}^{2}} \leq \frac{1}{2}\left\|\bar{v}_{n}\right\|_{\mathcal{D}}^{2}-c_{2} \int_{\mathbb{R}^{3}} \frac{\Phi\left(v_{n}+w_{n}\right)}{\left|v_{n}+w_{n}\right|^{2}}\left|\bar{v}_{n}+\bar{w}_{n}\right|^{2} \mathrm{~d} x
$$

for some constant $\alpha$ (cf. (4.9) for the second inequality). Hence it suffices to show that the integral on the right-hand side above goes to $+\infty$. We can argue as in the proof of (I7) in Proposition 4.4. In particular, (4.10) holds with $v_{n}+w_{n}$ replaced by $\bar{v}_{n}+\bar{w}_{n}$ and $t_{n}$ replaced by $\left\|v_{n}\right\|_{\mathcal{D}}$, and if $\Omega_{n}$ is as in (4.11) (again, with $v_{n}+w_{n}$ replaced by $\left.\bar{v}_{n}+\bar{w}_{n}\right)$, then $\lim _{n \rightarrow \infty}\left|\Omega_{n}\right|>0$ for a subsequence.

Corollary 4.8. Let $\beta>0$. There exists $M_{\beta}>0$ such that for every $\left(v_{n}\right) \subset$ $\mathcal{V}$ satisfying $0 \leq \liminf _{n \rightarrow \infty} \mathcal{J}\left(m\left(v_{n}\right)\right) \leq \limsup _{n \rightarrow \infty} \mathcal{J}\left(m\left(v_{n}\right)\right) \leq \beta$ and $\lim _{n \rightarrow \infty}\left(1+\left\|v_{n}\right\|\right) \mathcal{J}^{\prime}\left(m\left(v_{n}\right)\right)=0$ there holds $\lim \sup _{n \rightarrow \infty}\left\|v_{n}\right\| \leq M_{\beta}$.

Proof. If no finite bound $M_{\beta}$ exists, for each $k$ there is a sequence $\left(v_{n}^{k}\right)$ satisfying the assumptions above and such that $\lim _{\sup }^{n \rightarrow \infty} \boldsymbol{\|} v_{n}^{k} \| \geq k$. Now it is easy to find $n(k)$ in such a way that $\left(v_{n(k)}^{k}\right)$ is an unbounded sequence satisfying the hypotheses of Lemma 4.7, which is a contradiction.

## 5. Weak-to-weak* convergence in $\mathcal{M}$

Lemma 5.1. Suppose that $\Omega$ is a bounded Lipschitz domain. Then $H^{1}(\Omega)$ is compactly embedded in $L^{\Phi}(\Omega)$.

Proof. Suppose $u_{n} \rightharpoonup 0$ in $H^{1}(\Omega)$. Then $u_{n} \rightharpoonup 0$ in $L^{6}(\Omega), u_{n} \rightarrow 0$ in $L^{2}(\Omega)$ and $u_{n} \rightarrow 0$ almost everywhere in $\Omega$ after passing to a subsequence. By (N2), for each $\varepsilon>0$ there exists $C_{\varepsilon}$ such that $\Phi(t) \leq \varepsilon t^{6}$ for $t>C_{\varepsilon}$. Hence

$$
\begin{aligned}
\int_{\Omega} \Phi\left(\left|u_{n}\right|\right) \mathrm{d} x= & \int_{\Omega \cap\left\{\left|u_{n}\right| \leq C_{\varepsilon}\right\}} \Phi\left(\left|u_{n}\right|\right) \mathrm{d} x \\
& +\int_{\Omega \cap\left\{\left|u_{n}\right|>C_{\varepsilon}\right\}} \Phi\left(\left|u_{n}\right|\right) \mathrm{d} x \leq \int_{\Omega \cap\left\{\left|u_{n}\right| \leq C_{\varepsilon}\right\}} \Phi\left(\left|u_{n}\right|\right) \mathrm{d} x+C \varepsilon
\end{aligned}
$$

where the constant $C$ depends only on the $L^{6}$ - bound on $\left(u_{n}\right)$. By the dominated convergence theorem and since $\varepsilon$ is arbitrary, $\int_{\Omega} \Phi\left(\left|u_{n}\right|\right) d x \rightarrow 0$ and $\left|u_{n}\right|_{\Phi} \rightarrow 0$ according to Lemma 2.2(iii).

Proposition 5.2. If $v_{n} \rightharpoonup v$ in $\mathcal{D}$, then $w\left(v_{n}\right) \rightharpoonup w(v)$ in $\mathcal{W}$ and, after passing to a subsequence, $w\left(v_{n}\right) \rightarrow w(v)$ almost everywhere in $\mathbb{R}^{3}$.

Proof. It follows from the definition (4.13) of $w(v)$ that

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left\langle f\left(x, v_{n}+w\left(v_{n}\right)\right), z\right\rangle \mathrm{d} x=0=\int_{\mathbb{R}^{3}}\langle f(x, v+w(v)), z\rangle \mathrm{d} x \quad \text { for all } z \in \mathcal{W} . \tag{5.1}
\end{equation*}
$$

Since the sequence $\left(v_{n}\right)$ is bounded, so is $\left(w\left(v_{n}\right)\right)$ by Lemma 4.6(b). Hence we may assume $w\left(v_{n}\right) \rightharpoonup w_{0}$ for some $w_{0}$. In addition, since $v_{n} \rightarrow v$ in $L_{l o c}^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$, then $v_{n} \rightarrow v$ almost everywhere after passing to a subsequence.

Let $\Omega \subset \mathbb{R}^{3}$ be bounded and let $\zeta \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{3},[0,1]\right)$ be such that $\zeta=1$ in $\Omega$. By (F3) and Lemmas 2.2(ii), 2.5, 5.1, for some constant $C>0$, we have

$$
\begin{align*}
0 & \leq \int_{\mathbb{R}^{3}}\left|f\left(x, v_{n}+w\left(v_{n}\right)\right)\right|\left|v_{n}-v\right| \zeta \mathrm{d} x \\
& \leq C\left|\Phi^{\prime}\left(\left|v_{n}+w\left(v_{n}\right)\right|\right)\right| \Psi\left|\left(v_{n}-v\right) \zeta\right|_{\Phi} \rightarrow 0 \tag{5.2}
\end{align*}
$$

Choose $R$ so that supp $\zeta \subset B(0, R)$. By (N3), $\left(w\left(v_{n}\right)\right)$ is bounded in $L^{2}\left(B(0, R), \mathbb{R}^{3}\right)$. Indeed,

$$
C_{1} \geq \int_{B(0, R) \cap\left\{\left|w\left(v_{n}\right)\right| \geq 1\right\}} \Phi\left(\left|w\left(v_{n}\right)\right|\right) \mathrm{d} x \geq C_{2} \int_{B(0, R) \cap\left\{\left|w\left(v_{n}\right)\right| \geq 1\right\}}\left|w\left(v_{n}\right)\right|^{2} d x
$$

for suitable $C_{1}, C_{2}>0$. By [21, Lemma 1.1(i)], for every $n$ there exists $\xi_{n} \in$ $H^{1}(B(0, R))$ such that $w\left(v_{n}\right)=\nabla \xi_{n}$. We may assume $\int_{B(0, R)} \xi_{n} d x=0$. Then by the Poincaré inequality,

$$
\left\|\xi_{n}\right\|_{H^{1}(B(0, R))} \leq C^{\prime}\left|\nabla \xi_{n}\right|_{L^{2}(B(0, R))} \leq C^{\prime \prime}
$$

for some $C^{\prime}, C^{\prime \prime}>0$. Hence in view of Lemma 5.1, up to a subsequence, $\xi_{n} \rightarrow \xi$ in $L^{\Phi}(B(0, R))$ for some $\xi \in H^{1}(B(0, R))$. Similarly as in (5.2), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{3}}\left|f\left(x, v_{n}+w\left(v_{n}\right)\right)\right||\nabla \zeta|\left|\xi_{n}-\xi\right| \mathrm{d} x=0 \tag{5.3}
\end{equation*}
$$

The limits in (5.2) and (5.3) are 0 also if $f\left(x, v_{n}+w\left(v_{n}\right)\right)$ is replaced by $f(x, v+$ $\nabla \xi)$. Combining (5.1)-(5.3) we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{3}}\left\langle f\left(x, v_{n}+w\left(v_{n}\right)\right)-f(x, v+\nabla \xi), \zeta\left(v_{n}-v+w\left(v_{n}\right)-\nabla \xi\right)\right\rangle \mathrm{d} x \tag{5.4}
\end{equation*}
$$

where we have taken $z=\nabla\left(\zeta\left(\xi_{n}-\xi\right)\right)$ in (5.1). We shall show that $v_{n}+w\left(v_{n}\right) \rightarrow$ $v+\nabla \xi$ almost everywhere in $\Omega$. The convexity of $F$ in $u$ implies that

$$
F\left(x, \frac{u_{1}+u_{2}}{2}\right) \geqq F\left(x, u_{1}\right)+\left\langle f\left(x, u_{1}\right), \frac{u_{2}-u_{1}}{2}\right\rangle
$$

and

$$
F\left(x, \frac{u_{1}+u_{2}}{2}\right) \geqq F\left(x, u_{2}\right)+\left\langle f\left(x, u_{2}\right), \frac{u_{1}-u_{2}}{2}\right\rangle
$$

Adding these inequalities and using (F2), we obtain for any $0<r \leqq R$ and $\left|u_{1}-u_{2}\right| \geq r,\left|u_{1}\right|,\left|u_{2}\right| \leq R$ that

$$
\begin{aligned}
m_{r, R} & \leq \frac{1}{2}\left(F\left(x, u_{1}\right)+F\left(x, u_{2}\right)\right)-F\left(x, \frac{u_{1}+u_{2}}{2}\right) \\
& \leq \frac{1}{4}\left\langle f\left(x, u_{1}\right)-f\left(x, u_{2}\right), u_{1}-u_{2}\right\rangle
\end{aligned}
$$

where $m_{r, R}$ has been defined in (4.8). Since $\zeta=1$ in $\Omega$, it is now easy to see from (5.4) that $v_{n}+w\left(v_{n}\right) \rightarrow v+\nabla \xi$ almost everywhere in $\Omega$ as claimed. Since $w\left(v_{n}\right) \rightharpoonup w_{0}, w_{0}=\nabla \xi$ and by the usual diagonal procedure we obtain almost everywhere convergence to $v+w_{0}$ in $\mathbb{R}^{3}$. Take any $w \in \mathcal{W}$ and observe that, by the Vitali convergence theorem,

$$
0=\int_{\mathbb{R}^{3}}\left\langle f\left(x, v_{n}+w\left(v_{n}\right)\right), w\right\rangle \mathrm{d} x \rightarrow \int_{\mathbb{R}^{3}}\left\langle f\left(x, v+w_{0}\right), w\right\rangle \mathrm{d} x .
$$

The uniqueness of a minimizer (see Lemma 4.6) implies that $w_{0}=w(v)$.
So far we have shown that if $v_{n} \rightharpoonup v$ in $\mathcal{D}$, then a subsequence of $\left(w\left(v_{n}\right)\right)$ converges almost everywhere in $\mathbb{R}^{3}$, and therefore weakly in $\mathcal{W}$, to $w(v)$, but since each subsequence of $\left(w\left(v_{n}\right)\right)$ has a subsequence converging weakly to $w(v)$, we can conclude that $w\left(v_{n}\right) \rightharpoonup w(v)$ for the full sequence.

In general $\mathcal{J}^{\prime}$ is not (sequentially) weak-to-weak* continuous, however we show the weak-to-weak* continuity of $\mathcal{J}^{\prime}$ for sequences on the topological manifold $\mathcal{M}$. Obviously, the same regularity holds for $\mathcal{E}^{\prime}$ and $\mathcal{M}_{\mathcal{E}}$.

Corollary 5.3. If $\left(v_{n}, w_{n}\right) \in \mathcal{M}$ and $\left(v_{n}, w_{n}\right) \rightharpoonup\left(v_{0}, w_{0}\right)$ in $\mathcal{V} \times \mathcal{W}$ then $\mathcal{J}^{\prime}\left(v_{n}\right.$, $\left.w_{n}\right) \rightharpoonup \mathcal{J}^{\prime}\left(v_{0}, w_{0}\right)$, that is

$$
\mathcal{J}^{\prime}\left(v_{n}, w_{n}\right)[(\phi, \psi)] \rightarrow \mathcal{J}^{\prime}\left(v_{0}, w_{0}\right)[(\phi, \psi)]
$$

for any $(\phi, \psi) \in \mathcal{V} \times \mathcal{W}$.
Proof. By Lemma 4.6(a) we get $w_{n}=w\left(v_{n}\right)$. In view of Proposition 5.2, we may assume $v_{n}+w_{n} \rightarrow v_{0}+w_{0}$ almost everywhere in $\mathbb{R}^{3}$ (where $w_{0}=w\left(v_{0}\right)$ ). For $(\phi, \psi) \in \mathcal{V} \times \mathcal{W}$ we have

$$
\begin{aligned}
\mathcal{J}^{\prime}\left(v_{n}, w_{n}\right)[(\phi, \psi)]- & \mathcal{J}^{\prime}\left(v_{0}, w_{0}\right)[(\phi, \psi)]=\int_{\mathbb{R}^{3}}\left\langle\nabla v_{n}-\nabla v_{0}, \nabla \phi\right\rangle \mathrm{d} x \\
& -\int_{\mathbb{R}^{3}}\left\langle f\left(x, v_{n}+w_{n}\right)-f\left(x, u_{0}+w_{0}\right), \phi+\psi\right\rangle \mathrm{d} x
\end{aligned}
$$

We may assume $\phi, \psi$ are compactly supported. Let $\Omega$ be a bounded set containing the support of $\phi+\psi$. Then

$$
\begin{aligned}
& \int_{\Omega}\left|\left\langle f\left(x, v_{n}+w_{n}\right)-f\left(x, u_{0}+w_{0}\right), \phi+\psi\right\rangle\right| \mathrm{d} x \\
& \quad \leq\left|f\left(x, v_{n}+w_{n}\right)-f\left(x, u_{0}+w_{0}\right)\right|_{L^{\psi}(\Omega)}|\phi+\psi|_{L^{\Phi}(\Omega)}
\end{aligned}
$$

(cf. (4.6)). In view of the Vitali convergence theorem and uniform integrability of the norm [29, Theorem III.4.14], we obtain

$$
\mathcal{J}^{\prime}\left(v_{n}, w_{n}\right)[(\phi, \psi)]-\mathcal{J}^{\prime}\left(v_{0}, w_{0}\right)[(\phi, \psi)] \rightarrow 0
$$

## 6. Proof of Theorem 1.1

Recall that the group $G:=\mathbb{Z}^{3}$ acts isometrically by translations on $X=\mathcal{V} \times \mathcal{W}$ and $\mathcal{J}$ is $\mathbb{Z}^{3}$-invariant. Let

$$
\mathcal{K}:=\left\{v \in \mathcal{V}:(\mathcal{J} \circ m)^{\prime}(u)=0\right\}
$$

and suppose that $\mathcal{K}$ consists of a finite number of distinct orbits. It is clear that $\mathbb{Z}^{3}$ acts discretely and hence satisfies the condition $(\mathrm{G})$ in Section 3. Then, in view of Lemma 3.4,

$$
\kappa:=\inf \left\{\left\|v-v^{\prime}\right\|_{\mathcal{D}}: \mathcal{J}^{\prime}(m(v))=\mathcal{J}^{\prime}\left(m\left(v^{\prime}\right)\right)=0, v \neq v^{\prime}\right\}>0 .
$$

Lemma 6.1. Let $\beta \geq c_{\mathcal{N}}$ and suppose that $\mathcal{K}$ has a finite number of distinct orbits. If $\left(u_{n}\right),\left(v_{n}\right) \subset \mathcal{V}$ are two Cerami sequences for $\mathcal{J} \circ m$ such that $0 \leq$ $\liminf _{n \rightarrow \infty} \mathcal{J}\left(m\left(u_{n}\right)\right) \leq \lim \sup _{n \rightarrow \infty} \mathcal{J}\left(m\left(u_{n}\right)\right) \leq \beta, 0 \leq \liminf _{n \rightarrow \infty} \mathcal{J}\left(m\left(v_{n}\right)\right)$ $\leq \lim \sup _{n \rightarrow \infty} \mathcal{J}\left(m\left(v_{n}\right)\right) \leq \beta$ and $\liminf _{n \rightarrow \infty}\left\|u_{n}-v_{n}\right\|_{\mathcal{D}}<\kappa$, then $\lim _{n \rightarrow \infty} \| u_{n}$ $-v_{n} \|_{\mathcal{D}}=0$.

Proof. Let $m\left(u_{n}\right)=\left(u_{n}, w_{n}^{1}\right), m\left(v_{n}\right)=\left(v_{n}, w_{n}^{2}\right)$. By Corollary 4.8, $m\left(u_{n}\right), m\left(v_{n}\right)$ are bounded. We first consider the case

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|u_{n}-v_{n}\right|_{\Phi}=0 \tag{6.1}
\end{equation*}
$$

and prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-v_{n}\right\|_{\mathcal{D}}=0 \tag{6.2}
\end{equation*}
$$

By (F3) and Lemmas 2.2(ii), 2.5, 4.7, we have

$$
\begin{aligned}
\left\|u_{n}-v_{n}\right\|_{\mathcal{D}}^{2}= & \mathcal{J}^{\prime}\left(m\left(u_{n}\right)\right)\left[\left(u_{n}-v_{n}, 0\right)\right]-\mathcal{J}^{\prime}\left(m\left(v_{n}\right)\right)\left[\left(u_{n}-v_{n}, 0\right)\right] \\
& +\int_{\mathbb{R}}\left\langle f\left(x, m\left(u_{n}\right)\right)-f\left(x, m\left(v_{n}\right)\right), u_{n}-v_{n}\right\rangle \mathrm{d} x \leq \\
\leq & o(1)+\int_{\mathbb{R}}\left(\left|f\left(x, m\left(u_{n}\right)\right)\right|+\left|f\left(x, m\left(v_{n}\right)\right)\right|\right)\left|u_{n}-v_{n}\right| \mathrm{d} x \\
\leq & o(1)+c_{1} \int_{\mathbb{R}}\left(\Phi^{\prime}\left(\left|m\left(u_{n}\right)\right|\right)+\Phi^{\prime}\left(\left|m\left(v_{n}\right)\right|\right)\right)\left|u_{n}-v_{n}\right| \mathrm{d} x \\
\leq & o(1)+c_{1}\left(\left|\Phi^{\prime}\left(\left|m\left(u_{n}\right)\right|\right)\right|_{\Psi}+\left|\Phi^{\prime}\left(\left|m\left(v_{n}\right)\right|\right)\right| \Psi\right)\left|u_{n}-v_{n}\right|_{\Phi} \rightarrow 0
\end{aligned}
$$

which gives (6.2).
Suppose now (6.1) does not hold. By Lemma 2.2 (iii) and Lemma 4.5, for a fixed $R>\sqrt{3}$ there exist $\varepsilon>0$ and a sequence $\left(y_{n}\right) \subset \mathbb{Z}^{3}$ such that, passing to a subsequence,

$$
\begin{equation*}
\int_{B\left(y_{n}, R\right)}\left|u_{n}-v_{n}\right|^{2} \mathrm{~d} x \geq \varepsilon \tag{6.3}
\end{equation*}
$$

Since $\mathcal{J}$ is $\mathbb{Z}^{3}$-invariant, we may assume $y_{n}=0$. As $m\left(u_{n}\right), m\left(v_{n}\right)$ are bounded, up to a subsequence,

$$
\begin{equation*}
\left(u_{n}, w_{n}^{1}\right) \rightharpoonup\left(u, w^{1}\right) \text { and }\left(v_{n}, w_{n}^{2}\right) \rightharpoonup\left(v, w^{2}\right) \text { in } \mathcal{V} \times \mathcal{W} \tag{6.4}
\end{equation*}
$$

for some $\left(u, w^{1}\right),\left(v, w^{2}\right) \in \mathcal{V} \times \mathcal{W}$. As $u_{n} \rightarrow u$ and $v_{n} \rightarrow v$ in $L_{l o c}^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$, $u \neq v$ according to (6.3). From Corollary 5.3 and (6.4) we infer that

$$
\mathcal{J}^{\prime}\left(u, w^{1}\right)=\mathcal{J}^{\prime}\left(v, w^{2}\right)=0
$$

Thus

$$
\liminf _{n \rightarrow \infty}\left\|u_{n}-v_{n}\right\|_{\mathcal{D}} \geq\|u-v\|_{\mathcal{D}} \geq \kappa
$$

which is a contradiction.

Proof of Theorem 1.1. (a) The existence of a Cerami sequence $\left(\left(v_{n}, w_{n}\right)\right) \subset \mathcal{M}$ at the level $c_{\mathcal{N}}$ follows from Proposition 4.4, and this sequence is bounded by Corollary 4.8. Similarly as in the proof of Lemma 6.1, we find $v \in \mathcal{V} \backslash\{0\}$ such that $\left(v_{n}, w_{n}\right) \rightharpoonup(v, w)$ and $\left(v_{n}, w_{n}\right) \rightarrow(v, w)$ almost everywhere in $\mathbb{R}^{3}$ along a subsequence and $\mathcal{J}^{\prime}(v, w)=0($ with $w=w(v))$. More precisely, if $\left|v_{n}\right|_{\Phi} \rightarrow$ 0 , then (6.2) with $u_{n}=0$ holds by the same argument. This is impossible because $\mathcal{J}\left(m\left(v_{n}\right)\right) \rightarrow c_{\mathcal{N}}>0$. Hence (6.3) with $u_{n}=0$ is satisfied and we may assume making translations by $y_{n}$ if necessary that $\int_{B(0, R)}\left|v_{n}\right|^{2} d x \geq \varepsilon$. Thus $v \neq 0$. By Fatou's lemma and (F4),

$$
\begin{aligned}
c_{\mathcal{N}} & =\lim _{n \rightarrow \infty} \mathcal{J}\left(v_{n}, w_{n}\right)=\lim _{n \rightarrow \infty}\left(\mathcal{J}\left(v_{n}, w_{n}\right)-\frac{1}{2} \mathcal{J}^{\prime}\left(v_{n}, w_{n}\right)\left[\left(v_{n}, w_{n}\right)\right]\right) \\
& \geqq \mathcal{J}(v, w)-\frac{1}{2} \mathcal{J}^{\prime}(v, w)[(v, w)]=\mathcal{J}(v, w) .
\end{aligned}
$$

Since $(v, w) \in \mathcal{N}, \mathcal{J}(v, w)=c_{\mathcal{N}}$ and $E=v+w$ solves (1.1). Note that here we have not assumed $\mathcal{K}$ has finitely many distinct orbits.
(b) In order to complete the proof we use directly Theorem 3.5(b). That (I1)(I8) are satisfied and $(M)_{0}^{\beta}$ holds for all $\beta>0$ follow from Proposition 4.4, Corollary 4.8 and Lemma 6.1.

## 7. A remark on the Schrödinger equation

Theorem 3.5 can also be used to deal with the Schrödinger equation or a system of equations. In particular, one can use it to obtain alternative proofs of the results in $[18,36]$. Contrary to [18], we do not need to use nonsmooth critical point theory.

Below we briefly discuss a very simple application of Theorem 3.5, yet our result extends and complements known ones. We leave the details to the reader. We look for solutions to the equation

$$
\begin{equation*}
-\Delta u=f(x, u), \quad x \in \mathbb{R}^{N}, N \geq 3 \tag{7.1}
\end{equation*}
$$

The functional

$$
\mathcal{J}(u):=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x-\int_{\mathbb{R}^{N}} F(x, u) \mathrm{d} x
$$

corresponding to (7.1) is of class $\mathcal{C}^{1}$ on $\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$ if $f$ satisfies the following assumptions:
(AF1) $F: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is differentiable with respect to the second variable $u \in \mathbb{R}$ and $f:=\partial_{u} F: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function (that is, measurable in $x \in \mathbb{R}^{N}$, continuous in $u \in \mathbb{R}$ for almost every $x \in \mathbb{R}^{N}$ ). Moreover, $f$ is $\mathbb{Z}^{N}$-periodic in $x$, that is, $f(x, u)=f(x+y, u)$ for $x \in$ $\mathbb{R}^{N}, u \in \mathbb{R}$ and $y \in \mathbb{Z}^{N} ;$
(AF2) $\lim _{u \rightarrow 0} f(x, u) /|u|^{2^{*}-1}=\lim _{|u| \rightarrow \infty} f(x, u) /|u|^{2^{*}-1}=0$ uniformly in $x$ where $2^{*}:=2 N /(N-2) ;$
(AF3) $F(x, u) / u^{2} \rightarrow \infty$ uniformly in $x$ as $|u| \rightarrow \infty$;
(AF4) $f(x, u) /|u|$ is non-decreasing on $(-\infty, 0)$ and on $(0, \infty)$.
Note that there is no convexity-type assumption similar to (F2). However, (AF4) implies (not necessarily uniform) convexity of $F$ as well as (F4). Since the quadratic part of $\mathcal{J}$ is positive definite, we have $X^{+}=\mathcal{M}=\mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right)$ and $\widetilde{X}=\{0\}$, so $m(u)=u$ here and we easily check (I1)-(I8) from Section 3. In fact (I2)-(I4) are trivially satisfied, (I5) is an empty condition and (I8) becomes much simpler because $v$ is necessarily 0 . Using Theorems 3.3 and 3.5 we obtain the following result:

Theorem 7.1. Assume that (AF1)-(AF4) hold. Then
(a) Equation (7.1) has a ground state solution, that is, there is a critical point $u \in \mathcal{N}$ of $\mathcal{J}$ such that

$$
\mathcal{J}(u)=\inf _{\mathcal{N}} \mathcal{J}>0
$$

where

$$
\mathcal{N}:=\left\{u \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N}\right): u \neq 0, \mathcal{J}^{\prime}(u)(u)=0\right\} ;
$$

(b) If in addition $F$ is even in $u$, then there is an infinite sequence $\left(u_{n}\right) \subset \mathcal{N}$ of geometrically distinct solutions of (1.1), that is, solutions such that $\left(\mathbb{Z}^{N} * u_{n}\right) \cap$ $\left(\mathbb{Z}^{N} * u_{m}\right)=\emptyset$ for $n \neq m$ where

$$
\mathbb{Z}^{N} * u_{n}:=\left\{u_{n}(\cdot+y): y \in \mathbb{Z}^{N}\right\} .
$$

Problem (7.1) with growth of the form (AF2) is the so called zero mass case introduced in [11] for the autonomous nonlinearity $f(x, u)=f(u)$. In the nonautonomous case it has been studied for example in [9,15], see also the references therein. In $[9,15]$ more restrictive growth conditions have been imposed. In particular, $F$ is of order $|u|^{q}$ for small $|u|>0$ and of order $|u|^{p}$ for $|u|$ large where $2<p<2^{*}<q$. This makes it necessary to work in the Orlicz space $L^{p}\left(\mathbb{R}^{N}\right)+L^{q}\left(\mathbb{R}^{N}\right)$. In Theorem 7.1 we are able to deal with a class of nonlinearities with less restrictive growth conditions (AF2) and we no longer need to use any Orlicz setting.
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