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Abstract
Summary  This study utilized deep learning to classify osteoporosis and predict bone density using opportunistic CT scans 
and independently tested the models on data from different hospitals and equipment. Results showed high accuracy and 
strong correlation with QCT results, showing promise for expanding osteoporosis screening and reducing unnecessary 
radiation and costs.
Purpose  To explore the feasibility of using deep learning to establish a model for osteoporosis classification and bone 
density value prediction based on opportunistic CT scans and to verify its generalization and diagnostic ability using an 
independent test set.
Methods  A total of 1219 cases of opportunistic CT scans were included in this study, with QCT results as the reference 
standard. The training set: test set: independent test set ratio was 703: 176: 340, and the independent test set data of 340 cases 
were from 3 different hospitals and 4 different CT scanners. The VB-Net structure automatic segmentation model was used 
to segment the trabecular bone, and DenseNet was used to establish a three-classification model and bone density value 
prediction regression model. The performance parameters of the models were calculated and evaluated.
Results  The ROC curves showed that the mean AUCs of the three-category classification model for categorizing cases into 
“normal,” “osteopenia,” and “osteoporosis” for the training set, test set, and independent test set were 0.999, 0.970, and 0.933, 
respectively. The F1 score, accuracy, precision, recall, precision, and specificity of the test set were 0.903, 0.909, 0.899, 
0.908, and 0.956, respectively, and those of the independent test set were 0.798, 0.815, 0.792, 0.81, and 0.899, respectively. 
The MAEs of the bone density prediction regression model in the training set, test set, and independent test set were 3.15, 
6.303, and 10.257, respectively, and the RMSEs were 4.127, 8.561, and 13.507, respectively. The R-squared values were 
0.991, 0.962, and 0.878, respectively. The Pearson correlation coefficients were 0.996, 0.981, and 0.94, respectively, and 
the p values were all < 0.001. The predicted values and bone density values were highly positively correlated, and there was 
a significant linear relationship.
Conclusion  Using deep learning neural networks to process opportunistic CT scan images of the body can accurately predict 
bone density values and perform bone density three-classification diagnosis, which can reduce the radiation risk, economic 
consumption, and time consumption brought by specialized bone density measurement, expand the scope of osteoporosis 
screening, and have broad application prospects.

Keywords  Artificial intelligence · Bone density classification · Bone density prediction · Convolutional neural network · 
Opportunistic CT scan · Osteoporosis screening
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AUC​	� Area under the curve
LoA	� Limits of agreement
LDCTchest	� Low-dose computer tomography of chest
CDCTchest	� Conventional dose computer tomography of 

chest
ABD	� Abdomen
M	� Male
F	� Female
OP	� Osteoporosis
OPE	� Osteopenia
Nml	� Normal
trn	� Train set
tst	� Test set
ITS	� Independent test set

Introduction

Osteoporosis is closely related to population aging. Since 
2010, population aging has accelerated in China. Accord-
ing to the data released by the Office of the Leading Group 
of the State Council for the National Population Census [1, 
2],compared to 2010, the total population of China increased 
by 5.77% in 2020, with an increase of 5.73% and 5.82% for 
males and females, respectively. The population aged 50 and 
above increased by 44.10%, with an increase of 43.41% for 
males and 44.79% for females. The female population is 7.29 
million more than the male population. Meanwhile, the popu-
lation aged below 50 decreased by 7.23%. Based on this data, 
a clear trend is shown: the population aged 50 and above is 
rapidly increasing. According to recent studies, the prevalence 
of osteoporosis in the population aged 50 and above is 29.1%, 
which is equivalent to 49.3 million females and 10.9 million 
males who are at risk of osteoporosis and osteoporotic frac-
tures [3]. By 2050, it is projected that there will be 5.99 mil-
lion cases of osteoporotic fractures annually, costing $25.43 
billion. This represents a 2.7-fold increase since 2010 [4]. 
Over 20% of hip fracture patients will not survive beyond 
one year [5], while 20–60% of hip fracture patients will still 
require assistance to perform various household activities of 
daily living 1 year after the fracture [6].

Several studies have demonstrated that early interven-
tion in patients with a high risk of fracture can lead to a 
significant reduction in fracture occurrence [7–9]. There-
fore, it is especially critical to conduct osteoporosis screen-
ing and fracture risk assessment in patients. Bone density 
measurement plays a crucial role in the evaluation of osteo-
porosis and fracture risk. Bone density measurement is an 
internationally acknowledged diagnostic criterion for oste-
oporosis, with dual-energy X-ray absorptiometry (DXA) 
and quantitative computed tomography (QCT) being the 
two most extensively utilized methods in clinical settings. 
Compared to QCT, DXA is a two-dimensional method for 

measuring bone mineral density (BMD), and its planar 
nature precludes direct assessment of trabecular bone in 
the spine. On the other hand, QCT offers a true 3D BMD 
measurement, and compared to DXA, it is less affected 
by severe degenerative changes, vascular calcifications, 
oral contrast agents, and body positions in the spine. As a 
result, QCT is being increasingly acknowledged as a more 
precise approach for quantitatively assessing osteoporosis 
[10]. However, there are also certain limitations of QCT 
in practical applications. The use of standardized software 
and strict calibration is required for QCT, and it cannot 
be applied to different CT scanners simultaneously, which 
means that complex post-processing and higher application 
costs are involved. Screening for osteoporosis is still not 
widely utilized despite its importance [11]. In the USA, 
less than 23% of individuals have undergone BMD evalu-
ation using DXA as recommended [12]. Access to DXA is 
scarce in China, with only 0.46 DXA systems available per 
million inhabitants [13], and the availability of QCT sys-
tems is even lower. However, the number of CT scanners is 
much higher than that of DXA and QCT systems, with 18.2 
scanners per million people in 2019 and 34 scanners per 
million people by the end of 2021 [14]. Numerous patients 
undergo CT scans every year in China for various medical 
reasons, and low-dose chest CT scans are utilized as a part 
of Healthy China 2030, a new long-term health strategy, 
for early screening of lung cancer. However, the majority of 
CT images obtained through these scans cannot be utilized 
for QCT bone density testing.

There has been a growing interest and utilization of arti-
ficial intelligence, specifically deep learning and machine 
learning, in the field of medical imaging in recent years 
[15–17]. This technology has the potential to provide auto-
mated and accurate tools for utilizing a large volume of CT 
images for osteoporosis screening, enabling early interven-
tion to prevent fractures [18, 19]. This study aims to create 
a deep learning model that can be used for opportunistic 
osteoporosis screening. The model classifies the severity of 
osteoporosis and predicts bone density values, and its per-
formance will be validated.

Materials and methods

Ethical approval

All procedures involving human participants were conducted 
as per the ethical standards of the institutional research 
committee and the 1964 Helsinki Declaration and its later 
amendments or comparable ethical standards. The study was 
approved by the Institutional Review Board and the ethics 
committee (IRB No.PJ2022-047–02) of the Affiliated Hospi-
tal of Chengdu University, and the need for individual patient 
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consent was waived because this was a retrospective study 
utilizing anonymized data.

Participants

In this study, we collected 1542 cases of images in 6 batches 
according to the registration order of QCT examination from 
four CT scanners. The examination methods of these case 
images included low-dose CT for lung cancer screening, rou-
tine-dose CT of the chest, CT of the lumbar vertebrae, and 
CT of the abdomen. Batches 1, 2, and 3 were from Chengdu 
University Affiliated Hospital (uCT 550, United Imaging 
Healthcare, Shanghai, China); batch 4 was from Chengdu 
University Affiliated Hospital (LightSpeed VCT, GE Health-
care, Waukesha, WI, USA); batch 5 was from West China 
Second Hospital of Sichuan University (Revolution CT, GE 
Healthcare, Milwaukee, WI, USA); and batch 6 was from 
Chengdu University School Hospital (uCT 780, United 
Imaging Healthcare, Shanghai, China). The images from 
batches 1, 2, 3, and 5 were used not only for other medical 
diagnosis but also directly for QCT bone density measure-
ment and obtaining quantitative BMD (BMDQCT) data at the 
same time. The CT images of batches 4 and 6 were obtained 
for other diagnostic purposes, but QCT bone density meas-
urements were performed on the patients within 1 month 
before or after these CT examinations. To eliminate inter-
ference from other factors and obtain QCT measurement 
results as a reference standard with BMDQCT, we excluded 
cases with a history of thoracic or lumbar spine surgery, 
vertebral compression fractures, and spinal tumors and cases 
that did not include the complete inferior margin of the sec-
ond lumbar vertebra. Figure S1 illustrates the process of 
data selection and experimental workflow. The tube voltage 
used for all different CT examination procedures is set to 
120 kV. For low-dose chest CT scans, the tube current is 
set to 50–70 mA, while for other body parts or conventional 
dose chest CT, the tube current is automatically adjusted.

QCT post‑processing and BMD measurement

In this study, QCT measurements were used as the basis 
for diagnosis and prediction of bone density. According to 
the recommendations for using QCT to diagnose osteopo-
rosis by the International Society for Clinical Densitometry 
(ISCD) and the American College of Radiology (ACR), the 
diagnostic criteria were set as follows: BMD ≥ 120 mg/cm3 
was considered normal, BMD ≤ 80 mg/cm3 was consid-
ered osteoporosis, and BMD between 80 and 120 mg/cm3 
was considered osteopenia [20–22]. Prior to deep learning 
research, all CT images of the cases were subjected to bone 
density measurement using a specialized QCT post-process-
ing workstation (Mindways QCT Pro, version 6.1, Austin, 
Texas, USA), and quality control analysis was performed 

using the MINDWAYS Model 4 CT Calibration Phantom on 
the same day. Cancellous bone in the 12th thoracic vertebra, 
as well as the 1st and 2nd lumbar vertebrae, was measured 
using chest CT images, including low-dose chest CT [23]. 
Lumbar and abdominal CT images were used to measure 
cancellous bone in the first to third lumbar vertebrae. The 
oval region of interest (ROI) was delineated in the central 
region of the vertebral body, avoiding the perivertebral cor-
tical bone and vein areas. This ROI should be as large as 
possible within the cancellous bone of the vertebral body. 
After measurement, the mean value of the measured can-
cellous bone density of the vertebral body was taken as the 
participant’s bone density value.

Data preparation for deep learning

All data were segmented using a pre-trained automatic seg-
mentation model based on the VB-Net architecture on the 
uAI Research portal (Ver.20220230, United Imaging Intel-
ligence, Shanghai, China). uAI Research Portal (uRP) is a 
comprehensive medical image analysis software designed 
for scientific research. Its main objective is to provide a wide 
range of functionalities and tools that support various visu-
alizations and advanced analysis techniques. These capa-
bilities include automatic segmentation, registration, and 
classification, making it suitable for a variety of medical 
imaging modalities, diseases, and application [24]. The seg-
mentation module in uRP can automatically delineate ROIs 
from single-modal and multimodal 2D/3D data. The VB-Net 
architecture is one of the partitioning architectures used for 
this purpose. The V-Net architecture proposed by Milletari 
et al. [25] was originally developed for prostate segmenta-
tion by training an end-to-end fully convolutional network 
on MRI. It has two distinct paths: the left contraction path 
extracts high-level context via convolutions and downsam-
pling, while the right expanding path merges high-level con-
text and detailed local information through skip connections, 
enabling accurate boundary localization. By using residual 
functions and skip connections, V-Net demonstrates superior 
segmentation accuracy compared to many classical CNNs. 
The VB-Net replaces conventional convolutional layers in 
V-Net with bottleneck structures. This architecture variation 
led us to name it VB-Net (“B” for bottleneck). The bottle-
neck structure has three convolutional layers. Performing 
spatial convolutions on feature maps with reduced channels 
provides two main benefits: (1) significantly smaller model 
size and (2) faster inference time. This study utilized VB-Net 
for precise spinal segmentation to enable subsequent bone 
density classification and prediction. In this study, we devel-
oped a three-category classification model for categorizing 
bone density into normal, osteopenia, and osteoporosis, as 
well as a regression model for bone density prediction, based 
on the DenseNet architecture. The DenseNet architecture, 
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proposed by Huang et al.26, is a deep learning model widely 
used for computer vision tasks like image classification and 
object detection. It introduces unique inter-layer connec-
tivity. Unlike CNNs where information flows sequentially, 
DenseNet establishes direct connections between layers 
in dense blocks. This connectivity enables direct gradient 
access for all layers, allowing efficient network-wide infor-
mation flow. The DenseNet architecture comprises multiple 
dense blocks, transition layers, and a classification layer. 
In each dense block, a layer’s inputs are concatenated with 
previous layers’ outputs, forming dense connections that 
facilitate information and gradient flow, alleviating vanish-
ing gradients, and enabling training of very deep models.

After automatic segmentation of vertebral bodies, the 
researchers performed erosion operations along the x, y, 
and z axes in six directions with a depth of 3 mm to obtain 
trabecular bone as the ROI. They calculated the ROI-related 
information, including the coordinates of the ROI center 
point, as well as the width, height, and depth of the ROI, 
and generated a list of original image paths, class labels, 
and ROI information pairs to prepare for subsequent deep 
learning network inference. The network used the original 
image as a single-channel input, sampled around the ROI 
region in the original image based on the ROI information, 
and performed various data augmentations such as rotation 
and translation to increase the diversity of training samples. 
The data was preprocessed by resampling, cropping, and 
data normalization based on the crop_size, spacing, and 
crop_normalizers parameters.

A bone density three-classification model and a bone 
density measurement regression model were constructed 
based on a merged dataset from batch 1, batch 2, and batch 
3. The training set and test set were randomly divided in an 
8: 2 ratio. Batch 4, batch 5, batch 6, and combined batch 
(i.e., the merged batch 4, batch 5, and batch 6) were used as 
independent test sets.

Bone density diagnostic three‑classification model

Models training, saving, and validation

Focal loss is a loss function commonly employed in machine 
learning and deep learning models, specifically in object 
detection tasks [27]. It addresses the issue of class imbal-
ance where there is a significant disparity in sample numbers 
across different classes. Unlike standard loss functions like 
cross-entropy which disproportionately penalize misclassi-
fications of minority classes and hinder learning under class 
imbalance, focal loss assigns greater emphasis to misclas-
sified samples from the minority class. By introducing a 
modulating factor to cross-entropy loss, focal loss reduces 
the impact of easy examples during training, gives higher 
weights to misclassified samples, and focuses on those that 

are harder to classify. Considering the imbalanced sample 
distribution in our study, we ultimately opted for focal loss 
as the loss function for our network. In this study, the pre-
processed samples were input into the DenseNet network 
for training (Fig. 1). Focal loss was used to evaluate the loss 
during the training process. In iterative training, the network 
loss decreased gradually. The model was automatically saved 
every 20 iterations of training and tested on the test set sam-
ples to obtain prediction information for each test sample. 
Since the decrease of loss value during training only reflects 
the convergence of the model, it is unnecessary to reduce 
the loss to a specific value. The training was stopped when 
the network loss decreased to be adequately low and stable.

Classification performance evaluation

When evaluating the performance of a classification model, 
various performance metrics are calculated, including AUC, 
F1 score, recall, precision, specificity, and accuracy. Then, 
the optimal model is selected based on the comprehensive 
performance metrics and evaluated using an independent test 
set, and the ROC curve is plotted.

Bone density prediction regression model

Model training, saving, and validation

After completing image segmentation and ROI establish-
ment according to the previous description, the preprocessed 
samples were fed into the DenseNet network for training 
(Fig. 1). The mean squared error (MSE) was used to evalu-
ate the loss during the training process. During the iterative 
training process, the network’s loss gradually decreased, and 
the model was automatically saved every 20 iterations of 
training. The saved model was then tested using the test set 
samples to obtain the predicted information for each test 
sample. The network training ended when the loss decreased 
to a sufficiently low level. Parameter table of neural network 
is shown in TableS4.

Regression model performance evaluation

Calculate the root mean squared error (RMSE) and mean 
absolute error (MAE) between the predicted bone den-
sity values and BMDQCT for each model, select the opti-
mal model, and evaluate it using the independent test sets. 
Calculate the Pearson correlation coefficient, and plot the 
Bland–Altman plot and correlation coefficient plot. MAE 
and root mean square error (RMSE) were calculated using 
Python V3.7.4, and Pearson correlation coefficient and p 
value were calculated using R language V4.1.2. The cor-
relation plots and Bland–Altman plots were created using R 
language V4.1.2 and package blandr V0.5.1.
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Results

Patients

A total of 1219 cases were included, with 199, 595, 85, 42, 
20, 278, and 340 cases being enrolled in batch 1 to batch 6, as 
presented in Table S1 and Figure S1. The ratio of the train-
ing set, test set, and independent test set was 703: 176: 340, 
as illustrated in Table S2. The SPSSPRO online data analysis 
platform (https://​www.​spssp​ro.​com/) was used to perform 
one-way ANOVA to test for significant differences in age 
among different batches. The result showed that F = 4.225, 
p = 0.001, indicating that there was a statistically significant 
difference in age among different batches. Using Pearson’s 
chi-square test, we analyzed whether there were significant 
differences in gender, scanning site, and QCT bone density 
classification among different batches. The results showed 
that the 2 values of these three variables were 68.446, 
603.59, and 146.79, respectively, with p values of 0.000, 
indicating that the differences in these three variables among 
different batches were statistically significant. Further effect 
size analysis showed that the Crammer’s V values of gen-
der, scanning site, and QCT bone density classification were 
0.237, 0.406, and 0.245, respectively, indicating a moderate 
degree of difference among these three variables across dif-
ferent batches.

Evaluation of the three‑class model for bone density 
diagnosis

The three-class classification model achieved an area 
under the curve (AUC) of 0.97 on the test set, with an 
F1 score of 0.903, accuracy of 0.909, precision of 0.899, 
recall of 0.908, and specificity of 0.956. Table 1 shows 
the performance metrics of the three-class model on the 
training and test sets, while Table 2 displays the confusion 
matrix for the model. Figure 2A displays the ROC curve 
for the three-class model on the test set, with the area 
under the curve (AUC) for the three classifications being 
0.99 for normal bone density, 0.94 for osteopenia, and 0.98 
for osteoporosis. The three-classification model achieved 
an AUC of 0.933 on the independent test set (combined 
batch), with an F1 score of 0.798, accuracy of 0.815, pre-
cision of 0.792, recall of 0.81, and specificity of 0.899. 
Table 1 shows the performance metrics of the three-class 
model on the independent test set, while Table 2 displays 
the confusion matrix for the model. Figure 2B displays 
the ROC curve for the three-class model on the independ-
ent test set, with the area under the curve (AUC) for the 
three classifications being 0.974 for normal bone density, 
0.880 for osteopenia, and 0.945 for osteoporosis. Table S3 
shows the details of QCT classification mismatched cases 
in three-class model predictions.

Fig. 1   Bone density classification and bone density value prediction network training flowchart

https://www.spsspro.com/
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Performance evaluation of bone density prediction 
model

The deep learning network was trained for 2200 iterations 
with mean square error as the loss function. After over 1200 
iterations, the loss became stable. The MAEs of the bone 
density prediction regression model on the training set, test 

set, and independent test set are 3.15, 6.303, and 10.257, 
respectively. The RMSEs for the same sets are 4.127, 8.561, 
and 13.507, respectively. The R-squared values are 0.991, 
0.962, and 0.878, respectively. The Pearson correlation coef-
ficients (ρ) are 0.996, 0.981, and 0.94, with p values < 0.001, 
indicating a very strong positive correlation and a significant 
linear relationship between the bone density values predicted 

Table 1   Evaluation metrics for 
the three-classification model 
for bone density classification

Combined batch: batches 4, 5, and 6

AUC (95% CI) F1 score Accuracy Precision Recall Specificity

Training set 0.999 (0.999–1.000) 0.983 0.983 0.982 0.985 0.992
Test set 0.970 (0.949–0.990) 0.903 0.909 0.899 0.908 0.956
Batch 4 0.937 (0.842–1.000) 0.853 0.857 0.854 0.856 0.928
Batch 5 0.981 (0.918–1.000) 0.888 0.9 0.915 0.889 0.948
Batch 6 0.930 (0.899–0.959) 0.766 0.802 0.755 0.785 0.886
Independent test set 

(combined batch)
0.933 (0.906–0.960) 0.798 0.815 0.792 0.81 0.899

Table 2   Confusion matrix of 
the three-classification model

OP osteoporosis, OPE osteopenia, Nml normal
Subscript: trn train set, tst test set, ITS independent test set, CNN convolutional neural network

OPtrn OPEtrn Nmltrn Tottrn OPtst OPEtst Nmltst Tottst OPITS OPEITS NmlITS TotITS

OPCNN 189 4 0 193 44 6 0 50 159 24 0 183
OPECNN 0 221 7 228 2 43 6 51 18 70 6 94
NmlCNN 0 1 281 282 0 2 73 75 0 15 48 63
TotCNN 189 226 288 703 46 51 79 176 177 109 54 340

Fig. 2   The ROC curve of the three-classification model for the test 
set (A) and the independent test set (B), where the light blue line rep-
resents the ROC curve for diagnosing class 0 cases, the orange line 
represents the ROC curve for diagnosing class 1 cases, and the dark 
blue line represents the ROC curve for diagnosing class 2 cases. The 

black dashed line represents the macro-average ROC curve. Class 0 
represents normal bone density diagnosed by QCT, class 1 represents 
osteopenia diagnosed by QCT, and class 2 represents osteoporosis 
diagnosed by QCT
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by the regression model and BMDQCT, as shown in Table 3. 
Figure 3 shows the Bland–Altman plot and correlation coef-
ficient plot of the bone density values predicted by the deep 
learning model relative to BMDQCT.

Discussion

In this study, we used opportunistic CT scan data from the 
chest, abdomen, and spine and applied automatic segmenta-
tion to obtain the ROI for trabecular bone. We developed a 
DenseNet-based three-classification model for bone density 
and a regression model for predicting bone density values. 
The experimental results demonstrated that the three-clas-
sification model accurately classified the trabecular bone 
density of the spine, and the bone density value prediction 
regression model accurately predicted the trabecular bone 
density values of the spine. The predicted values were found 
to be highly consistent with the reference values obtained 
from QCT, indicating a strong positive correlation and sig-
nificant linear relationship between them.

Analysis of results from the three‑classification 
model

In this study, we developed a three-classification model to 
classify bone density in opportunistic CT scans, aiming to 
classify different patients into normal, osteopenia, and osteo-
porosis categories. In the training, test, and independent test 
sets, the model achieved macro-average ROC curve AUCs 
of 0.99, 0.97, and 0.93, respectively. In the independent 
test set, the AUCs for classifying cases with QCT results 
of normal bone density, osteopenia, and osteoporosis were 
0.974, 0.880, and 0.945, respectively. In the test set, the cor-
responding AUCs were 0.989, 0.936, and 0.982 (Fig. 2).

According to the classification criteria set in the study, 
there were a total of 34 cases where the reference value 
(BMDQCT) was osteopenia but predicted as osteoporosis, 
including four in the training set, six in the test set, and 

24 in the independent testing set. Among these cases, 
27 (79.41%) had a BMDQCT difference from the 80 mg/
cm3 boundary of less than 10, and even some cases had 
a difference of less than 1. There were 18 cases in total, 
including one in the training set, two in the test set, and 
15 in the independent testing set, where the BMDQCT was 
osteopenia but predicted as normal. Among these cases, 
11 (61.11%) had a BMDQCT difference from the 120 mg/
cm3 boundary of less than 10. There were 19 cases in 
total, including seven in the training set, six in the test set, 
and six in the independent testing set, where the BMDQCT 
was normal but predicted as osteopenia. Among these 
cases, 16 (84.21%) had a BMDQCT difference from the 
120 mg/cm3 boundary of less than 10. There were 20 
cases in total, including two in the test set and 18 in the 
independent testing set, where the BMDQCT was osteo-
porosis but predicted as osteopenia. Among these cases, 
14 (77.78%) had a BMDQCT difference from the 80 mg/
cm3 boundary of less than 10. No cases were predicted as 
osteoporosis when the BMDQCT was normal, and no cases 
were predicted as normal when the BMDQCT was osteopo-
rosis. As BMD values differ between different vertebrae 
in QCT measurements, the study set the average value as 
the reference value, so the predicted value is meaningful 
when it is close to the BMDQCT. BMD value prediction 
can more accurately reflect bone density and avoid the 
classification crossover phenomenon caused by the pre-
dicted value being close to the boundary in classification.

According to the ROC curves of the three-classification 
model, the AUCs for diagnosing cases with normal bone 
density and osteoporosis in the test set were similar, at 0.99 
and 0.98, respectively, and higher than the AUC (0.94) for 
diagnosing cases with osteopenia as the reference value. In 
the independent testing set, the AUCs for diagnosing cases 
with normal bone density and osteoporosis were 0.974 and 
0.945, respectively, also higher than the AUC (0.88) for 
diagnosing cases with osteopenia, which has two threshold 
values of 80 mg/cm3 and 120 mg/cm3. The higher likelihood 
of cases close to the threshold values in cases with osteope-
nia makes it easier to make classification errors, compared 
to normal bone density and osteoporosis, which only have 
one threshold value. Therefore, the classification model has 
a stronger diagnostic ability for normal bone density and 
osteoporosis.

In the study by Rastegar et al., they used radiomics to 
classify bone mineral densitometry images of the hip joint 
and lumbar spine, achieving an AUC of 0.50–0.78. However, 
this method had lower classification ability than the deep 
learning combined with CT scanning method used in this 
study [28]. Yasaka et al. also used a convolutional neural 
network (CNN) model to predict BMD from lumbar spine 
CT images and compared it with DXA. The AUC for diag-
nosing osteoporosis was 0.965 and 0.970 in the internal and 

Table 3   Performance metrics for the bone density prediction regres-
sion model

Combined batch: batches 4, 5, and 6

Set MAE RMSE R-squared ρ p value

Training set 3.15 4.127 0.991 0.996  < 0.001
Test set 6.303 8.561 0.962 0.981  < 0.001
Batch 4 11.44 15.512 0.892 0.948  < 0.001
Batch 5 15.169 18.508 0.85 0.943  < 0.001
Batch 6 9.725 12.733 0.85 0.931  < 0.001
Independent test 

set (combined 
batch)

10.257 13.507 0.878 0.94  < 0.001
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external test sets, respectively, which is similar to our study. 
However, unlike our study, the AUC in the independent test-
ing set was lower than in the test set [29].

In this study, we established a regression model to predict 
BMD values, and the MAEs on the test set and independ-
ent test set were 6.303 and 10.257, respectively, while the 
RMSEs were 8.561 and 13.507, respectively. MAE is the 
average of the absolute errors, and RMSE is the square root 
of the mean squared difference between the predicted and 
reference values. In this study, the comparison of MAE and 
RMSE between the test set and independent test set showed 
no significant difference, indicating that the differences 
between the predicted BMD values and reference values 
were stable, and there were no large outliers. The R2 val-
ues in the test set and independent test set were 0.962 and 
0.878, respectively, indicating a good fit of the regression 
equation. In addition, the Pearson’s correlation coefficients 
on the test set and independent test set were 0.981 and 0.94, 
respectively, with p < 0.001, indicating a strong linear corre-
lation and high similarity between the predicted BMD values 
and BMDQCT. Fang et al. used a regression model based on 
DenseNet to predict BMD values for some cases in three 
testing cohorts, with R2 ranging from 0.780 to 0.948, simi-
lar to this study [30]. Pan et al. also predicted BMD values 
using a deep learning model, with R2 ranging from 0.964 to 
0.968. Bland–Altman analysis also showed good consist-
ency between the predicted BMD values and QCT reference 
values, consistent with the results of this study [31].

As an important medical imaging examination, CT 
scan is an important diagnostic tool for many diseases 

[32], especially after experiencing the COVID-19 pan-
demic for 3 years, people pay more attention to health 
issues, and the number of people visiting hospitals or 
health centers for examination has increased significantly, 
with many undergoing CT scans, but many of them have 
not undergone DXA or QCT bone density examinations 
[33]. Since there is a significant overlap between patients 
undergoing CT scans for other diseases and those with 
osteoporosis risk factors and most of the current body 
CT scans are volumetric scans, there is an opportunity to 
use these CT images for bone density assessment [11]. If 
we have a method to directly evaluate bone density based 
on these CT data, we can significantly expand the scope 
of osteoporosis screening, enable more people to receive 
early intervention, and prevent fractures, thus achieving 
the goal of improving quality of life, reducing mortality, 
and lowering costs [16, 31]. This study demonstrates that 
accurate prediction of bone density values and diagnosis 
of bone density abnormalities can be achieved through 
deep learning neural networks, reducing the economic and 
time costs of additional DXA bone density testing and 
even eliminating the need for additional radiation expo-
sure for patients [34]. Moreover, it can accurately measure 
trabecular bone density. Compared with QCT, the biggest 
advantage of the bone density prediction method in this 
study is that it is not limited to a single device, does not 
require planning and calibration of QCT scans before the 
examination, and can use retrospective CT data for BMD 
measurement without additional manual post-processing, 
significantly expanding the scope of osteoporosis screen-
ing and improving efficiency [35]. It can also achieve diag-
nostic prediction results comparable to QCT. Studies have 
shown that there are significant differences in the access 
and quality of DXA services globally, and the deep learn-
ing screening method based on opportunistic CT scans is 
expected to reduce this variability [36].

Although DXA is still one of the gold standard methods to 
categorize patients into “normal,” “osteopenia,” or “osteoporo-
sis” according to the WHO classification, QCT can provide a 
reliable assessment standard as it assesses bone density based 
on three-dimensional volumetric data and can avoid interference 
from factors such as aortic calcification and osteoporosis [37]. 
Therefore, we adopted QCT as the reference standard for BMD 
measurement in this study. In addition, using QCT as the refer-
ence standard can provide more research samples for our study, 
as the number of subjects undergoing QCT far exceeds those 
who have undergone both CT and DXA examinations. In our 
study, we excluded cases that would significantly affect vertebral 
density beforehand. For the deep learning modeling and test 
in the regions of interest, we used all scanned vertebrae, while 
the ROI for chest CT cases measured by QCT was the L1-2 
vertebrae, and the ROI for abdominal and lumbar CT cases was 
the L1-3 vertebrae. The average BMD values of each vertebra 

Fig. 3   Correlation plot and Bland–Altman plot of train set (B). A A 
scatter plot of BMDQCT and predicted BMD in training set (A, B), 
test set (C, D), and independent test set (E, F). The horizontal axis 
shows BMDQCT. The vertical axis shows predicted BMD. Correlation 
plot with confidence interval set at 95% (shadowed area). Red line 
represents reference line; blue line is regression line. Blue crosses are 
distribution dots. The Pearson’s correlation coefficient for the training 
set is 0.996; for the test set, it is 0.981; and for the independent test 
set, it is 0.94. The R-squared value for the training set is 0.991; for the 
test set, it is 0.962; and for the independent test set, it is 0.878. The 
p value is less than 0.001. B In the Bland–Altman plot, the horizon-
tal axis shows the average of the results for each sample measured by 
the two methods, and the vertical axis shows the difference between 
the two methods. The limits of agreement (LoA) are shown as dashed 
orange lines with 95% confidence intervals (light orange areas), while 
the bias is shown as a dashed blue line with a 95% confidence interval 
(light blue area). The degree of agreement between the two measure-
ments is reflected by the tightness of the distribution of points around 
the central mean line. Outliers are observations that lie above and 
below the light red bands, respectively. In the Bland–Altman plot of 
the training set, the mean difference is 0.26, the higher LoA is 8.33, 
the lower LoA is − 7.82, and 0.036% (25/703) of the points are out-
side the 95% LoA. For the test set, the mean difference is 0.629, the 
higher LoA is 17.41, the lower LoA is − 16.15, and 0.051% (9/176) 
scatters are outside the 95% LoA. For the independent test set, the 
mean difference is − 0.956, the higher LoA is 25.49, the lower LoA 
is − 27.40, and 0.05% (17/340) points are outside the 95% LoA

◂



126	 Osteoporosis International (2024) 35:117–128

1 3

measured by QCT were used as the reference values. According 
to the results of the final regression model, although the pre-
dicted and reference BMD values were highly consistent, there 
were still some small differences between them. Considering the 
measurement range, the BMD values predicted by the regression 
model may better reflect the overall spine bone density situation.

Limitations and prospects

(1) The compressed vertebrae were not automatically 
excluded during the automatic segmentation process, and 
the method used was to manually exclude relevant cases. (2) 
The method used to select vertebral bodies and subchondral 
bone through automatic segmentation and erosion did not 
specifically remove small influencing factors such as bone 
islands. (3) The training set was from a single device. (4) 
Bone density measurements were concentrated on the spine, 
and the relationship between hip joint bone density meas-
urements and bone density has not yet been studied. (5) The 
relationship between the predicted bone density values and 
the risk of fractures has not yet been studied. (6) In future 
studies, an automatic segmentation model should be estab-
lished to remove vertebrae and factors affecting vertebral 
bone density in images that are not suitable, such as com-
pression fractures, bone islands, vertebral hemangiomas, and 
internal fixation, and retain vertebrae that meet the criteria 
to expand the model’s applicability range.

Conclusion

In this study, we utilized opportunistic CT scan data from dif-
ferent medical institutions and CT devices for chest, abdomen, 
and spine to establish and validate a deep learning convolu-
tional neural network-based bone density three-classification 
model and bone density value prediction regression model. 
We found that these models can accurately predict bone 
density values and perform bone density three-classification 
diagnosis, reducing the radiation risk, economic costs, and 
time consumption associated with specialized bone density 
measurement, expanding the population scope of osteoporosis 
screening, and helping to improve the screening efficiency and 
accuracy of osteoporosis, with broad application prospects in 
reducing the incidence of osteoporotic fractures, improving 
patient quality of life, and reducing mortality rates.
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