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Abstract A method has been implemented and tested for
estimating bias and scale factor parameters for all six indi-
vidual accelerometers that will fly on-board of GOCE and
together form the so-called gradiometer. The method is based
on inclusion of the individual accelerometer observations in
precise orbit determinations, opposed to the baseline method
where so-called common-mode accelerometer observations
are used. The method was tested using simulated data from a
detailed GOCE system simulator. It was found that the obser-
vations taken by individual accelerometers need to be cor-
rected for (1) local satellite gravity gradient (SGG), and (2)
rotational terms caused by centrifugal and angular accelera-
tions, due to the fact that they are not located in the satellite’s
center of mass. For these corrections, use is made of a refer-
ence gravity field model. In addition, the rotational terms are
derived from on-board star tracker observations. With a per-
fect a priori gravity field model and with the estimation of not
only accelerometer biases but also accelerometer drifts, scale
factors can be determined with an accuracy and stability bet-
ter than 0.01 for two of the three axes of each accelerometer,
the exception being the axis pointing along the long axis of
the satellite (more or less coinciding with the flight direction)
for which the scale factor estimates are unreliable. This axis
coincides with the axis of drag-free control, which results in
a small variance of the signal to be calibrated and thus an
inaccurate determination of its scale factor in the presence of
relatively large (colored) accelerometer observation errors. In
the presence of gravity field model errors, it was found that
still an accuracy and stability of about 0.015 can be obtained
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for the accelerometer scale factors by simultaneously
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1 Introduction

The gravity field and steady-state ocean circulation explorer
(GOCE) will be the first European Space Agency (ESA) core
earth explorer mission. The foreseen launch date of GOCE
is in the second half of 2008 (as of May 2008). GOCE aims
at modeling the static earth’s gravity field with an accuracy
of 2 cm in geoid and 1 mGal in gravity anomaly at a spa-
tial resolution or half-wavelength of 100 km (Drinkwater
et al. 2007). GOCE will carry as primary science instru-
ment a gradiometer, consisting of three pairs of accelerome-
ters on orthogonal axes (Fig. 1). The X axis is aligned with
the long axis of the satellite, the Z axis is perpendicular to
the X axis and is aligned with the wings of the GOCE satel-
lite, and the Y axis completes an orthonormal frame. The
orientation of these axes is derived from star tracker obser-
vations (Sect. 2). The location and orientation of the star
trackers with respect to the gradiometer axes is determined
accurately before launch. The GOCE satellite will be pre-
dominantly earth-pointing with yaw angles up to 3◦ (cf. Fig. 3
in Visser 2007a). The gradiometer will observe local satel-
lite gravity gradients with high precision in a measurement
bandwidth (MB) of 0.005–0.1 Hz. In addition, GOCE will
be equipped with a dual-frequency Lagrange GPS receiver
(Banfi et al. 2000) for precise orbit determination and for pro-
viding information of the longer wavelengths of the earth’s
gravity field. A drag-free control (DFC) system will reduce
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Fig. 1 Configuration and naming convention of the three orthogonal
pairs of accelerometers that form together a gravity gradiometer. Half
the arm length of each pair is equal to a (nominally 50 or 51.4 cm,
Cesare and Catastini 2005), whereas the offset of the center of the gra-
diometer with respect to the center of mass of the satellite is indicated by
b (nominally of the order of a few cm, in the figure the offset is assumed

to be along the X axis only). The locations of the accelerometers are
indicated along the X , Y and Z axes of the gradiometer reference frame.
These axes are aligned with the along-track (or flight), cross-track and
radial (or height) directions, respectively, to within a few degrees. The
sensitive and less sensitive axes are indicated as well

the non-gravitational accelerations in predominantly the
flight direction such that the accelerometers will not get
saturated (ESA 1999).

The satellite gravity gradient (SGG) observations are
derived from the so-called differential mode (DM) of the
individual accelerometer measurements, which need to be
corrected for rotational terms (i.e. centrifugal and angular
accelerations). The so-called common-mode (CM) provides
a very good observation of the non-gravitational accelera-
tions experienced by GOCE. The DM and CM observations
can be represented as follows:

aDM,i j,k = (ai,k − a j,k)/2

aC M,i j,k = (ai,k + a j,k)/2 (1)

where a represents the accelerometer observations, i and j
the number of the accelerometer as indicated in Fig. 1 for
the three pairs (i, j = 1, 4 or 2, 5 or 3, 6), and k the axis
(k = X, Y, Z ). Nominally, the CM observations are used in a
combined orbit and gravity field determination from the GPS
satellite-to-satellite tracking (SST) observations to efficiently
separate gravitational from non-gravitational accelerations.
Together with a gravity field model, typically CM accelerom-
eter biases and scale factors are co-estimated (Reigber et al.
2003; Visser and van den IJssel 2003; Visser 2007a). The CM
observations are the average of observations taken by pairs of
accelerometers. The estimated CM biases and scale factors
thus represent a combination of biases and scale factors of
individual accelerometers.

In principle, the method of estimating calibration param-
eters for the GOCE accelerometers is based on a precise

orbit determination (Montenbruck and Gill 2000) in which
these calibration parameters are introduced as additional
unknowns. The method is the same as typically used for
deriving the observation and least-squares normal equations
for CHAMP and GRACE accelerometer calibration
parameters (Bruinsma and Biancale 2003; Bruinsma et al.
2004; Visser and van den IJssel 2003). Normally, the larg-
est signal that is picked up by space-borne accelerometers
on-board low-flying satellites like CHAMP and GRACE is
in the along-track or flight direction, which is predominantly
caused by atmospheric drag. For GOCE the situation is dif-
ferent because of the DFC, which aims at nullifying the
non-gravitational accelerations in the flight direction thereby
causing parasitic accelerations in the cross-track and radial
direction. Simulations indicate that variations of the remain-
ing non-gravitational accelerations are of the order of 50,
1,000 and 400 nm/s2 for the X , Y and Z direction, respec-
tively, displaying a noisy behavior for the X direction and
a dominant 1 cycle-per-revolution behavior for the other
two directions (cf. Fig. 2 in Visser 2007b). For GOCE, it
is therefore anticipated that for example accelerometer scale
factors for the radial and cross-track directions would be bet-
ter observable. GOCE will also carry a new generation of
accelerometers, which have a limited dynamic range (6 ×
10−6 m/s2), a measurement bandwidth of 0.005–0.1 Hz, but
a very high sensitivity for two out of three axes (10−12 m/s2)
(Alenia 1999), with the 3rd axis being an order of magni-
tude less sensitive (i.e. a factor of 10). Below 0.005 Hz, the
accelerometers are anticipated to suffer from noise that is
proportional to the inverse of the frequency (so-called “one-
over-f” or 1/ f noise, with f the frequency). Simulations of
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the behavior of the GOCE accelerometers indicate that such
noise manifests itself as a slowly changing drift (see e.g.
Fig. 3 of Visser 2007b). Such a drift will especially lead to
relatively large orbit errors in the flight or along-track direc-
tion, which is predominantly aligned with the X axis. This
can for example be proved by the Hill equations (Clohessy
and Wiltshire 1960) and is also reflected by the low formal
errors for estimated biases and bias drifts in the along-track
direction (see e.g. Table 7 in Sect. 4 of this paper).

For observing the non-gravitational accelerations, an
accelerometer would ideally be located in the center of mass
(COM) of the satellite, which is almost perfectly the case for
the CHAMP and GRACE satellites (GSFC 2002; Reigber
et al. 1999). Equivalently, when using CM accelerometer
observations, the center of the gradiometer would then in the
ideal case coincide with the satellite’s center of mass. This
is however not the case leading to additional terms in the
accelerometer observation equations, namely a term asso-
ciated with the local satellite gravity gradients, and terms
due to centrifugal and angular accelerations. By taking the
proper combination of accelerometer pairs, these terms can
almost be perfectly eliminated, making the use of CM accel-
erometer observations in precise orbit determinations rather
straightforward. For a three-axes gradiometer consisting of
three-axes accelerometers, it is possible to make 3 CM com-
binations for each direction. Thus, 9 CM accelerometer biases
and scale factors can then be estimated, whereas a total of
3 × 6 or 18 individual accelerometer biases and scale fac-
tors can be identified. The estimation of these 9 CM biases
and scale factors can be considered as a partial, be it very
valuable, calibration of the accelerometers.

The objective of the work to be described in the remainder
of this paper is to explore also the possibility of estimating
biases and scale factors for all six individual accelerometers.
It has to be noted that such an estimation is not the baseline
method for the calibration, but should be seen in support of
the methods as outlined by Bouman et al. (2004). However,
a proper calibration of the GOCE accelerometers is critical
for mission success. The method outlined in this paper will
function as an offline tool to validate the calibration applied
to the observations that will be provided by the GOCE project
to the scientific community.

After introducing the required observation types (Sect. 2),
the adopted treatment of the accelerometer observations will
be described and the method of estimating calibration param-
eters for the CM and individual accelerometer observations
(Sect. 3). Both the methods for estimating calibration param-
eters for individual and CM accelerometer observations will
be applied to simulated test data from an End-to-End simula-
tor (Catastini et al. 2006; Visser 2007a, Sect. 4). The effect of
gravity field model errors will be assessed, together with pos-
sibilities to mitigate this effect. Finally, conclusions will be
drawn about the feasibility of the proposed method (Sect. 5).

2 Observations

In principle, the GOCE orbit and accelerometer calibration
parameters are to be determined from the GPS SST obser-
vations for the method outlined in this paper. A two-step
approach will be adopted, where in the first step a kinematic
precise orbit determination will take place. The resulting time
series of satellite positions will be used in the second step
as pseudo-observations for a combined estimation of orbit
parameters, accelerometer calibration parameters and, if so
required, also gravity field coefficients or empirical accel-
erations (Visser et al. 2001, 2006; Bock et al. 2007). For
this paper, only the second step will be considered and it
is assumed that time series of Cartesian x , y and z coor-
dinates in an earth-centered, earth-fixed (ECF) coordinate
frame are available together with rotation parameters that
establish the connection between the ECF and J2000 earth-
centered pseudo-inertial reference frame (Montenbruck and
Gill 2000). It has to be noted that the three-dimensional orbit
precision requirement for GOCE is at the few cm level. An
assessment has been made of the impact of random orbit
errors at the few cm level on accelerometer bias and scale
factor estimates.

The accelerometer observations are provided as time series
in the gradiometer reference frame (GRF, Fig. 1). The orien-
tation of this GRF in the J2000 reference frame is provided
by quaternions derived from star tracker observations. It is
crucial to accurately model the accelerometer observations
and possibly apply corrections before using them in precise
orbit computations. For all accelerometers, the linear non-
gravitational accelerations d are the same and are modeled
as (cf. Eqs. (7.2.1) and (7.2.2) in ESA 1999):

d = S−1
i (aobs,i − bi − εi ) − (� + R)xi (2)

where Si represents the 3 × 3 diagonal scale factor matrix,
and aobs,i , bi , εi respectively the three-dimensional vectors
of observations, biases and observations errors, all for accel-
erometer i (i = 1, . . . , 6). The gravity gradient tensor and
matrix with rotational terms are represented by � and R.
Finally, the offset of accelerometer i with respect to the satel-
lite’s center of mass is indicated by xi , cf. Visser (2007b).

It has to be noted that Eq. (2) does not include effects due to
misalignments, non-orthogonalities, couplings and quadratic
terms. However, the requirement for the combined effect of
non-orthogonalities and couplings between the accelerome-
ter axes is smaller than 1.3 × 10−4 rad (Cesare and Catastini
2005). In addition, the requirement for GOCE is that the mis-
alignments are smaller than 0.001 rad (Cesare 2005), which
means that their contribution to a possible scale factor is of
the order (or smaller than) 0.001. Therefore, misalignments,
non-orthogonalities, couplings and quadratic terms will not
be taken into account in the modeling of the accelerometer
observations (Sect. 3).
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3 Methodology

The estimation process is based on a conventional dynamic
orbit determination, where the observation equations for the
time series of x , y and z satellite position coordinates are
obtained by numerical integration of the variational equations
and solved by a Bayesian weighted least-squares method
(Montenbruck and Gill 2000). For all computations described
in this paper, a uniform weight was applied to observed satel-
lite position coordinates.

3.1 Calibration by precise orbit determination

Nominally, the CM observations of sensitive axes are used
to represent the non-gravitational accelerations, equivalent
to the use of accelerometer observations in CHAMP- and
GRACE-based orbit and gravity field determinations
(Tapley et al. 2005; Reigber et al. 2003). For GOCE, this
means the pair 1 and 4 for the X axis, 2 and 5 for the Y
axis, and 3 and 6 for the Z axis (Fig. 1). A bench mark
computation has been conducted where calibration param-
eters are estimated for these CM observations (see top of
Table 2 in Sect. 4). However, as outlined in Sect. 1, nine dif-
ferent CM combinations can be made, three combinations
for each direction. Therefore, three additional series of orbit
determinations have been done as well to estimate calibra-
tion parameters for all these nine combinations (see middle
parts and bottom of Table 2). However, the primary objective
is to investigate whether calibration parameters for observa-
tions taken by the individual accelerometers can be reliably
estimated by, in this case six, separate precise dynamic orbit
determinations as well, i.e. one for each accelerometer. An
assessment of the need for correcting the accelerometers for
gravity gradient and rotational terms has been included in the
investigations.

Both for the CM and individual accelerometer observa-
tions, biases, accelerometer drifts and scale factors can be
estimated. Analysis of simulated test data (Sect. 4) has indi-
cated that the currently anticipated behavior of the acceler-
ometers outside the measurement bandwidth display a slowly
changing drift (cf. Fig. 3 in Visser 2007b). Therefore, the
accelerometer bias is considered to be changing in time. The
bias vector bi in Eq. (2) is modeled as:

bi = bi,0 + bi,t t (3)

where t represents time, and bi,0 and bi,t represent the biases
at the starting time of the orbital arcs and the accelerometer
drifts, respectively.

3.2 Correcting the accelerometer observations

Each accelerometer experiences different accelerations due
to the local satellite gravity gradient and due to rotational

effects (angular accelerations and centrifugal terms). First of
all, the location of each individual accelerometer has to be
defined (Fig. 1):

x1
T = (ox + Lx/2, oy, oz)

x2
T = (ox , oy + L y/2, oz)

x3
T = (ox , oy, oz + Lz/2)

x4
T = (ox − Lx/2, oy, oz)

x5
T = (ox , oy − L y/2, oz)

x6
T = (ox , oy, oz − Lz/2) (4)

where, Lx , L y, Lz are the gradiometer arm lengths along the
X , Y and Z axes, and oT = (ox , oy, oz) represents the off-
set of the center of the gradiometer instrument with respect
to the satellite center of mass. Second, the gravity gradients
can be derived from an a priori gravity field model. Finally,
rotational terms need to be accounted for. The star tracker
observations provide the orientation of the gradiometer ref-
erence frame in the J2000 inertial reference frame and are
used, together with orbital information (position and veloc-
ity), to derive the yaw, pitch and roll angles (φi , i = 1, 3)
around the axes of the gradiometer reference frame. It has to
be noted that the axes of the selected star tracker (GOCE will
have three, with two always providing observations) are not
aligned with those of the gradiometer reference frame. In fact,
a rotation of 60◦ around the X axis has to be applied to the
observations for the selected star tracker to obtain rotational
values in the GRF. The relatively large star tracker observa-
tion errors around the bore sight are thus spread over more
axes. This means that the results presented in this paper might
be considered pessimistic. In reality, it might be possible to
combine observations taken by the two active star trackers
on-board of GOCE. These star trackers have different ori-
entations, thereby opening the possibility of reducing errors
around the bore sight direction. First and second time deriv-
atives of the rotation angles are obtained by using a moving
time window of certain width over the time series of these
angles and fitting second-order polynomials:

φi = φ0 + φ̇t + φ̈t2 (5)

where φ0 is the initial condition of each estimated polyno-
mial, and the coefficients φ̇ and φ̈ represent the angular rota-
tion rate (from which the centrifugal accelerations can be
derived) and angular acceleration, respectively. Depending
on the noise characteristics of the star tracker, a longer or
shorter time window might be required (Visser 2007b).

4 Results

Use has been made of simulated GOCE observations
(April 2008) from a comprehensive End-to-End simulator
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(Catastini et al. 2006; Visser 2007a). The so-called
Acceptance Review 2 (AR2) data set was used, which was
generated in March 2006 for testing the so-called Version
2 of the High-level Processing Facility (HPF) implementa-
tion (Koop et al. 2006). The End-to-End simulator takes into
account all anticipated error sources, including star tracker
noise and biases, and accelerometer biases, quadratic terms,
non-orthogonalities, scale factors, misalignments and col-
ored noise. As noted before, misalignments, quadratic terms
and non-orthogonalities are considered to be negligibly
small in accordance with GOCE requirements. The satel-
lite environment is modeled in great detail in the End-the-
End simulator, including the EGM96 gravity field model part
complete to degree and order 200 for the orbit perturbations
(Lemoine et al. 1988) and non-gravitational forces. The star-
tracker observation errors are typically of the order of 20′′
(arcsec) for the more precise rotation axes and up to 50 ′′
for the bore sight axis (cf. Fig. 3 in Visser 2007a) and are
provided with a 0.5 s time interval. A time window of 100 s
was used to derive the angular rotation rates and accelerations
(Eq. (5), see also Sect. 3.1 in Visser 2007b). It has to be noted
that the true values for the accelerometer scale factors and
biases as used in the End-to-End simulator were not provided.
However, it was specified that for these data, the deviations
of the scale factors from 1 are less than 0.001 (0.1%). The
End-to-End data were generated with completely indepen-
dent software. The tests described in this paper can thus be
considered as a software validation as well.

The effect of gravity field model errors was also assessed.
Experiments included gravity field model error simulations
complete to degree and order 50 (“50×50”) and 200 (“200×
200”), respectively. First, it was investigated if stable accel-
erometer calibration parameters could be estimated, together
with either gravity field coefficients complete to degree and
order 50 or 80 using an End-to-End simulator data set of 10
or 20 days (11–20 or 3–22 April 2008). It has to be noted that
no regularization was applied in all cases, i.e. no constraints
were applied for estimating gravity field coefficients. In addi-
tion, it was investigated how well gravity field model error
could be absorbed by co-estimating empirical accelerations.
The NASA Goddard Space Flight Center GEODYN soft-
ware was used for computing the observation and associated
normal equations (Pavlis et al. 2006).

4.1 Calibration by precise orbit determination

Estimations of calibration parameters were conducted
for all combinations of CM accelerometer observations
(Sect. 4.1.1) and for all individual accelerometer observa-
tions (Sect. 4.1.2). Use was made of 24-h or daily arcs and for
each individual accelerometer or CM combination a separate
estimation was done. Unless otherwise stated, the estimated
parameters are the satellite begin position and velocity, a bias

and scale factor per accelerometer or common-mode axis and
a bias drift for the X axis, equivalent to a total of 13 parame-
ters per day. In case of gravity field model error, gravity field
coefficients or resonant 1 cycle per orbital revolution (cpr)
empirical accelerations can be estimated as well (Table 1).
When estimating gravity field coefficients, normal equations
are still set up for daily arcs, but the gravity field part will be
combined for the entire data period. In addition, tests have
been done where empirical accelerations are estimated once
per 1.5 h (about 1 orbital revolution), once per hour, and once
per half hour.

4.1.1 CM accelerometer observations

First, reference one-day estimation runs were conducted from
error-free time series of x , y and z satellite positions with a
time interval of 10 s. Use was made of an error-free gravity
field model (for the simulated End-to-End orbit, the EGM96
model was truncated at degree 200) and CM accelerome-
ter observations for the sensitive axes. It was found that the
inclusion of accelerometer drifts for only the X direction in
the estimation process, together with accelerometer biases
and scale factors, resulted in the best orbit fit and scale factor
values very close to 1, except for the X axis (Table 2). The
remaining orbit residuals are of the order of 2 cm, which can
be explained by the modeling of the low-frequency observa-
tion noise. For example, the effect of not taking into account
the accelerometer drift in the X axis already causes the orbit
fit to deteriorate to about 18 cm (Table 2). At the low frequen-
cies outside the MB, the accelerometer observation errors
are predicted to be proportional to the inverse of the fre-
quency and relatively slowly changing with time (cf. Fig. 2 in
Catastini et al. 2006), causing a building up of orbit error.

It can be observed that the scale factor for the X axis devi-
ates by about 0.3 from 1 when an accelerometer drift for the
X axis is estimated (the deviation is about 0.6 when no such
drift is estimated). This large deviation can be explained by
the DFC, which leaves only a small signal for this direc-
tion (especially compared to the accelerometer drift) mak-
ing it difficult to determine an accurate scale factor. Small
modeling errors, such as caused by the fact that the center
of the gradiometer does not coincide with the COM of the
satellite, then lead to large scale factor deviations from 1.
It can also be observed that for all CM combinations, very
similar results are obtained for the calibration parameters and
orbit fits. It can thus be concluded that observations taken by
sensitive and les-sensitive axes lead to comparable results.
It was found as well that almost identical scale factors for
the Y direction were obtained when the scale factor for the
X direction was put to zero or frozen at one and not esti-
mated. It has to be noted that fixing the scale factor for the
X axis to one thus hardly affects the results. By putting the
scale factor for the X axis equal to one, no use is made of
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Table 1 Overview of estimated
parameters and their a priori
values and constraints

For each accelerometer or for
each common-mode, separate
daily estimation runs are made.
The numbers between brackets
specify the amount of estimated
parameters for these separate
daily runs

Nominal

Orbit parameters Begin position and velocity for 24-h batches (6)

Calibration parameters For each accelerometer: one bias and scale factor per 24 h and per
axis, one bias drift parameter for the X axis per 24 h (7). However,
for many cases, the X axis scale factor is constrained to 0.

Optional

Gravity field parameters Spherical harmonic coefficients complete to degree and order 50
(2,597) or 80 (6,557) for a 10-day or 20-day period

Empirical accelerations Radial and cross-track 1-cpr accelerations:

- per 1.5 h (64)

- per 1.0 h (96)

- per 0.5 h (192)

Initial conditions

Orbit parameters Begin position & velocity from precise orbit determination

Calibration parameters Accelerometer biases and drifts = 0

Scale factors = 1

Gravity field parameters From a priori gravity field model

Empirical accelerations A priori value = 0

Weight of observations

Satellite x, y, z positions σ = 10 cm

A priori constraints

Orbit parameters None

Calibration parameters Only for scale factors: σapriori = 1.0

Gravity field parameters None

Empirical accelerations σapriori = 1.0 × 10−6 m/s2

the a priori knowledge that for the accelerometer observa-
tions provided by the End-to-End simulator this scale factor
is very close to one. Therefore, results with a value of zero
for the X axis scale factor can be considered to be the worst
case. The scale factor for the Z direction then changed by less
than 0.003. Finally, orbit errors at the 2 cm level hardly affect
the scale factor estimates for the Y and Z axes, whereas the
change for the X direction is of the order of 0.01, much below
the deviation from 1. Therefore, the effect of orbit error will
no longer be taken into consideration.

The CM accelerometer observations are obtained by tak-
ing the mean of observations taken by two accelerometers on
one axis. Nominally, this point coincides with the center of
the gradiometer. This center does not coincide with the COM
of the satellite. Ideally, the non-gravitational accelerations
would be known for the COM. The correction for this COM
offset acom can be obtained from the accelerometer observa-
tions themselves:

acom = ox

2a
(a1 − a4) + oy

2a
(a2 − a5) + oz

2a
(a3 − a6) (6)

where ai (i = 1, . . . , 6) are the observations taken along all
three axes by the individual accelerometers. As an example,
let us assume that the first accelerometer is in the center of

mass. In that case, ox is equal to half the arm length or a and
the correction is equal to 1

2 (a1 − a4). Adding this correction
to the CM then leads to 1

2 (a1 +a4)+ 1
2 (a1 −a4) = a1, which

are the observations of the accelerometer that is located at the
center of mass.

When taking into account the COM correction (b = 3.45
cm for the End-to-End data, Fig. 1) according to Eq. (6), a sig-
nificant improvement is obtained for the X axis scale factor
estimates: the deviation from 1 is reduced from about 0.3 to
0.08. This is however, still much higher than for the other two
directions leading to the conclusion that it will be difficult to
obtain reliable scale factor estimates for the X direction by
precise orbit determination (this is also reflected by the for-
mal errors, which will be discussed in Sect. 4.1.3). The fact
remains that the signal is small for this direction because of
the DFC. It has to be remarked that when correcting for the
COM offset by using Eq. (6), all six accelerometers might
make a contribution (in case of offsets along all three axes).
This has to be taken into consideration when interpreting the
estimated biases, drifts and scale factors.

Moreover, it might be argued that it is fair to anticipate
that the estimation of scale factors for the accelerometer
X axis results in anomalous values. The DFC is fed by the
common-mode of a sensitive pair of accelerometers. In the
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Table 2 Estimated one-day accelerometer scale factors, biases (nm/s2) and drifts (nm/s2 per day) for the CM accelerometer observations for
different parameterizations by precise orbit determination for 11 April 2008 (top)

Acc. SF X SF Y SF Z Orbit Bias X Bias Y Bias Z Drift X
(cm)

Common-mode sensitive axes (1&4/2&5/3&6)

No drift 1.610 0.999 0.989 17.66 127.39 −57.69 −259.19 0.0000

Drift 0.731 0.999 0.990 2.02 130.44 20.09 65.98 5.0740

Drifta 0.923 0.999 0.991 2.02 133.63 931.37 72.36 4.6101

Driftc – 0.999 0.988 1.99 128.94 20.98 64.94 5.0782

Driftd 1.000 0.999 0.990 2.04 131.00 19.76 66.37 5.8712

Common-mode pair 1&4

Drift 0.738 0.999 0.988 2.06 130.15 −18, 170.40 80.65 5.9367

Drifta 0.927 0.999 0.988 2.06 133.34 −17, 257.20 87.02 5.4712

Drifta,b 0.921 0.999 0.989 2.87 133.31 −17, 257.00 87.22 5.4733

Common-mode pair 2&5

Drift 0.801 0.999 0.990 1.99 41.38 18.40 −14, 125.90 −1.6269

Drifta 0.929 0.999 0.991 1.98 30.23 929.64 −14, 132.00 −3.1366

Drifta,b 0.924 0.999 0.991 2.82 30.70 929.55 −14, 135.90 −3.0992

Common-mode pair 3&6

Drift 0.763 0.999 0.991 2.02 −149.65 −11, 851.20 61.20 −7.6218

Drifta 0.900 0.999 0.992 2.02 −197.11 −10, 938.60 66.89 −10.3213

Drifta,b 0.887 0.999 0.992 2.84 −192.58 −10, 938.50 67.14 −10.1119

The fit of the time series of orbit x , y and z coordinates is included as well. SF X , Y and Z denote the scale factors for the three accelerometer axes,
or the diagonal of the scale factor matrix S in Eq. (2). The mean of the CM observations (nm/s2) is included as reference (bottom)
a COM offset correction applied (Eq. (6))
b Gaussian orbit errors (σorb= 2 cm)
c Scale factor for X axis equal to zero
d Scale factor for X axis equal to one

Pair Mean X Mean Y Mean Z
1&4 −4.80 17,913.72 327.79
2&5 111.88 −297.31 14,664.69
3&6 373.47 11,583.12 343.94

hypothetical case that the DFC is perfect, the satellite will
no longer experience an acceleration along the X axis except
for the CM observation error. This thus leads to a situation
where the satellite experiences an acceleration signal along
the X axis equal to the CM observation error. On top of this,
the satellite will experience an acceleration due to thruster
noise. It might thus be concluded that scaling of the X -axis
components by orbital analysis is conceptually impossible in
the case of a perfect DFC. Only in case of high thruster noise
levels (much above the accelerometer observation noise lev-
els), an accurate scaling might be possible.

The values for the biases for the CM combinations are
included in Table 2 as well. Because of the simulated 1/ f
noise, the biases will not be the same for different days (see
also Table 6). It has to be noted that for the gradiometer obser-
vations, the determination of accelerometer bias and bias drift
values is not as important as the determination of the scale
factors, considering the gradiometer bandwidth of 0.005–0.1
Hz (Visser 2007b). It can be observed that the drifts are of

the order of 1–10 nm/s2 per day and biases are of the order of
10−7 to 10−5 m/s2, depending on whether COM corrections
are applied or not. Although the biases are not constant in the
simulated data set, an assessment can be made of how well
the estimated biases represent the mean observation error for
the daily arcs. This can be done by comparing the differences
between the estimated biases for different CM combinations
with the difference between the mean of the CM observa-
tions. For example, the mean of the CM observations for pair
1&4 and pair 2&5 is equal to −4.80 and 111.88 nm/s2 for the
X axis, a difference of 107.08 nm/s2 (bottom of Table 2). The
difference between the associated biases is equal to 133.31
− 30.70 = 102.61 nm/s2, when applying the COM offset and
estimating an accelerometer drift. The discrepancy is thus
only 4.47 nm/s2. For the Y and Z axis, the discrepancies
are typically a few orders of magnitude higher. Although the
estimated bias and drift values will be provided for all cases,
the focus in the remainder of this paper will be on the scale
factors.
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4.1.2 Individual accelerometer observations

In consecutive series, the raw accelerometer observations
were used. The accelerometer observations corrected for rota-
tional terms as derived from the star tracker observations
(Eq. (5), indicated by “ROT”), and the accelerometer obser-
vations corrected for both rotational and gravity gradient
terms using the EGM96 gravity field model truncated at
degree and order 20 (indicated by “ROT+GG”). In addition,
the estimated parameters excluded or included accelerometer
X -axis accelerometer drifts. It was found that the estimated
scale factors for the Y and Z directions are closest to 1 when
applying both the rotational and gravity gradient corrections
and when estimating accelerometer drifts for the X axes: all Y
and Z scale factor values deviate less than 0.01 from 1, except
for one value deviating by 0.015 (accelerometer 5, Table 3
middle). The estimation of scale factors for the X direction
again turned out to be rather unreliable. The deviations from 1
are larger than for the cases where the CM observations were
used (Sect. 4.1.1). In general, the deviations from 1 are also
larger for the Y and Z directions when comparing the scale
factor estimates for the individual accelerometer with the CM
observations. This can be explained by the fact that the indi-
vidual accelerometer observations needed to be corrected for
rotational terms derived from the relatively noisy star tracker
observations. Finally, the effect of not estimating scale fac-
tors for the X direction led to changes in the scale factors for
the Y direction that are less than 0.001, and less than 0.006
for the Z direction.

The accelerometer biases are of the order of 10−7 to 10−5

m/s2 (Table 3 top). In addition, it was found that the accel-
erometer drifts are of the order of 10−8 m/s2 per day. The
Root-Mean-Square (RMS) about mean of the observed non-
gravitational accelerations are of the order of 5×10−8, 10−6

and 4 × 10−7 m/s2 for the X , Y and Z directions, respec-
tively. The signal in the X direction is rather noisy, whereas
the signals for the Y and Z direction are dominated by 1 and
2 cpr terms and thus more systematic. The integrated effect
of the accelerometer drift along the X axis is of the order
of a few dm after one day, which dominates the effect of
the remaining accelerometer noise. Moreover, accelerome-
ter observation errors accumulate much more rapidly in terms
of position in the predominantly along-track X direction than
in the Y and Z directions. Therefore, it can be argued again
that the scaling in the X direction is much more unreliable
than in the other two directions in case the behavior outside
the measurement bandwidth (0.005–0.1 Hz) at especially the
longer wavelength is as predicted by the End-to-End simu-
lator (again, see also Sect. 4.1.3 for the formal errors).

In the correction of the observations of the individual
accelerometers for rotational terms, use is made of an averag-
ing window (Eq. 5). Use was made of the star tracker quater-
nions to serve as an independent set of observations to derive

the rotational terms. Also, for GOCE use can be made of less
noisy attitude quaternions. By taking appropriate combina-
tions of the DM accelerometer observations, angular acceler-
ations can be obtained that are integrated in time and merged
optimally with the star tracker observations through a Kal-
man filter in order to obtain orientation angles with a very
low noise level (Cesare and Catastini 2005). It is anticipated
that shorter averaging windows can then be used for deriving
the rotational terms, leading to smaller modeling errors due
to smoothing of the underlying signal. It has, however, to be
realized that the same accelerometer observations are then
used twice, once for deriving the rotational corrections and
once for representing the non-gravitational accelerations in
the orbit determination, whereas only for the latter part cali-
bration parameters are estimated. Thus it might be said that
“one is biting its own tail” when using the latter quaternions
and the calibration becomes more a consistency check.

In case the accelerometers would not be properly cali-
brated (the a priori scale factors should have a precision bet-
ter than 10−4 in the gradiometer measurement bandwidth
of 5–100 mHz for meeting the gravity gradient precision
requirements), an iterative procedure would be required
because of the improperly derived rotational terms (the proper
working of star trackers has been proved already by missions
like CHAMP and GRACE). When using the less noisy qua-
ternions, the resulting scale factors were found to be even
closer to 1: the deviation is in all cases significantly below
0.01 for the Y and Z directions (Table 3, bottom). Almost
identical results were obtained for 25 and 100 s averaging
windows, showing that the effect of smoothing due to an
averaging window of 100 s is limited.

Finally, a 10-day period was analyzed to test the consis-
tency of the estimations for different days. This resulted in
scale factors for the Y and Z directions that are consistent at
a level better than 0.01 in the absence of gravity field model
error (Table 5, top). It has to be noted that for results included
in Table 5 and also Tables 6, 7, 8, 9, the accelerometer obser-
vations were corrected for rotational and gravity gradient
terms. Also, the scale factor for the accelerometer X axes
was put to zero, unless when indicated that this was not the
case. The RMS-about mean for the estimated accelerometer
biases is relatively large for the Y and Z directions 28–225
nm/s2), and especially low for the X direction when the scale
factor for this direction is fixed (5 nm/s2, Table 6, top). The
values found for the accelerometer mean drift and RMS-
about-mean are of the order of 5 nm/s2 per day, indicating
that the drift is not constant and slowly changing all the time.

The differences between the biases of different acceler-
ometers can again be compared with the differences in the
mean of the observations by the individual accelerometers
(as was done for the CM, see Sect. 4.1.1). The daily means
of the individual accelerometer observations are included in
Table 4 together with their RMS-about mean for the 10-day
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Table 3 Estimated accelerometer one-day biases (nm/s2), drifts (nm/s2/day), and scale factors for the individual accelerometers (11 April 2008)

Quaternions from star trackers, 100 s averaging window

Acc Bias X Bias Y Bias Z Drift X Bias X Bias Y Bias Z Drift X

ROT

1 180.84 180.84 −37.39 0.00 −317.85 −31, 392.50 21.93 0.00

2 43.78 43.78 −26, 402.00 0.00 85.47 677.55 −27, 611.30 0.00

3 57.51 57.51 −688.39 0.00 67.93 7, 085.70 −331.31 0.00

4 165.07 165.07 172.99 0.00 −71.29 −4, 952.97 198.80 0.00

5 77.55 77.55 −3, 165.73 0.00 93.39 −665.26 −2, 549.95 0.00

6 −126.57 −126.57 731.96 0.00 −96.46 −29, 482.20 455.16 0.00

ROT+GG ROT+GG, Drift

1 179.97 −31, 103.90 77.45 0.00 113.25 −31, 222.50 84.23 9.59

2 83.71 159.20 −24, 893.50 0.00 113.31 166.14 −24, 883.50 2.96

3 56.10 6, 840.06 154.59 0.00 76.68 6, 841.11 155.16 1.66

4 166.83 −4, 918.01 242.83 0.00 142.80 −4, 899.62 246.18 3.07

5 −87.38 −168.40 −3, 141.09 0.00 125.92 −65.23 −3, 317.86 5.60

6 −122.76 −30, 398.10 139.89 0.00 −1.57 −30, 378.20 141.59 2.02

ROT+GG, Drift

1 128.31 −31, 196.20 83.49 7.44

2 129.26 169.81 −24, 878.20 4.55

3 128.92 6, 843.74 156.49 5.87

4 129.31 −4, 889.50 247.36 4.79

5 129.24 −64.01 −3, 322.39 5.66

6 129.50 −30, 357.30 142.45 4.20

Acc. SF X SF Y SF Z Orbit SF X SF Y SF Z Orbit
(cm) (cm)

ROT

1 −1.260 1.003 0.885 4.40 −1.277 1.000 0.922 2.58

2 0.622 0.991 1.048 13.17 0.471 0.988 1.093 14.82

3 0.225 1.033 1.008 8.92 0.226 1.031 1.005 8.68

4 0.793 0.998 0.999 2.03 0.799 0.997 1.008 2.23

5 0.674 1.000 0.925 11.39 1.621 1.008 0.810 15.41

6 0.637 0.962 0.970 6.08 0.637 0.964 0.967 5.84

ROT+GG ROT+GG, Drift

1 −1.277 0.992 1.019 2.66 0.372 0.995 0.993 1.46

2 0.298 0.994 0.993 1.43 0.104 0.994 0.993 1.26

3 0.225 0.993 1.005 1.24 0.162 0.993 1.006 1.22

4 0.815 0.994 0.991 1.43 0.293 0.993 0.999 1.09

5 3.327 0.997 0.904 10.80 0.051 0.992 1.013 1.34

6 0.621 0.995 0.993 1.38 0.323 0.994 0.997 1.20

ROT+GG, Drift

1 − 0.994 0.999 1.50

2 − 0.994 0.992 1.27

3 − 0.993 1.009 1.21

4 − 0.994 1.004 1.10

5 − 0.992 1.015 1.33

6 − 0.994 1.001 1.27
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Table 3 continued

Quaternions from combination of star trackers and gradiometer

Acc. SF X SF Y SF Z Orbit SF X SF Y SF Z Orbit
(cm) (cm)

ROT+GG, Drift ROT+GG, Drift

100 s averaging window 25 s averaging window

1 0.301 0.996 0.993 1.71 0.312 0.994 0.993 1.48

2 0.004 0.993 1.003 1.25 0.057 0.993 1.003 1.26

3 0.146 0.991 1.000 1.57 0.148 0.993 0.999 1.26

4 0.357 0.991 0.997 0.97 0.340 0.993 0.998 1.08

5 0.095 0.993 1.000 1.41 0.045 0.993 1.000 1.28

6 0.315 0.996 1.000 1.03 0.297 0.994 1.001 1.16

1 − 0.995 0.998 1.71 − 0.994 0.997 1.49

2 − 0.993 1.004 1.24 − 0.993 1.004 1.25

3 − 0.991 1.002 1.56 − 0.992 1.001 1.25

4 − 0.991 1.001 1.02 − 0.993 1.003 1.11

5 − 0.993 1.006 1.40 − 0.993 1.001 1.27

6 − 0.996 1.006 1.10 − 0.994 1.006 1.21

The fit of the time series of satellite x, y, z positions is included as well. ROT and GG indicate that the accelerometers have been corrected for
respectively, rotational and/or gravity gradient terms

period. This RMS-about-mean is between 9 and 127 nm/s2,
of the same order of magnitudes of the RMS-about-mean of
the estimated bias parameters. It can also be observed that
the values in Tables 4 and 6 have a consistency level of the
order of a few 100 nm/s2 or better.

The orbital fit for the 10-day period is higher than for
the one-day tests: about 4 cm compared to 1.5 cm. It was
found that the fit varies between 1 and 6 cm for the individual
days. The simulated low-frequency accelerometer observa-
tion noise manifests itself as a slowly changing drift resulting
in different patterns for different days and causing different
orbit determination error levels, i.e. for certain days the along-
track accelerometer drift is better able to absorb dynamic
model errors due to this low-frequency noise than for other
days. However, it was shown before that an orbit error level
of the order of a few cm hardly affects the scale factor esti-
mates (cf. Table 2). Again, ignoring the scale factors for the
X direction led to small changes for the other scale factors:

Table 4 Daily means and their RMS-about-mean (nm/s2) of the indi-
vidual accelerometer observations for 11–20 April 2008

Acc. Mean X Mean Y Mean Z

1 −11.54 ± 33.84 32, 248.99 ± 126.52 226.02 ± 36.32

2 224.19 ± 37.23 408.94 ± 33.61 25, 604.09 ± 110.92

3 392.68 ± 22.86 −6, 138.66 ± 55.93 240.51 ± 27.00

4 3.68 ± 34.01 5, 662.95 ± 99.48 82.86 ± 28.28

5 53.97 ± 9.07 830.69 ± 75.11 3, 455.03 ± 118.31

6 392.27 ± 26.29 31, 081.51 ± 78.87 299.01 ± 61.32

less than 0.001 for the Y direction and 0.002–0.013 for the
Z direction.

4.1.3 Formal errors

For selected cases, formal errors and correlations between
the estimated parameters were derived from the normal equa-
tions (Table 7). It was found that especially the bias and scale
factor for the Y axis are heavily correlated (>0.99 for all
cases). For cases where the X axis scale factor is estimated,
the correlations between the bias, drift and scale factor were
heavily correlated as well (also >0.99). The effect of the
additional high correlations for these cases is reflected by the
relatively large formal errors. It can be observed that when
estimating the scale factor for the X axis, its formal error is
a few orders of magnitude larger than for the other two axes,
corroborating the assumption that this scale factor is hardly
observable because of the small signal in the X direction.
Also, it can be observed that the formal error for the Y direc-
tion is smaller than for the Z direction, which is consistent
with the results presented in the previous sections. The for-
mal error for the bias in the X direction is much smaller than
for the Y and Z directions for all cases. This is in accordance
with the results obtained so far as well.

4.2 Effect of gravity field model error

The results presented so far are based on an error-free mod-
eling of the gravitational forces in the precise orbit deter-
mination (Sect. 4.1). Accelerometer calibration parameters
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Table 5 Estimated daily scale
factor values and their
RMS-about-mean for the
individual accelerometers for
cases excluding and including
gravity field model errors, and
for cases excluding and
including the co-estimation of
gravity field SH coefficients

∗ Scale factor for X axis
estimated

Acc. SF X SF Y SF Z Orbit
(cm)

10 1-day arcs, no gravity error, estimation of cal. parameters only

1∗ 0.087 ± 0.292 0.992 ± 0.0017 0.999 ± 0.0085 4.22

2∗ 0.319 ± 0.299 0.992 ± 0.0013 0.996 ± 0.0064 3.99

3∗ 0.299 ± 0.378 0.991 ± 0.0015 1.003 ± 0.0073 4.03

4∗ 0.195 ± 0.262 0.991 ± 0.0013 0.999 ± 0.0063 3.92

5∗ 0.285 ± 0.272 0.990 ± 0.0015 1.003 ± 0.0107 4.06

6∗ 0.340 ± 0.294 0.992 ± 0.0015 0.997 ± 0.0051 4.03

1 – 0.992 ± 0.0015 1.001 ± 0.0056 4.22

2 – 0.992 ± 0.0013 0.994 ± 0.0055 3.99

3 – 0.991 ± 0.0014 1.010 ± 0.0055 4.03

4 – 0.991 ± 0.0013 1.002 ± 0.0056 3.92

5 – 0.990 ± 0.0011 1.014 ± 0.0053 4.06

6 – 0.992 ± 0.0014 1.001 ± 0.0053 4.03

10 1-day arcs, clone50, estimation of calibration parameters only

1 – 0.992 ± 0.011 1.001 ± 0.010 7.00

2 – 0.992 ± 0.011 0.994 ± 0.010 6.86

3 – 0.991 ± 0.011 1.009 ± 0.010 6.89

4 – 0.990 ± 0.011 1.002 ± 0.011 6.82

5 – 0.990 ± 0.011 1.014 ± 0.010 6.90

6 – 0.991 ± 0.011 1.000 ± 0.009 6.87

10 1-day arcs, clone50, co-estimation of 50 × 50 SH coefficients

1 – 0.991 ± 0.021 0.994 ± 0.062 1.54

2 – 0.995 ± 0.023 0.994 ± 0.064 0.82

3 – 0.992 ± 0.017 1.003 ± 0.051 0.84

4 – 0.989 ± 0.025 0.993 ± 0.053 0.81

5 – 0.987 ± 0.022 1.008 ± 0.065 0.94

6 – 0.994 ± 0.018 1.006 ± 0.073 1.19

10 1-day arcs, clone200, estimation of calibration parameters only

1 – 0.986 ± 0.014 0.999 ± 0.077 16.19

2 – 0.986 ± 0.014 0.993 ± 0.075 16.03

3 – 0.985 ± 0.014 1.008 ± 0.076 16.19

4 – 0.985 ± 0.014 1.001 ± 0.075 16.00

5 – 0.985 ± 0.014 1.012 ± 0.076 16.15

6 – 0.986 ± 0.014 0.999 ± 0.076 16.09

10 1-day arcs, clone200, co-estimation of 80 × 80 SH coefficients

1 – 0.996 ± 0.091 1.097 ± 0.416 2.98

2 – 1.004 ± 0.091 1.094 ± 0.383 2.78

3 – 0.999 ± 0.093 1.108 ± 0.408 2.76

4 – 0.996 ± 0.089 1.098 ± 0.402 2.76

5 – 0.992 ± 0.094 1.113 ± 0.402 2.76

6 – 1.001 ± 0.094 1.109 ± 0.398 3.02

20 1-day arcs, clone200, co-estimation of 80 × 80 SH coefficients

1 – 1.0116 ± 0.0991 1.064 ± 0.511 9.08

2 – 1.0152 ± 0.0991 1.064 ± 0.504 8.99

3 – 1.0108 ± 0.0981 1.073 ± 0.515 9.02

4 – 1.0118 ± 0.0991 1.063 ± 0.508 8.97

5 – 1.0088 ± 0.1007 1.079 ± 0.485 9.00

6 – 1.0147 ± 0.0987 1.071 ± 0.510 9.09
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Table 6 Estimated biases
(nm/s2) and drifts (nm/s2 per
day) and their RMS-about-mean
for the individual
accelerometers for cases
excluding and including gravity
field model errors, and for cases
excluding and including the
co-estimation of gravity field
SH coefficients

∗ Scale factor for X axis
estimated

Acc. Bias X Bias Y Bias Z Drift X

10 1-day arcs, no gravity error, estimation of cal. parameters only

1∗ 138.65 ± 13.29 −31, 346.34 ± 99.12 170.70 ± 52.73 4.5507 ± 4.7267

2∗ 65.55 ± 74.61 223.02 ± 27.65 −25, 101.40 ± 224.92 −2.5477 ± 4.4885

3∗ 22.52 ± 154.01 6, 720.39 ± 69.61 159.61 ± 32.70 0.0507 ± 3.3785

4∗ 142.66 ± 7.86 −4, 970.87 ± 88.25 314.91 ± 42.28 0.9336 ± 4.2342

5∗ 123.74 ± 16.22 −185.03 ± 78.31 −3, 067.29 ± 140.27 3.5256 ± 2.2011

6∗ −32.83 ± 116.85 −30, 211.61 ± 114.46 105.03 ± 58.16 4.1825 ± 3.8170

1 138.73 ± 4.56 −31, 341.37 ± 95.91 171.05 ± 53.47 3.9598 ± 2.8379

2 139.13 ± 4.29 232.69 ± 30.20 −25, 058.56 ± 218.04 2.0071 ± 2.3245

3 138.96 ± 4.40 6, 727.14 ± 68.03 158.19 ± 32.67 2.9723 ± 2.6404

4 138.91 ± 4.11 −4, 964.35 ± 91.84 315.53 ± 42.72 3.1643 ± 1.9206

5 139.49 ± 4.40 −177.91 ± 76.25 −3, 105.09 ± 133.58 2.6016 ± 2.3889

6 139.62 ± 4.48 −30, 186.22 ± 112.32 104.63 ± 59.91 1.1856 ± 2.8769

10 1-day arcs, clone50, estimation of calibration parameters only

1 138.55 ± 4.77 −31, 335.71 ± 370.74 154.05 ± 73.17 3.8134 ± 2.4299

2 138.95 ± 4.51 231.95 ± 32.06 −25, 067.31 ± 311.30 1.8602 ± 1.9222

3 138.78 ± 4.61 6, 724.98 ± 98.69 141.34 ± 68.39 2.8263 ± 2.3171

4 138.72 ± 4.33 −4, 963.92 ± 105.69 298.51 ± 63.60 3.0188 ± 1.5024

5 139.31 ± 4.60 −178.64 ± 78.41 −3, 120.93 ± 156.51 2.4553 ± 2.0293

6 139.44 ± 4.68 −30, 180.60 ± 358.92 87.89 ± 89.00 1.0375 ± 2.5072

10 1-day arcs, clone50, co-estimation of 50 × 50 SH coefficients

1 137.64 ± 4.09 −31, 322.48 ± 685.88 113.26 ± 27.59 3.5816 ± 2.5403

2 138.31 ± 3.82 224.60 ± 30.74 −25, 120.45 ± 1713.61 1.8725 ± 2.0062

3 137.98 ± 3.98 6, 725.05 ± 127.33 97.58 ± 40.43 2.6927 ± 2.4917

4 138.00 ± 3.65 −4, 963.19 ± 125.42 256.71 ± 23.34 2.8163 ± 1.6745

5 138.44 ± 3.92 −182.49 ± 74.26 −3, 145.82 ± 197.04 2.1873 ± 2.1989

6 138.78 ± 4.01 −30, 273.11 ± 587.53 38.88 ± 79.49 1.0445 ± 2.6261

10 1-day arcs, clone200, estimation of calibration parameters only

1 139.97 ± 4.83 −31, 129.22 ± 432.42 161.67 ± 66.79 3.7768 ± 2.9809

2 140.37 ± 4.57 265.18 ± 62.24 −25, 030.40 ± 1, 958.83 1.8376 ± 2.5903

3 140.19 ± 4.67 6, 723.19 ± 121.54 146.36 ± 56.37 2.7985 ± 2.8115

4 140.15 ± 4.47 −4, 902.36 ± 122.46 305.12 ± 68.24 2.9770 ± 2.2970

5 140.73 ± 4.75 −142.61 ± 89.09 −3, 104.35 ± 189.87 2.4230 ± 2.5917

6 140.85 ± 4.68 −29, 982.54 ± 495.51 91.28 ± 77.68 1.0203 ± 3.0552

10 1-day arcs, clone200, co-estimation of 80 × 80 SH coefficients

1 137.38 ± 4.80 −31, 487.96 ± 2, 959.11 85.27 ± 124.82 4.0291 ± 4.5808

2 137.98 ± 4.67 217.57 ± 62.67 −27, 676.22 ± 9, 802.25 2.4668 ± 4.4927

3 137.69 ± 4.70 6, 764.73 ± 563.35 69.60 ± 120.18 3.2197 ± 4.5245

4 137.71 ± 4.37 −5, 004.83 ± 532.81 243.79 ± 60.45 3.3042 ± 3.9888

5 138.17 ± 4.53 −191.35 ± 129.41 −3, 518.45 ± 1, 427.72 2.5841 ± 4.0761

6 138.47 ± 4.78 −30, 499.40 ± 2, 933.76 6.57 ± 155.68 1.5780 ± 4.7898

20 1-day arcs, clone200, co-estimation of 80 × 80 SH coefficients

1 134.19 ± 11.79 −31, 935.25 ± 3, 223.61 66.92 ± 173.22 5.2292 ± 5.3334

2 134.69 ± 11.94 157.23 ± 125.62 −26, 816.06 ± 12, 840.06 3.9328 ± 5.1451

3 134.21 ± 12.08 6, 875.51 ± 597.89 73.08 ± 152.69 5.0115 ± 5.4234

4 134.74 ± 11.46 −5, 149.76 ± 624.99 226.23 ± 99.82 4.1273 ± 5.3627

5 134.66 ± 12.09 −169.43 ± 164.86 −3, 500.17 ± 1787.35 4.4128 ± 5.3185

6 135.02 ± 12.03 −30, 962.06 ± 3, 112.04 31.57 ± 192.61 3.2972 ± 5.2803
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Table 7 Formal errors of
accelerometer calibration
parameters for 11 April 2008
based on a precision level of 10
cm for the time series of satellite
x, y, z positions (nm/s2 for
biases and nm/s2 per day for
drifts, �t denotes the estimation
interval for the empirical
accelerations)

Accelerometer 1 Bias X Bias Y Bias Z Drift X SF X SF Y SF Z
�t

Scale factor for X axis estimated

No emp. 1.74 15.55 3.55 0.2490 0.0430 0.0005 0.0013

1.5 h 8.98 272.73 6.32 1.3207 0.2284 0.0085 0.0172

1.0 h 22.39 490.27 10.49 3.4525 0.5683 0.0153 0.0335

0.5 h 32.51 953.76 23.98 5.1432 0.8229 0.0297 0.0715

Scale factor for X axis not estimated

No emp. 0.05 15.25 3.55 0.0180 – 0.0005 0.0010

1.5 h 0.09 124.96 4.93 0.0265 – 0.0039 0.0072

1.0 h 0.18 476.50 9.47 0.2764 – 0.0149 0.0290

0.5 h 0.64 952.01 23.62 0.8241 – 0.0297 0.0699

80 × 80 gravity field co-estimated

No emp. 10 days 1.85 3, 243.04 112.92 3.7311 – 0.1012 0.3176

No emp. 20 days 1.38 1, 554.48 59.43 2.5200 – 0.0486 0.1619

No empirical accelerations
1 1.74 15.55 3.55 0.2490 0.0430 0.0005 0.0013

2 3.25 1.06 26.69 0.3249 0.0213 0.0005 0.0010

3 10.67 3.15 3.55 0.8592 0.0330 0.0005 0.0012

4 1.96 3.08 3.53 0.2493 0.0425 0.0005 0.0012

5 1.51 0.96 5.85 0.0328 0.0233 0.0005 0.0013

6 13.97 15.01 3.54 0.2324 0.0344 0.0005 0.0011

1 0.05 15.25 3.55 0.0180 – 0.0005 0.0010

2 0.05 0.75 26.67 0.0180 – 0.0005 0.0010

3 0.05 3.11 3.54 0.0180 – 0.0005 0.0010

4 0.05 2.70 3.52 0.0180 – 0.0005 0.0010

5 0.05 0.78 5.48 0.0180 – 0.0005 0.0011

6 0.05 14.84 3.54 0.0180 – 0.0005 0.0010

were also estimated in the presence of gravity field model
errors: two so-called clones of the 200 × 200 EGM96 model
were produced by adding spherical harmonic (SH) coeffi-
cient errors according to the estimated accuracy of the 200×
200 combined GRACE model GGM02C (Tapley et al. 2005).
The SH coefficient errors were obtained by multiplying the
advertised coefficient errors with a value from a Gaussian
random generator with expectation 0 and variance 1 (corre-
lations were not taken into account, since the full covariance
is not publicly available). In the first clone (referred to as
“clone50”), only the SH coefficient errors to degree and order
50 were affected, whereas in the second clone (“clone200”)
this was the case to degree and order 200. For all cases, it was
found that it was difficult to obtain convergence for estimat-
ing accelerometer scale factors for the X direction. Estimat-
ing those scale factors do more harm than good in the pres-
ence of the simulated gravity field model errors. It was argued
before (e.g. Sect. 4.1.1) that it may be expected that especially
the estimation of calibration parameters for the X axes would
suffer from modeling errors. Therefore, no scale factors were
estimated for the X axes in the presence of gravity field model

errors. Please note however that accelerometer biases (X , Y
and Z axes) and drifts (X axis only) were estimated.

The RMS-about-mean for the daily scale factors is of the
order of 0.011/0.010 and 0.014/0.076 for the Y/Z directions
in the presence of SH errors to degree and order 50 and 200,
respectively (Table 5, middle and bottom). It can be observed
that with increasing gravity field model error, also the mean
for especially the Y direction deviates more from 1: about
0.014 for SH coefficient errors up to degree and order 200,
compared to less than 0.01 for coefficient errors up to degree
and order 50. Obviously, gravity field model errors cause sys-
tematic deviations of the scale factors. The effect on the orbit
accuracy is reflected by the increased RMS of fit of about 7
and 16 cm, respectively.

In principle, it is possible to estimate orbit, accelerome-
ter calibration parameters and SH gravity field coefficients
simultaneously. Ideally, the SH coefficients would absorb the
gravity field model errors. First, for each individual acceler-
ometer, a 50×50 SH expansion was co-estimated in the pres-
ence of only the 50 × 50 coefficient errors. It was found that
this co-estimation already resulted in SH coefficient errors
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Table 8 Estimated daily scale factors and their RMS-about-mean for
the individual accelerometers

Acc. SF Y SF Z Orbit
(cm)

�t = 1.5 h

1 1.003 ± 0.104 0.996 ± 0.760 5.40

2 1.007 ± 0.107 0.966 ± 0.763 5.32

3 1.008 ± 0.106 0.992 ± 0.772 5.38

4 1.008 ± 0.109 0.994 ± 0.743 5.31

5 1.008 ± 0.106 0.979 ± 0.753 5.29

6 1.010 ± 0.108 0.963 ± 0.773 5.32

�t = 1.0 h

1 0.980 ± 0.034 1.034 ± 0.071 1.17

2 0.102 ± 0.034 1.008 ± 0.065 1.14

3 1.001 ± 0.032 1.026 ± 0.070 1.14

4 0.996 ± 0.041 1.030 ± 0.068 1.15

5 1.000 ± 0.036 1.031 ± 0.070 1.15

6 1.023 ± 0.031 1.019 ± 0.069 1.14

�t = 0.5 h

1 0.989 ± 0.014 1.010 ± 0.014 0.32

2 1.001 ± 0.014 0.979 ± 0.015 0.32

3 0.997 ± 0.014 1.007 ± 0.015 0.32

4 0.997 ± 0.014 1.009 ± 0.015 0.32

5 0.998 ± 0.014 1.010 ± 0.014 0.32

6 0.995 ± 0.014 1.005 ± 0.015 0.32

The full 200 × 200 gravity field model error is taken into account, and
radial and cross-track 1-cpr empirical accelerations are co-estimated
with the orbital and accelerometer calibration parameters

larger than the original errors based on the GGM02C model
(Fig. 2). This is due to the accelerometer observation errors
that affect not only the accelerometer calibration parame-
ters, but also the SH coefficients and due to the fact that
only a 10-day period was used. It has to be noted that it is
anticipated that GOCE will perform very well at short spa-
tial wavelengths, but relatively poor at long wavelengths. In
fact, it is anticipated that GOCE will not lead to significant
improvements for SH coefficients below degree 50 compared
to GRACE (Visser 1999). In addition, the RMS-about-mean
of the daily scale factors deteriorates significantly up to 0.073
for the Z direction (Table 5). Finally, when using the esti-
mated SH coefficients in new orbit determinations, the orbit
fit improved from about 7 cm to 0.8–1.5 cm. Thus despite
the SH coefficient errors, accurate orbits can be computed,
which is due to the fact that these coefficient errors are com-
pensated by errors in the estimated accelerometer calibra-
tion parameters. When including SH coefficient errors up
to degree and order 200 and estimating SH coefficients to
degree and order 80, the RMS-about-mean deteriorates even
much more up to 0.09/0.42 for the Y/Z directions. Especially
for a high-precision full 80 × 80 gravity field recovery, a

10-day period is rather short. However, it can be seen that
the RMS-about-mean does not improve when using a 20-day
period, which can be explained by the fact that the gravity
field errors for the SH coefficients above degree 80 cause
systematic orbit errors that alias into the estimated acceler-
ometer calibration parameters and SH coefficients. It can be
argued that for a shorter period (i.e. 10 days) such omission
errors can be absorbed better by the estimated parameters
(SH coefficients, orbit and calibration parameters) than for
a longer period (i.e. 20 days). This is also reflected by the
orbit fit when the estimated SH coefficients are used: for
the 10-day period the improvement is from 16 cm to about
3 cm, whereas for the 20-day period the orbit fit is about
9 cm (Table 5). Even without omission errors, e.g. for the
case where SH coefficients were corrupted up to degree and
order 50, the RMS-about-mean for the calibration param-
eters does not improve when estimating SH coefficients to
degree and order 50 as well. It can thus be concluded that
a co-estimation of accelerometer calibration parameters and
SH gravity field coefficients does not lead to a better estima-
tion of the accelerometer calibration parameters themselves
with the current parameterization. This is also reflected by
a significant increase of the formal errors of the acceler-
ometer calibration parameters (Table 7). It might be argued
as well that the GRACE mission has already resulted in a
very precise long to medium wavelength gravity field model
and further improvements are anticipated as more and more
observations are accumulated. In addition, the GOCE mis-
sion itself will provide satellite gravity gradient observations
that contain high-quality medium to short wavelength gravity
field information. It is anticipated that an integrated approach
can be adopted where both GOCE orbit solutions and grav-
ity gradients are used simultaneously to estimate calibration
parameters and SH coefficients (Visser 2007a).

In practice, typically a number of empirical accelerations
at the orbital resonance frequencies are included in the set
of estimated parameters as well (Table 1). These parameters
are very efficient in absorbing dynamic force model errors,
whether caused by gravity field model errors or other force
model errors. This is a procedure used often when estimat-
ing accelerometer calibration parameters whether in com-
bination with gravity field coefficients or not (Tapley et al.
2005; van den IJssel and Visser 2003). Therefore, a number of
additional estimations were done as well, using different time
intervals for estimated empirical accelerations (Table 8). The
selected empirical accelerations are radial and cross-track
1-cpr accelerations (4 per set). It was found that accelerom-
eter scale factors could be obtained with mean values that
deviate in general less than 0.01 from 1 with an RMS-about-
mean of around 0.015 when the time interval of the empirical
accelerations is 30 min (Table 8). Thus, more accurate and
more stable scale factor values are obtained when estimating
empirical accelerations instead of gravity SH coefficients.
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Table 9 Estimated biases
(nm/s2) and drifts (nm/s2 per
day) for the individual
accelerometers

The full 200 × 200 gravity field
model error is taken into
account (“clone200”), and radial
and cross-track 1-cpr empirical
accelerations are co-estimated
with the orbital and
accelerometer calibration
parameters (�t denotes the
estimation interval for the
empirical accelerations)

Acc. Bias X Bias Y Bias Z Drift X

�t = 1.5 h

1 137.72 ± 3.88 −31, 702.37 ± 3, 339.65 96.91 ± 168.90 3.2467 ± 3.0876

2 138.27 ± 3.74 218.15 ± 59.14 −24, 397.16 ± 19, 610.89 1.1688 ± 2.6041

3 137.99 ± 3.81 6, 826.43 ± 674.86 90.43 ± 214.29 2.2825 ± 2.9398

4 138.02 ± 3.48 −5, 068.30 ± 606.01 240.17 ± 64.68 2.4523 ± 2.1911

5 138.46 ± 3.67 −198.89 ± 105.56 −3, 071.76 ± 2, 557.24 1.9340 ± 2.5823

6 138.73 ± 3.88 −30, 758.56 ± 3, 383.97 43.92 ± 283.60 0.4321 ± 3.0394

�t = 1.0 h

1 137.70 ± 4.01 −30, 968.56 ± 1, 103.97 96.61 ± 39.82 3.1516 ± 2.8994

2 138.14 ± 3.83 211.68 ± 34.63 −25, 471.32 ± 1, 663.40 1.4608 ± 2.5037

3 137.91 ± 3.91 6, 780.60 ± 201.41 87.34 ± 35.97 2.3308 ± 2.7476

4 137.95 ± 3.66 −5, 004.31 ± 227.82 245.57 ± 26.22 2.4981 ± 2.2956

5 138.42 ± 3.88 −195.47 ± 86.89 −3, 237.89 ± 276.74 1.9345 ± 2.5539

6 138.63 ± 4.00 −31, 177.40 ± 982.45 31.83 ± 67.49 0.6469 ± 2.9027

�t = 0.5 h

1 137.68 ± 4.24 −31, 240.48 ± 470.95 105.47 ± 35.14 3.2330 ± 2.6777

2 138.46 ± 4.04 220.44 ± 27.59 −24, 730.24 ± 359.34 1.4446 ± 2.2210

3 138.04 ± 4.14 6, 757.15 ± 102.89 95.38 ± 28.23 2.3861 ± 2.4900

4 137.97 ± 3.84 −5, 008.26 ± 116.40 250.76 ± 25.87 2.5623 ± 1.8549

5 138.26 ± 4.12 −192.97 ± 80.49 −3, 160.44 ± 143.06 2.0147 ± 2.3454

6 138.87 ± 4.21 −30, 309.29 ± 434.96 39.46 ± 61.53 0.6548 ± 2.6733

Fig. 2 Gravity field recovery errors from combined estimation with
daily orbit and calibration parameters in the presence of either 50 × 50
or 200 × 200 SH model error. The displayed errors hold for accel-

erometer 1 (similar gravity field recovery errors were obtained for the
other accelerometers). The decaying line denotes the gravity field signal
according to Kaula’s rule of thumb (Kaula 1966)

Also, lower RMS-about-mean values for the accelerometer
bias estimates are obtained when estimating this many empir-
ical accelerations (Table 9). The higher stability is also
consistent with the significantly lower formal errors when
estimating empirical accelerations instead of SH coefficients
(Table 7).

5 Conclusions

A method has been implemented and tested for estimat-
ing calibration parameters for the six individual GOCE

accelerometers by precise orbit determination. For each
accelerometer, a separate orbit determination is carried out
during which biases, drifts and scale factors can be esti-
mated for all three axes. This is opposed to the baseline
method for GOCE gravity field determination, where CM
accelerometer observations from the sensitive axes will be
used. However, the primary objective was to assess the pos-
sibility of estimating calibration parameters for all six indi-
vidual accelerometers. This cannot be achieved by taking
CM accelerometer observations only, even if also the less
sensitive axes are used. It was found though that similar
results were obtained for all CM combinations. Based on
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the results obtained with CM accelerometer observations,
it was concluded that it was helpful to estimate acceler-
ometer drifts for the X axes. Moreover, COM corrections
led to scale factors that were much closer to 1 for the X
axis.

When using individual accelerometer observations, it was
found that the accelerometer observations needed to be cor-
rected for rotational terms and gravity gradients due to the
center-of-mass offsets of these accelerometers. Rotational
corrections were successfully derived from the noisy star
tracker observations and a low-degree gravity field model
was found to be sufficient for deriving the gravity gradient
corrections. When using an error-free gravity field model
in the precise orbit determination, scale factor values were
obtained very close to 1 for the Y and Z axes, where all
other anticipated error sources, such as colored accelerome-
ter observation noise, biases and accelerometer drifts, were
modeled in great detail in the End-to-End simulation. The
deviations from 1 are in general smaller than 0.01. For the X
axes, the estimated scale factors deviated significantly from
1 and in fact no reliable estimates could be obtained. This
can be explained by the DFC, which leaves a very small sig-
nal for the X axes. This results in formal errors that are an
order of magnitude larger than for the Y and Z axes, again an
indication that an accurate determination of the scale factors
for the X axes is difficult and very sensitive to observation
noise and for example force model errors.

When introducing gravity field model errors, which are of
the order of the claimed accuracy of GRACE models, this
results in significantly less accurate accelerometer calibra-
tion parameters, although still scale factors can be obtained
with an accuracy of the order of 0.01 when averaged over a
10-day period. It was found that simultaneous estimation of
accelerometer calibration parameters and gravity field coef-
ficients from merely GOCE orbit solutions does not result
in improved accelerometer scale factor values when using a
data period of 10, and also 20 days. Improvements might be
anticipated when gravity gradient observations are used as
well. However, accurate and stable accelerometer scale fac-
tors could be obtained when co-estimating a sufficient num-
ber of empirical accelerations, an approach typically used in
the processing of real accelerometer observations.
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