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Abstract

In this paper, we propose a methodology to identify relationships between web data
and social/economic variables, such as inflation. Our method enables the selection of
relevant time series from a large data sample by employing a criterion based on a few
hypotheses regarding their dynamics. Specifically, we examine the correlation between
web activities and the dynamics of two macroeconomic variables: the unemployment
rate and US automotive sales. We demonstrate how changes in the search volume of
specific keywords, as measured by corresponding Google Trends data, are reflected
in the underlying dynamics of these variables. The findings presented in this paper,
along with the versatility of our approach, suggest the potential extension of this study
to other economic variables.

Keywords Web dynamics - Web info - Google search - Unemployment rate - Inflation
rate - Macroeconomic variables - Consumption variables - Conditional probability

1 Introduction

The recent availability of time series data on the volume of web searches has opened
up new possibilities for utilizing web information in forecasting social behavior and
economic variables. This represents a significant advancement, backed by statistical
significance, in our ability to explore the potential of web data. Compared to traditional
sources such as market research or behavioral studies, leveraging web data offers
distinct advantages. It provides access to real-time information and allows for the
analysis of large population samples. Additionally, the unique characteristics of web
information enable the monitoring of dynamic phenomena that are often challenging
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to measure using conventional methods. This application is commonly referred to as
nowcasting in the literature (Giannone et al. (2008); Castle et al. (2009)).

In this context, the increased availability of new indices related to web activity,
such as Google Trends (/}), i.e., the index of the volume of web searches published
by Google !, has led to a surge in publications investigating the relationship between
web data and the dynamics of social events and economic/financial variables (Choi
and Varian (2012), Choi and Varian (2009); Ginsberg et al. (2009); Preis et al. (2013);
Huang et al. (2020); Askitas and Zimmermann (2009); Shimshoni et al. (2009); Desai
et al. (2012); Carneiro and Mylonakis (2009); Pelat et al. (2009)). This new source of
information represents a significant opportunity to support economic analysis, and web
searches have been successfully used to model both macroeconomic variables (Koop
and Onorante (2019); Kholodilin et al. (2009)) and private consumption (Vosen and
Schmidt (2011); Goel et al. (2010)).

Macroeconomic variables, including the unemployment rate and GDP, along with
private consumption indexes, have been extensively researched in the field of eco-
nomics. These variables play a vital role in predicting one of the most significant
economic indicators, namely inflation (Mankiw (2001)). Inflation is closely monitored
by central banks as it informs their decision-making process in effectively managing
the economy. Despite the considerable attention given to this topic, the selection of
reliable models to accurately describe inflation remains an ongoing challenge. Tra-
ditional economic studies on inflation primarily focus on analyzing macroeconomic
variables such as the unemployment rate and GDP (Blanchard (2020)). Modern theo-
ries, utilizing nowcasting techniques, concentrate on measuring private consumption
indexes (Lietal. (2015); Seabold and Coppola (2015); Reinsdorf and Schreyer (2020)).
These approaches aim to provide more timely and accurate assessments of inflation
dynamics.

Among these studies, only a small fraction of the existing literature on social and
economic events utilizes web data, (specifically Google Trends), to identify crucial web
searches for forecasting or nowcasting techniques. The selection of relevant searches,
in fact, poses a challenge due to the vast amount of data and various assumptions
involved. Most studies adopt either aggregate data, which includes searches related to
the same category of interest, or specific word searches. In the latter case, assumptions
about the dependence of the search on the social phenomenon under study are made
in advance, without prior data analysis.

To contribute to research on social and economic events based on web information
and address the economic puzzle, we propose a method that combines classical and
modern approaches. This method aims to identify web information that is sensitive to
both a macroeconomic variable, such as the US unemployment rate, and a consumption
variable, such as US car sales. Additionally, we apply our method to variables that
previous studies have shown can benefit from the analysis of web data for forecasting
purposes.

We have developed a method for identifying web searches that exhibit sensitivity
to a specific phenomenon represented by a time series U within a large dataset of web
searches. Our method involves the selection of relevant information for modeling the

1 https://trends.google.com/trends/.
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reference phenomenon through a systematic scan of the data and the application of an
objective criterion for information selection, based on a minimal set of assumptions.
To accomplish this, we measure the conditional probability of changes in U given
changes in search volumes of a particular term (A[}) across various time windows.
This allows us to identify web searches that demonstrate sensitivity to the dynamics
of U.

Our method involves developing a systematic approach to select relevant informa-
tion for modeling the reference phenomenon U within a large dataset of web searches.
This is achieved through a scan of the data and the application of an objective criterion
for information selection based on a minimal set of assumptions. To accomplish this,
we measure the conditional probability of changes in the reference phenomenon given
changes in the search volumes of specific terms A} across different time windows.
This enables us to identify web searches that demonstrate sensitivity to the dynamics
of the reference variable U.

By analyzing the semantic and logical relevance of these terms in relation to the
reference phenomenon, we can select a subset of Google searches to develop more
sophisticated models that explore the connection between /; and U. Our method offers
advantages as it leverages a crucial parameter, namely the conditional probability,
to differentiate searches with the highest predictive power for a simple forecasting
model. This sets it apart from other selection methods such as the Granger test or the
Wald—-Wolfowitz test.

To validate our hypothesis regarding conditional volume changes across various
time windows, we conducted an analysis using a diverse sample of 512 web searches.
We compared the observed dynamics of volume searches with those generated by
a pure random process in order to identify words that exhibit both a strong seman-
tic/logical connection with the reference phenomenon and a statistically significant
relationship with its dynamics. To confirm the statistical significance of the selected
words, we examined the complete probability distribution of our sample, with the
conditional probability of the chosen words located at the extreme percentiles of the
distribution.

Finally, we explored the sensitivity of each search term across different time hori-
zons, providing valuable insights into the underlying mechanisms that drive the mutual
influence between the dynamics of web information and the specific social/economic
event.

2 Methodology

In this section, we explore how the dynamics of the search volume index /; for specific
words on the Google search engine can provide insights into the dynamics of social and
economic variables represented by a reference time series U. We begin by assuming
that both I; and U follow the same discrete time structure, denoted as #1, .., f;, .., Iy .
Our hypothesis tests whether a change in the reference signal U at time #;, represented
as AU(t;) = U(t;) — U(ti—1), is followed or preceded by systematic changes in the
search volume of specific terms over a time horizon 7, denoted as Al;(t;_s, n¢) =
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I;(t) — i j(ti—s, n7). In this equation, the index j represents the j-th selected word,
and T jtis,ne) = nl };f-_nr_s 1;(#;) calculates the average search volume over
the time horizon t, while n; corresponds to the number of time steps within t. By
increasing n,, we enlarge the reference time window lag, including the lag itself,
which determines the starting point in the past.

The search volume data for a specific word are obtained from the corresponding
Google Index I;, which indicates the number of searches conducted on that word
within a monthly period. The data are normalized to a value of 1.0 for the period with
the highest levels and are available on a monthly basis starting from January 1, 2004

To investigate the mutual influence between /; and U, we assume only two possible
behaviors: a change in their levels in the same direction or a change in opposite
directions. We introduce a parameter, 6, to mathematically describe these cases, setting
6 = 1 for the first occurrence and & = —1 for the second. Once the value of 6 is
determined, the corresponding hypothesis regarding the mutual relationship between
Ij and U is satisfied if the following inequality holds:

AU®) - Ali(ti—g,n7) -6 > 0. (1)

Thus, to test the validity of one of the two hypotheses (¢ = =+1) over the time
interval [0, 5], we calculate the probability (P) that the condition expressed in (1) is
met. In other words, we compute:

N

~ 1

P(AU - AlLj(s.n0)8 2 0,ty) =~ D~ 8(AU) - Mjlis. 1) -6 2 0), (2)
i=0

Here, P represents the probability that changes in AU are systematically followed
(t > 0) or preceded (t < 0) by changes in AJ; (s, n;) over the time interval [0, ty].

It is important to note that although P depends on 1y, if the behavior of Pis
stationary, then for a fixed j, it can be shown that P converges to a well-defined value:
P— PasN — oo, making P independent of ¢y .

Furthermore, if A} exhibits purely random behavior, then P converges to 0.5. This
indicates that there is no preferred configuration between the two possible relative
changes of Al; and AU, and the two variables do not have any significant mutual
influence. Therefore, by monitoring the behavior of P and its convergence toward
the random level of 0.5, we can assess the reliability of one of the two hypotheses
@ ==£1).

To test the randomness of the marginal contribution to the conditional probability
P, we compared the contribution of a specific Google search term A/; to that of a
purely random process. The selection criterion does not make any specific assumptions
about the distribution of the conditional probability.

Finally, the knowledge of P (i.e., P measured over long time series assuming
stationary behavior) for changes of /; in the past (i.e., Al;(s, n; < 0)) can be utilized
to make predictions about future changes of U. In fact, P can be expressed as a
conditional probability conditioned on one of two possible behaviors of Al;(s, n; <
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0), namely Alj(s,n)0 > 0or Alj(s,n)0 < 0:

P(AU = 0| Alj(s,n)0 > 0), if AIj(s, n7) > 0,

P(AU - Ali(s,n)8 >0)= {1 _
P(AU <0 Alj(s,n)0 <0), if Alj(s,n) < 0.

Based on the previous relationship, it becomes possible to forecast the direction of
future changes in U, AU, by leveraging the knowledge of P and the historical infor-
mation of Al;(s,n; < 0). This approach falls under the category of non-parametric
predictive-causality testing as it avoids making assumptions about the underlying
mechanisms of influence between /; and U. The main distinction between this method
and traditional predictive-causality tests, like the Granger test (Granger (1969)), lies
in the fact that the latter relies on a linear regression model to depict the stochastic
processes. To use it, we need to test some properties on the data we are working with,
like that the time series are stationary and that they are linearly related. Our research
shows that we can ignore these assumptions and still get good results, making our
method more versatile than other approaches. In fact, to apply our method, we do not
need to make any assumptions about the stationary nature of the time series involved or
their linearly related (meaning that one variable affects linearly the other). The effec-
tiveness of our method, compared to the Granger test, is confirmed when both tests
are applied to the same dataset. The highest-ranked selected words differ between the
two methods, and the words identified by the Granger test lack the semantic relevance
of the ones we have identified.

2.1 Data preprocessing

To utilize the described method, data preprocessing and cleaning are necessary. One
important consideration is handling missing or constant values within the time series
for I; and U.

Regarding missing data in /;, our approach depends on their distribution within the
time series. If the majority of missing data are located at the beginning or end of the
series, we exclude that specific period or the entire time series from our analysis. If
the missing data are scattered throughout the series, we exclude the entire time series
only if the ratio of missing data to the total time series exceeds 20%. This ensures
the reliability of the calculated conditional probabilities. After excluding the missing
data, any remaining gaps are filled using linear interpolation.

Regarding constant values in the time series (including the reference signal time
series U), we adopt a neutral probability hypothesis. This means that when no changes
are detected in the I, /U signal, we replace the constant values with randomly gen-
erated positive or negative changes. This approach does not impact the non-random
long-range probability component and remains conservative in terms of conditional
probability levels. On average, positive changes are offset by negative changes, while
still considering this data in our analysis.

@ Springer



472 A. Monaco et al.

3 Results

In this section, we examine P for extensive word samples (512 words) in relation to
two indices: the US automotive sales index and the unemployment rate. We observe
that certain web searches, which exhibit semantic or logical relevance to the studied
activities, demonstrate a higher P level than what would be expected from a purely
random pattern of /;. These searches exhibit a leading behavior compared to the
dynamics of the investigated phenomenon.

3.1 US automotive sale market

The methodology described in the previous section was applied to the US automotive
sales market index using the time series data provided by the US Census Bureau.?
The choice of this time series was driven by to primary reasons: firstly, it was due
to its significance in forecasting the inflation rate, as mentioned in the introduction;
secondly, to evaluate the methodology’s reliability. The relevance of Google searches
in modeling US automotive sales is supported by a study conducted by Choi and
Varian (2012), which demonstrates how such information can enhance forecasting
accuracy. However, the mentioned study did not employ any quantitative criteria for
selecting key web searches. In contrast, our method enables the retrieval of a specific
set of reference Google searches from a large sample, facilitating the prediction of the
dynamics of the target variable (in this case, US automotive sales) and resulting in
improved predictive performance.

The conditional probability of changes in the search index /; given changes in the
automotive sales index U was computed for a set of 512 terms. These terms were
selected from the most searched terms in the US on January 12, 2020. Specifically, we
chose the top 25 searches for each of the 25 categories of interest defined on https://
www.google.it/trends within the geographical area of the US. We then eliminated
synonymous web searches from this sample.

Using the time series data for /; and U, we computed the probability (2) for different
values of n; covering the entire available history of /; up until January 1, 2020. The
values of 7 were chosen as multiples of the time step of the reference time series
U, which, in the case of automotive sales, was monthly. Finally, the levels of P for
each word, corresponding to different values of T, were sorted to identify terms that
not only exhibited clear relevance to the analyzed phenomenon but also had P values
significantly deviating from the random level of 0.5.

Table 1presents the top 20 terms ranked according to their P values. The terms that
are highly relevant to the automotive sales phenomenon are highlighted in bold. It is
important to note that different words may have the same P values due to the discrete
and limited number of time steps in the U and /; time series. Thus, a higher resolution
of information for both U and /; would be required to enhance the resolution of P
dynamics.

Notably, searches such as audi and mercedes exhibit significant values of P over
a period of 1-3 months in the past (i.e., n; = 1, 2, 3). These web searches indicate

2 https://www.census.gov/retail/marts/www/adv441x0.txt.
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Table 1 f’(AU - Alj(s,ng)0 > 0, ty) with U: US Car sales, 1y = 16 years

N ne=1 ne=2 ne=3

1 Weather radar 0.6030 Fire 0.6010 Uti 0.5939
2 Ice cream 0.6030 Homes for sale 0.5959 Navy 0.5939
3 Zip code 0.5879 Apartments for rent 0.5959 Audi 0.5888
4 Homes for sale 0.5879 Mercedes 0.5858 Haircut 0.5888
5 Fedex 0.5829 Cleveland 0.5858 Tires 0.5888
6 Cvs 0.5778 Autozone 0.5858 House 0.5888
7 Mercedes 0.5728 Apartment 0.5858 Mercedes 0.5837
8 Cleveland 0.5728 Rv 0.5808 Marriott 0.5837
9 Bus 0.5728 Real estate 0.5808 Hilton 0.5837
10 Bath and body 0.5728 Nhl 0.5808 Hair 0.5837
11 Restaurants 0.5678 Houses 0.5808 Fire 0.5837
12 Mib 0.5678 Restaurants 0.5757 Ocean 0.5786
13 Tiempo 0.5628 Rent 0.5757 Bus 0.5786
14 Solitaire 0.5628 Panera 0.5757 Petco 0.5736
15 Rv 0.5628 House for sale 0.5757 Jeep 0.5736
16 Real estate 0.5628 Fanfiction 0.5757 Hyundai 0.5736
17 Marriott 0.5628 Chipotle 0.5757 Houses 0.5736
18 Gmce 0.5628 Cat 0.5757 Hotels 0.5736
19 Fire 0.5628 Car rental 0.5757 Homes 0.5736
20 Autozone 0.5628 Vet 0.5707 Harbor 0.5736

future changes in U, as there is a substantial probability of changes in U conditioned
on changes in / when t < 0 is set.

Figure lillustrates the progression of P leading up to January 1, 2020, for all the
words (represented by red lines). The blue line corresponds to the trajectory associated
with the search term audi, while the green lines indicate the levels of paths that exhibit a
purely random behavior for the index /;. The solid line centered around 0.5 represents
the average value, while the dashed line represents the confidence levels corresponding
to 0. These random levels were estimated by simulating 1000 paths, where at each
time step #;, the change in the level of I; was obtained through random extraction.

The narrowing of the distribution of the red path as ¢#; increases indicates a decrease
in statistical errors during the computation of P. Figure 1 also demonstrates that as the
statistical significance of the calculated probability rises, the distribution of P follows
nearly symmetrical paths toward levels that fall within the range associated with the
4o confidence levels of a hypothetical pure random process. This clearly indicates
the non-random nature of the audi search term, as the corresponding path on January
1, 2020, is situated at extreme values, far from those corresponding to the confidence
level £o predicted by a pure random process.

Similar non-random behavior is observed in the web search related to mercedes for
different values of 7 (specifically, n, = 2 and n, = 3), as illustrated in Fig.2.
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Prob. dynamics, blu path refers to g-search: audi

Prob. sensitive event

2004 2006 2008 2010 2012 2014 2016 2018 2020
Time [years]

Fig. 1 Red lines indicate ﬁ(AU “Alj(s,ng)0 > 0,1y) withny = 3,0 = 1, U =US Automotive sales,
the blue line is the path associated to the audi search term, the solid green line represents the mean value
associated to the random behavior of 1 s while dashed green lines indicate for the same random process the
confidence level o

Prob. dynamics, blu path refers to g-search: mercedes

Prob. sensitive event

2004 2006 2008 2010 2012 2014 2016 2018 2020
Time [years]

Fig.2 Red lines indicate Is(AU . AI_,- (s,n7)0 > 0,1y) withny = 2,6 = 1, U =US Automotive sales, the
blue line is the path associated to the mercedes search term, the solid green line represents the mean value
associated to the random behavior of /;, while dashed green lines indicate for the same random process the
confidence level o

In Fig. 3, we present the distribution of P calculated for a time period of approxi-
mately 16 years, using the time series data from January 1, 2004, to January 1, 2020,
for all 512 terms. The distribution exhibits a symmetrical shape centered around the
0.5 level. However, the circular symbols corresponding to web searches that are clearly
relevant (such as audi and mercedes for n, = 3, and mercedes for n, =2) are distinctly
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Tau=-2, blu symbol refers to the search: mercedes Tau=-3, blu symbol refers to the search: audi

o
0.425 0450 0.475 0.500 0.525 0.550 0.575 0.600 0.400 0.425 0.450 0475 0500 0525 0550 0575 0.600
Prob. sensitive event Prob. sensitive event

Fig. 3 Distribution of ﬁ(AU ~Alj(s,ng)0 > 0,1y) with & = 1, U =US Automotive Sales, 1y =~ 16
years, the blue circular symbols represent web searches: mercedes, audi

positioned on the tails of the P distribution. This deviation from randomness suggests
that these searches play an active role in the dynamics of US automotive sales.

In conclusion, our study has demonstrated a consistent relationship between
changes in the volume of specific web searches and shifts in US automotive sales
trends. We have identified certain selected words that actively contribute to the mutual
influence between web information and US automotive sales. This finding aligns with
a previous study conducted by Choi et al. (2012) and suggests the potential for devel-
oping improved forecasting models using logically and semantically related Google
searches as predictors.

It is important to note that our approach for selecting relevant Google searches
was based on a systematic analysis of a large sample, without any predetermined
hypotheses. However, to assess the generalizability of our methodology, we delib-
erately excluded specific terms directly related to car sales or their meanings from
the sample. Including such searches in future investigations could offer valuable
insights into the underlying mechanisms of influence between public web opinion
and US automotive sales, allowing for further refinement and enhancement of our
methodology.

3.2 Unemployment rate

In this section, we investigate the interplay between the unemployment rate and search
volumes of specific keywords. The relationship between the unemployment rate and
web information dynamics has been extensively explored in the literature, with vari-
ous models applied to forecast changes in unemployment rates using Google search
index data (e.g., Choi and Varian (2009); Askitas and Zimmermann (2009); D’ Amuri
and Marcucci (2010); McLaren (2011); D’ Amuri and Marcucci (2012); Fondeur and
Karame (2013)). However, a systematic examination that scans a large sample of
searches to select relevant data for modeling unemployment rates, without relying on
preconceived hypotheses, is currently lacking.
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Prob. dynamics, blu path refers to the g-search: unemployment

Prob. sensitive event

2004 2006 2008 2010 2012 2014 2016 2018 2020
Time [years]

Fig. 4 Red lines indicate f’(AU - Alj(s,ng)0 > 0,1y) withny = 1,60 = 1, U = US unemployment
rate, the blue symbols indicate pattern relative to term unemployment, the green line ’-’ represents the mean
value associated to the random behavior of 1 j» while dashed green lines * - -* indicate for the same random
process the confidence level o

To investigate this relationship, we utilized time series data provided by the US
Bureau of Labor Statistics,® specifically focusing on non-seasonally adjusted data
(Franses and De Bruin (2000)). Our analysis involved a sample of 512 terms selected
based on their relative Google search index. Similar to the approach used for the US
automotive sales market index, we identified the top 25 searched terms within each
of the 25 categories defined by Google on their website https://www.google.it/trends.
We then removed synonymous searches to ensure data consistency.

For each keyword, we computed the probability (2) by varying the values of n,. The
selection of n, values was based on multiples of the time step of the unemployment
rate series U, which has a monthly periodicity. Consequently, the search volume series
I; was averaged on a monthly basis.

Table 2 presents the values of P for each searched word, corresponding to dif-
ferent n, values. The keywords highlighted in bold are those that exhibit both a
logical/semantic connection with the unemployment phenomenon and a substantial
deviation of P from the value of 0.5. Notably, the reported P values in the table were
computed using data spanning from January 1, 2004, to January 1, 2020.

Examining Table 2, we can clearly identify two noteworthy keywords: unemploy-
ment and indeed jobs.

The non-random nature of various words is illustrated in Figs. 4, 5, and 6, where the
blue circular symbols corresponding to sensitive searches are positioned on the tails
of the P distribution. This distribution was computed across all searches, considering
different values of t, and utilizing Google search volume data spanning almost ten
years (approximately 7y ~ 16 years).

3 https://data.bls.gov/.
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Prob. dynamics, blu path refers to the g-search: indeed jobs

Prob. sensitive event

2004 2006 2008 2010 2012 2014 2016 2018 2020
Time [years]

Fig. 5 Red lines indicate 13(AU - Alj(s,ng)0 > 0,1y) withny = 2,60 = 1, U = US unemployment
rate, the blue symbols indicate pattern relative to term indeed jobs, the green line ’-’ represents the mean
value associated to the random behavior of 1 j» while dashed green lines * - -* indicate for the same random
process the confidence level o

Tau=-1, blu symbol refers to the search: unemployment Tau=-2, blu symbol refers to the search: indeed jobs

04
0.475 0.500 0.525 0.550 0.575 0.600 0.625 0.650 0.67 0.500 0.525 0.550 0.575 0.600 0.625 0.650
Prob. sensitive event Prob. sensitive event

Fig. 6 Distribution of 13(AU “Alj(s,n)0 > 0,1y) with 6 = 1, U =US Unemployment rate, 7y =~ 16
years, the blue circular symbols represent web searches: unemployment and indeed jobs

Analyzing the P values of the chosen search terms, we observe that the absolute
changes in U and /;—denoted as AU and Al}, respectively—may exhibit different
signs for past time intervals (7 < 0). Specifically, an increase in the past search volume
for the term unemployment compared to the present level is associated with an increase
in the unemployment rate. This behavior suggests that an upward trend in the search
volume for unemployment serves as a predictor for an impending rise in the unemploy-
ment rate. Thus, similar to the case of US automotive sales, we find that variations in
the past search volumes of specific keywords closely linked to unemployment precede
changes in the level of the unemployment rate.

Our findings align with previous literature on forecasting the unemployment rate
(Choi and Varian (2012); Choi and Varian (2009); Askitas and Zimmermann (2009);
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D’Amuri and Marcucci (2010); McLaren (2011); D’Amuri and Marcucci (2012);
Fondeur and Karame (2013)).

Similar to the US automotive sales analysis, we deliberately excluded specific terms
related to the influence of web information on employment from our general Google
search sample.

4 Discussion

This paper presents a methodology for identifying Google searches that reflect the
dynamics of social and economic events. One of the main challenges in research
utilizing web information for modeling such events is selecting relevant data that are
associated with the target variable. To address this challenge, our systematic approach
focuses on two complex aspects: analyzing complex data samples and applying an
objective selection criterion based on a few hypotheses regarding the sample’s dynamic
behavior.

To assess the effectiveness of our proposed method, we conducted an analysis
using two reference time series: the unemployment rate (macroeconomic variable),
and US automotive sales (consumption variable). These variables were chosen for their
significance in modeling inflation rates and for comparison with existing literature.
By considering the entire search volume history up to January 1, 2020, we computed
the probability of search volumes for specific words moving in accordance with or
against changes in the reference time series over various time periods. Our analysis
encompassed 512 terms.

The selection method proposed in this study is closely linked to the nature of
the analyzed data, specifically the changes in search volumes within a predefined
time window with a time delay. If the data were different, such as absolute levels
or percentage changes in volumes, the discrimination procedure would need to be
adjusted. In such cases, the asymptotic level of conditional probability would not be
0.5, and the comparison of search dynamics with a random process would require
reformulation, along with modifying the data cleaning process outlined in Sect. 2.1.

In conclusion, our proposed method combines two key elements: analyzing the
dynamics of conditional probability across different time delays and employing a
selection criterion based on simulating a pure random signal. To validate the statistical
significance of the selected words, we examined the entire probability distribution of
our sample. We discovered that the conditional probability associated with the selected
words fell within the extreme percentiles of the overall distribution.

This analysis enabled us to identify relevant searches that not only demonstrated
semantic/logic relevance to the studied phenomena but also exhibited a non-random
change in direction relative to the reference time series. By employing both criteria,
we successfully identified words capable of predicting the two investigated phenom-
ena. Consequently, by testing a statistical hypothesis regarding the mutual influence
of search volumes on the reference time series, we gained insights into the underly-
ing mechanisms governing the correlation between web opinion and social/economic
events.
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Our findings align with the existing literature. We have discovered that the selected
sensitive searches exhibit semantic and logical relevance to both US automotive
sales and unemployment rates, similar to the terms previously identified in studies
that enhance forecasting models (Choi and Varian (2009); Askitas and Zimmermann
(2009); D’ Amuri and Marcucci (2010); McLaren (2011); D’ Amuri and Marcucci
(2012); Fondeur and Karame (2013)).

As mentioned in the introduction, the selection of relevant searches poses chal-
lenges due to the vast amount of data and underlying assumptions. Many studies
utilize aggregate web search data or rely on pre-established hypotheses regarding the
dependence on a social phenomenon, without conducting prior data analysis.

To apply the proposed method, we recommend starting with a general criterion
to create a reference sample of Google searches. We demonstrate a methodology for
extracting only the search terms that are sensitive to a specific phenomenon from a
large sample of web searches. Additionally, specific terms can be added to the sample
based on their semantic and logical relevance to a particular reference signal. This
addition could provide further insights into the relative influence of these terms on the
same reference event.

The methodology described here can be valuable in selecting web data for modeling
economic and financial variables, such as inflation, with unemployment and US car
sales serving as foundational components.

The robustness of the methodology lies in its ability to perform well on large data
sets and provide a scale to assess the relevance of each search term. However, it is
important to note that the performance of the method depends on the length of the
selected time period and the time resolution of the reference signal. Having access to
data with a wide time window and a time sampling similar to that of Google searches
would greatly enhance the method’s performance.
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