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Abstract

In the absence of panel data, researchers have devised alternative methods for estimat-
ing synthetic poverty dynamics using repeated cross section surveys. These methods
are not only salient in the absence of panel data, but also in contexts where there
are concerns over the quality of panel data and/or the panel data are of insufficient
length to analyse medium- to long-term mobility trends. Both of these issues afflict
the longitudinal element of the European Survey on Income and Living Conditions
(EU-SILC) (Hérault and Jenkins, J Econ Inequ 17(1):51-76, 2019). Using the longi-
tudinal element of EU-SILC, this paper assesses the accuracy of the synthetic panel
approach put forth by Dang and Lanjouw (2021). For most conventional poverty lines,
the DL approach is found to be highly accurate when the true p is known. Similar
to Hérault and Jenkins (J Econ Inequ 17(1):51-76, 2019) the pseudo-panel approach
for estimating p is found to be highly sensitive to cohort definition. The longitudinal
element of EU-SILC, however, offers a unique route for overcoming this shortcoming.
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Introduction

Panel datasets provide important insights into the nature of poverty and the household
characteristics associated with poverty and its re-occurrence. Despite the benefits of
panel data, large-scale projects over long time periods are typically found in only a
small number of developed countries. Even where panel data are available, they can
suffer from small sample sizes and high attrition rates. These issues call into question
the representativeness of some panel samples and may lead to inconsistent estimates
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of population means (Ashenfelter et al. 1986). This paper examines a method for
estimating synthetic income dynamics using cross-sectional data.

The obvious drawback of using cross-sectional data is that the same individuals are
not followed over time, however, as Verbeek (2008) states:

“Repeated cross-sections suffer much less from typical panel data problems like
attrition and non-response, and are very often substantially larger, both in number of
individuals or households and in the time period that they span."

Deaton (1985), in the seminal paper, “Panel Data from Time Series of Cross Sec-
tions", proposed grouping individuals with common time invariant characteristics and
treating the averages within these cohorts as observations in a pseudo-panel. This
paper gave rise to the pseudo-panel approach and although there have been various
refinements since its inception, it is still limited to the examination of inter-cohort
dynamics; on the subject of intra-cohort mobility it is silent. Estimates at the cohort
level may also suffer from bias if cohorts are heterogeneously effected by events such
as migration and death (Fields and Viollaz 2013).

“Synthetic” panel approaches offer an alternative bridge to overcome the gap in
panel data; one which does not focus solely on inter-cohort dynamics.! Dang et al.
(2014) (henceforth DLLM) introduced a synthetic panel technique capable of con-
structing upper and lower bounds for poverty transitions. Similar to pseudo-panel
techniques, time invariant characteristics are used to link two rounds of indepen-
dent cross-sectional data. Rather than comparing cohort averages, the DLLM method
estimates income models at the household level consisting of only time invariant char-
acteristics for both rounds of cross-sectional data (t and ¢ + 1). For the households
observed in period ¢ + 1, period t income can be predicted using the coefficients pre-
dicted from the income model for time t (or vice versa). The question then becomes
how to treat the residuals from these income models and in particular how to treat the
correlation between residuals over time.

DLLM propose both nonparametric and parametric approaches for treating the cor-
relation of residuals in order to estimate bounds. The parametric approach imposes a
bi-variate normal distribution on the residuals and uses either zero/perfect correlation
or lower and higher correlation estimates from alternative datasets or neighbouring
countries to provide lower and upper bounds. Both the nonparametric and parametric
bounds have been shown to be successful at encompassing true joint and conditional
poverty estimates (Dang et al. 2014; Cruces et al. 2015; Perez et al. 2015). Unfor-
tunately, the approach can be of limited use to policy makers due to the size of the
bounds (Hérault and Jenkins 2019).

Dang and Lanjouw (2021), henceforth DL, builds upon the DLLM method and
incorporates pseudo-panel techniques to estimate residual correlation and arrive at
point estimates of transitions. The key innovation of the DL approach is to approxi-
mate the true income correlation using the correlation between cohort level average
incomes. Thus far Dang and Lanjouw (2021), Garcés Urzainqui (2017), and Hérault
and Jenkins (2019), have examined the performance of the DL approach in compar-

1 For the purposes of this paper, I consider pseudo-panel techniques to relate to cohort levels means and
their comparison over time. Synthetic panels techniques are those which move beyond cohort means to try
and estimate household level dynamics. The distinction, therefore, lies in the techniques ability to estimate
intra-cohort dynamics.
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ison to true panel data. The findings have been mixed with the method being shown
to be sensitive to a number of practical considerations. HJ suggest the method may
be less accurate in high income settings; however, one must consider how accuracy is
measured. Typically, accuracy of synthetic panel estimates is measured by counting
how many of the synthetic panel estimates lie within the 95% confidence interval of
the true panel estimate. While intuitively appealing, this benchmark will vary across
setting due to differences in the size and quality of the survey data used for validation.
Previous validation papers and this potentially inconsistent benchmark are further
discussed in Sect. 2.

Beyond validation, both the DLLM and DL approaches have been implemented in
a wide range of contexts and time periods. Some prominent examples include: Ferreira
etal. (2012) focus on Latin America, Dang and Ianchovichina (2018) examine income
mobility and the Arab Spring, Dang and Dabalen (2019) explore the nature of poverty
in Africa, and Dang and Lanjouw (2018) look at long term income mobility in India.

In a general sense it is the purpose of this paper to provide further clarity as to the
accuracy and practical implementation of the DLLM approach and the DL proposition
for approximating py,,y,,- Throughout the analysis particular attention is paid to the
evaluation of synthetic panel estimates in the absence of true panel data. Validation will
be carried out using EU-SILC, a pan-European survey containing both longitudinal
and cross-sectional elements. The analysis in this paper will primarily focus on France,
Poland, and Greece for the period 2005-2016. The scope, in terms of both countries
and time, offers new insight into the performance of the DL approach in different
settings and economic conditions. Furthermore, the shortcomings of EU-SILC, such
as high attrition rates, short panel length and the absence of certain ad hoc modules
from the longitudinal element, mean that there is great potential for the DL approach
to be of practical usefulness for EU-SILC users (Hérault and Jenkins 2019).

In order to give structure to the validation, two questions are asked of the DL
approach; does it work when the true py, ., is known? If so, can py, ., be accurately
approximated?

The first question can be seen to examine two important components of the DL
approach, namely the choice of income model and the bivariate normal assumption.
Using the true panel correlation of the residual terms, the sensitivity of estimates with
respect to the choice of income model can be examined. If, given the true correlation
term, the DL approach fails to produce a good approximation of joint and conditional
poverty probabilities, this suggests that the bivariate normal assumption is too strict a
structural form to impose on the residual and that there is little added value in exploring
approaches to approximating the correlation term. The DL approach is found to be
fairly insensitive to the choice of income model. Given the true py,, y;,, the DL approach
can produce accurate estimates of joint and conditional poverty probabilities although,
much depends on the normality of the residuals. Standard techniques for addressing
issues of normality can have a significant impact on the accuracy of estimates. In line
with previous research, estimates are found to be less accurate the higher the poverty
line is set.

The second question concerns the approximation of py,,y,,. The pseudo-panel
approach proposed by DL for approximating py,, y;, is strongly related to the more
common-place pseudo-panel measure for estimating whether incomes within a coun-
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try have been converging or diverging over time (Dang and Lanjouw 2021). In this
paper this link is made explicit and both the DL approximate for py,,, and the related
pseudo-panel measure of convergence/divergence (§) are estimated.

Both the approximation of py,,,, and  are found to be highly sensitive to a number
of practical decisions. Accurate approximates can be produced, but the problem faced
by practitioners is how, in the absence of panel data, to select the best cohort definition.

The final contribution of this paper is to explore alternative sources of py,, y;,. The
short longitudinal element of EU-SILC begs the question as to how to predict py;, y;,
into the future. This paper presents a framework for producing upper and lower bound
of 0y, y;, as well as point estimates. Using correlation estimates provided in Ball
(2016), the framework is found to be highly accurate at tracking py,, y,, into the future.

This paper consists of 6 sections. Section 1 provides a brief overview of the method-
ology. Section 2 provides an overview of the evidence to date. Section 3 presents the
data; the challenges and opportunities it presents. Section 4 explores the accuracy of
synthetic panel estimates when the true py,,,, is known. Section 5 explores means for
approximating py,, y;,. Section 6 concludes and summarizes the key findings. Supple-
mentary material is also available in the form of an online “Appendix”.

1 Methodology

The DL and DLLM approaches can be decomposed into two elements; income models
and residual autocorrelation. In the absence of true panel data, both approaches require
income models containing only time invariant household characteristics in order to link
independent cross-sectional data. The DLLM approach provides nonparametric and
parametric bounds under certain assumptions concerning the autocorrelation of the
residuals from the aforementioned income models. The DL synthetic panel approach
builds upon the methodology of DLLM by providing a method for approximating
the autocorrelation between residuals which allows for point estimates of transitions.
In what follows I will provide a brief overview of the DLLM approach and the DL
innovation. What follows borrows heavily from the in depth exposition provided by
Dang and Lanjouw (2021).

1.1 Income models

Household income can be estimated using linear projections of income for the two
rounds of cross-sectional data:

Yil Zﬁ;)m + €1 (D
yj2 = Brxjp + €52 (2)

where x; denotes the set of time invariant household characteristics observable in both
rounds and yy refers to household income.”

2 Inall applications of the DL and DLLM approaches thus far, the log transformation of either household
income or household consumption has been used.
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1. Using the data in survey round 1 obtain predicted coefficients B and predicted
residuals €;1 from the linear income model (1)

2. For each household in round 2 predict round 1 income using the predicted coeffi-
cient B

Step 2 implies that households observed in period 2, with a certain set of time invariant
characteristics, would have achieved the same average level of income in period 1
as similar households observed in period 1. This requires the first of the two key
assumptions underpinning the DL approach.

Assumption 1 (A1): the underlying population sampled must be the same in survey
round 1 and survey round 2.

This assumption is unlikely to hold in the case of large population shifts in terms
of births, deaths and migration. As the interval between cross sections grows there
is naturally greater scope for such changes to occur, however previous research has
found the accuracy of estimates to be fairly insensitive to the length of interval under
consideration (Dang and Lanjouw 2021; Hérault and Jenkins 2019).

1.2 Residual autocorrelation

The income models allow unobserved income to be predicted on the basis of time
invariant household characteristics, but the question still remains as to how to treat the
residuals. These residuals will be comprised of unobserved time invariant character-
istics and time varying factors; it is therefore likely that residuals are correlated over
time. DLLM provide both a nonparametric and a parametric treatment of the residual
correlation.

1.2.1 Nonparametric bounds

The nonparametric bounds rest upon the assumption of non-negative correlation
between €;1 and €;2. In the case of students it is easy to imagine a scenario where
low income during a period of study is then followed by higher income upon the
completion of studies, however such a scenario is unlikely to prevail for the average
household. Furthermore, steps, such as excluding those under or above a certain age
from the sample, can be taken in order to reduce this risk. Under this assumption
an upper bound can be estimated assuming the residuals are completely independent
while a lower bound can be estimated assuming the residuals are perfectly correlated.

1.2.2 Parametric bounds

The bounds on poverty transitions can be further narrowed through the application of
the second assumption underpinning the DLLM parametric approach.

Assumption 2 (A2): ¢;1 and €;7 have a bivariate normal distribution with (partial)
correlation coefficient p and standard deviations o and o¢».

In the absence of true panel data A2 cannot be tested. Validation studies thus far have
found that while residuals typically fail formal tests of bi-variate log-normality, visual
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inspection of the residuals indicates that it still provides a reasonable approximation.
A2 results in the following parametric estimation framework:

! !
21— Bxi2 22— Brxin
,dy » Pd 3)
O¢l O¢2

P(yi1 ~ z1and yi2 ~ z2) = ®2 | d)

where d is an indicator function equal to 1 if household is poor and -1 if the household
is non-poor, pg; = didyp. In order to estimate parametric bounds, one requires an
upper and lower estimate for p. DLLM suggest that the correlation coefficient from
alternative panel data sets within the same country or from similar countries could be
used.

Steps:

1. Estimate the income model for the two periods
2. Estimate Eq. 3 using upper and lower values for p taken from external sources

1.2.3 DL—point estimates
If the true partial correlation were known, then using Eq. 3, it would be possible to

arrive at point estimates for transitions. DL show that the partial correlation can be
derived from the simple correlation using the following formula:

b= Pyiyin N var (yipvar(yiz) — ﬂ{var(xl-)ﬂz

O0c10¢2

“

In the absence of panel data the simple correlation will not be available. Therefore,
DL propose an approximation using cohort level averages. Assume household income
follows a simple linear dynamic data generating process (AR(1)) given by:

yiz =« +8yi1 + ni2 (5)

This is a fairly standard assumption in the pseudo-panel literature. The coefficient § is
a common measure of unconditional mobility with § < 1 indicating convergence and
8 > 1 indicating divergence of incomes (Antman and McKenzie 2007)>. Equation 6
sets out the relationship between the § term and the statistic of interest py,, y;, .

var(yi1) s
var(yi2)

(6)

Pyiryi2 =

Pseudo-panel techniques replace individual level observations with cohort level aver-
ages.
Ye),2 =+ 8Ye—1),1 + e(),2 @)

3 See Antman and McKenzie (2007) for a detailed account of pseudo-panel estimation. In the pseudo-
panel literature the § is commonly referred to as the B coefficient. I continue to use § in order to maintain
comparability with the previous synthetic panel validation exercises.
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The simple correlation coefficient py,, y,, can then be approximated by either directly
calculating the cohort-level simple correlation coefficient py,, y., or via Eq. 8 the cohort

alternative to Eq. 6.
[var (yc1)
Gy = ] ———=8 8
'O.V(l,\(2 var(yc2) ( )

Equation 8 highlights the link between the DL approximate and the pseudo-panel
approach for estimating §. The DL approximate uses the ratio of the cohort level

zz:g‘;;, therefore even if § were to be accurately estimated the p. may

; var(ye1) _p var(yi1) ; .
prove to be inaccurate due to ;- Oe) 7+~ vartry) This leads to a related measure of p,:

[var(yi1)
o= | —"5 9
pyz:l)z:Z var(yiz) ( )

This related measure, which Garcés Urzainqui (2017) refers to as the indirect DL, will
be explored further in Sect. 5.

For both measures the grouping methods discussed are equivalent to instrumental
variables (IV) methods where the IVs are the grouping variables—cohort dummy
variables and the time dummy variables (Verbeek, 2007). In the first stage, individual
income is regressed on cohort dummy variables, calculating the average income level
for each cohort. These cohort averages are then used in Eq. 7.

In order for Eq. 7 to be consistently estimated via OLS, the standard criteria for
valid instruments must be met. Consistent estimation of py,,,, requires IVs which
are relevant, exogenous and satisfy the exclusion restriction. The exclusion restriction
requires that the instrument affects the outcome variable only through the instrumented
variables. Verbeek and Vella (2005) show that this requirement will not be met if cohort
effects are present in the residual represented by 7,2 in Eq. 5.% Pseudo-panel approaches
also impose a full rank requirement which simply states that there must be sufficient
variation in cohort level averages.

Typical cohort definitions used in the pseudo-panel literature are birth cohort and
sex. The exclusion restriction and full rank requirement suggest that the number of
cohorts should be sufficiently large so as to counter potential systematic differences in
individual characteristics and to allow for sufficient variation. However, researchers
must also be wary of small sample bias when cohorts do not contain sufficient individ-
uals. This leads to the classic trade-off found in the pseudo-panel literature between the
number of cohorts and the minimum number of individuals in each cohort (Antman and
McKenzie 2007). Verbeek and Nijman (1992) proposes that a cohort should contain
a minimum of 100-200 observations, whereas Devereux (2007) suggests that much
larger cohorts are required (500+).

variances

4 Verbeek and Vella (2005) propose an augmented IV approach to overcome this issue, but it requires at
least 3 periods of observation.

@ Springer



1254 B. Colgan

2 Validation approaches and findings

Previous validation exercises of the DL method have been conducted using two empir-
ical strategies; within panel analysis and rotating panel analysis.

Within panel analysis uses actual panel data to mimic the conditions under which
synthetic panel techniques may be applied. This is done by randomly splitting the
data in half; one half of the data is used for the income model in period 1 while the
other half is used for the income model in period 2. This process is repeated R times
to avoid spurious results relating to any particular split. While such an approach has
the advantage of automatically satisfying assumption 1, it does constrain one of the
key advantages of cross-sectional data, namely larger sample size (Dang and Lanjouw
2021). The smaller sample size resulting from using only half of a panel sample will
reduce the accuracy of the income model, reduce the number and size of potential
cohorts for the approximation of the partial correlation coefficient, and may have
implications for the bi-variate normal assumption.

The alternative to splitting true panel data is to use surveys with a rotating panel
design. A rotating survey design is one which combines cross-sectional and longi-
tudinal elements. A subset of households from each survey round are followed for
multiple time periods. This approach affords the synthetic approach the larger sample
size of cross-sectional data, but assumption 1 is no longer automatically satisfied.

In what follows I will discuss the empirical validation exercises in terms of the two
key components of the DL approach. I will first discuss findings relating to the income
models and performance when the true rho is used before discussing the performance
of the DL innovation for approximating py,, y,,-

2.1 Results with true rho

Table 1 provides an overview of the validation studies thus far, outlining the key
choices made by the authors. Validation exercises have been conducted using data
sets from 8 countries; 5 developing countries and 3 developed countries. There is an
equal split between consumption as the measure of well-being and income; however,
it is important to note that all 3 developed countries use income as the measure of
well-being.

The age column indicates the age range for the household head for which analysis
is conducted. The DL approach links households over time via the time invariant
characteristics of the household head. Households with younger household heads may
be more unstable due to a greater incidence of dissolution and formation. Similarly
older households may face a greater risk of dissolution due to higher death rates.
Consistent with the pseudo-panel literature, DL restrict analysis to households where
the household head is aged between 25 and 55 while Garcés Urzainqui (2017) is more
lax about the choice of age range opting for the wider range of 25-70. HJ consider two
age ranges throughout their analysis; 25-55 and 25-75. They find that the performance
of the DL method is sensitive to the choice of age range and that the 25-75 range
produces more accurate estimates.
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In all evaluations, income models have contained variables relating to age, sex,
education, and religion/ethnicity/country of birth. Garcés Urzainqui (2017) provides a
sensitivity analysis of synthetic poverty transition estimates with respect to the choice
of income model. Moving from parsimonious models to more complex models, which
contain variables whose claim of time invariance is more doubtful, Garcés Urzainqui
(2017) finds that given an accurate estimate of p even parsimonious models may give
a good impression of poverty transitions.

The evidence with respect to the choice of income model is thus quite encourag-
ing. However, one important gap in the literature is the sensitivity of sub-population
estimates to the choice of income model. Parsimonious models may work well in aggre-
gate, but less so for certain sub-populations particularly if time invariant characteristics
specific to that sub-population are not included in the income model. Furthermore,
when using the bounds approach, the size of the bounds will increase with more
parsimonious income models.

DL do not provide estimates of poverty transitions using the true p, instead they
report transitions using an approximation of p based upon 1 year age cohorts. The
precision of estimates is evaluated by counting the number of times point estimates lie
within the 95 % confidence interval of the true estimate. The authors find that all of the
estimated conditional probabilities and 18 out of the 20 joint probabilities lie within the
95 % confidence of the true estimate. The worst performing country by this measure
of precision, and the more testing measure of lying within one standard deviation of
the true estimate, is the US—the only high income country. Garcés Urzainqui (2017)
finds, using the preferred income model, that all joint poverty estimates lie within the
95 % confidence interval of the panel estimate.

The validation exercise of HJ is by far the largest in terms of the number of time
periods considered and it is also much less optimistic. They find that even using the
true panel rho a much higher number of synthetic panel estimates lie outside the 95
% confidence interval of the true panel estimate than has previously been found. For
certain years, the DL approach performs well with all estimates lying with the CI,
but for other years less than half of the probabilities are accurately estimated. Impor-
tantly though, chronic poverty is almost always accurately estimated. The accuracy of
synthetic panel estimates is found to vary with the poverty line used.

HJ also examine the potential for parametric bounds estimated using rho values of
0.5 and 0.9. The authors find that while these bounds are highly successful at encom-
passing the true panel estimate, they are often too large to be of practical use. This is
indeed true, however, this need not always be the case. The parametric bounds calcu-
lated by HJ are based on a sample which is half the size of the available longitudinal
data set. In practice there is no need to split the data set and cross-sectional data sets
are typically larger than longitudinal; parametric bounds may therefore be of practical
use.

One interpretation of the results so far is that the DL method works well in develop-
ing countries, but less well in high income settings. However, the precision of existing
panel estimates, as conceptualized by the confidence intervals, will be determined by
the size of the panel, the value of the proportion in question (p(1 — p)), and the survey
design. This results in an inconsistent benchmark. Furthermore, in DL the standard
errors for the true poverty dynamics using US data are calculated without taking into
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account complex survey design resulting in extremely narrow confidence intervals. In
terms of the absolute difference between the true panel values for the US and synthetic
panel estimates, the synthetic panel estimates for the US are among the most accurate.
In HJ the true poverty dynamics and their confidence intervals in both the UK and
Australia are derived from the full longitudinal sample. The results presented in HJ,
therefore, compare the accuracy of synthetic panel estimates to a longitudinal dataset
which has twice as many households. The implication of differing survey design
effects and the calculation of confidence intervals somewhat erodes the conclusion of
relatively poor performance of the DL approach in high income countries.

Inconsistent benchmarks beg the question as to how one should evaluate synthetic
panel estimates. If users are primarily interested in levels of chronic poverty then
evaluation based upon absolute differences between true panel and synthetic panel
estimates could be appropriate. If trends in poverty dynamics are of interest than it
may be sufficient to examine whether the true and synthetic panel estimates move in
similar directions over time. Or if policy makers are interested in identifying at risk
groups then it may be sufficient if the synthetic panel estimates can accurately rank
important sub-populations in terms of their riskiness to persistent poverty.

In what follows I will continue to assess the accuracy of DL estimates using the
confidence interval surrounding the true panel estimates, but will also consider the
aforementioned user needs. A broader approach to validation should ultimately help
to identify the practical usefulness and limitations of the DL approach.

2.2 Considerations in defining cohorts

DL do not perform an empirical analysis of the sensitivity of their findings with respect
to the definition of cohorts. Garcés Urzainqui (2017) examines 9 alternative cohort
definitions using birth cohorts of different length and interacting these cohorts with
sex and region of birth. The findings are encouraging in the sense that examining
cohort level correlations in average income can give a good approximation of the
true correlation, and concerning in that the correlation is sensitive to the choice of
cohort definition. Garcés Urzainqui (2017) also considers an alternative synthetic panel
approach proposed by Bourguignon and Moreno (2020). Bourguignon and Moreno
(2020) propose incorporating the estimation of p into the synthetic panel procedure.
The discussion and application of this approach is beyond the scope of this paper, but
Garcés Urzainqui (2017) finds that the DL approach produces more accurate estimates
of p and more accurate synthetic panel estimates.

HJ find significant volatility in the DL p depending upon the cohort definition used.
In the words of Hérault and Jenkins (2019), this is, ‘worrying because researchers
applying the DL method (and without longitudinal data) might choose the ‘wrong’
definitions and sample selection criterion, if only because of data constraints.” Fur-
thermore, cohort definitions which may perform well on average for all the years
considered may perform poorly for one specific year suggesting, that when possible,
the cohort rho should be averaged over multiple time periods. The volatility in cohort
p is particularly large when examining the age range 25-55.
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Asnoted in Eq. 8 the pseudo-panel approximation of p relates directly to the means
based approach for measuring convergence/divergence in incomes via the § term in
Eq. 7. It is therefore informative to examine the means based unconditional mobility
literature. Antman and McKenzie (2007) examines the accuracy of the means based
approach using Mexican household data. Restricting the analysis to households where
the household head is aged 25-49, they find that cohorts defined by yob(5)*education,
where education is divided into 3 categories, produces realistic § coefficients.

Fields and Viollaz (2013) use Chilean data to examine the accuracy of the means
based approach. Restricting their sample to households where the household head is
aged between 20-65, they find that cohorts defined by yob(2)*sex can accurately
approximate the unconditional § coefficient. Both Fields and Viollaz (2013) and
Antman and McKenzie (2007) fail to address how the most accurate cohort definition
can be selected in the absence of true panel data.

In summation, it appears that pseudo-panel techniques can be used to approximate
p, but the accuracy is sensitive to the definition of cohorts. This volatility need not
be a hindrance if guidance emerges as to how to identify the best performing cohort
definition. From the perspective of the practical application of the DL method it is
not the sensitivity of the DL rho to the choice of cohort definition which is relevant,
but rather whether a particular cohort definition performs well across a number of
different settings or if certain characteristics of cohort definitions are associated with
more accurate estimates.

3 Data

Synthetic panel approaches require at least two rounds of cross-sectional data. The
wording of questions, sampling approach and treatment of data must be similar in
both periods to credibly link these independent samples. Furthermore, the validation
of synthetic panel estimates requires true panel data, constructed in a similar manner as
the cross-sectional data, for comparison. This paper makes use of both the longitudinal
and cross-sectional releases of EU-SILC (2006-2017) made available by Eurostat in
order to validate the DL approach.

EU-SILC is a household survey which covers 28 EU and non-EU countries over
varying lengths of time. It is fundamental to the measurement of poverty and inequality
and also helps to shape future policy. It consists of two types of data; cross-sectional
and longitudinal. The longitudinal element of EU-SILC is comprised of a four year
rotating panel for each country. For a given cross-sectional data set at time t, 75% of
the original households will be re-interviewed in t+1, 50% in t+2 and 25% in t+3.

The quality of the longitudinal element of EU-SILC is undermined by two factors;
attrition and survey design variables. Evidence from 3 high quality panel surveys,
the British Household Panel Survey (BHPS), the Household, Income and Labour
Dynamics (HILDA) survey in Australia, and the German Socio Economic Panel,
suggests that the retention rate for a three year panel should be approximately 80
% (Jenkins (2010); Kroh and Spief (2006); Watson and Wooden (2006); Lynn et al.
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(2006)). The majority of countries included in the 2009-2012 EU-SILC longitudinal
dataset fail to match the retention rates of high quality panels.’

At present the publicly available version of the longitudinal element of EU-SILC
does not include a variable detailing which stratum a household belongs too (Iacovou
et al. 2012). A PSU variable is available, but incorporating clustering while ignoring
the strata can lead to an overestimation of standard errors in the context of poverty
rates (Howes and Lanjouw 1998). Point estimates of poverty transitions will not be
affected, but constructing confidence intervals without taking clustering and strata into
consideration will lead to erroneous estimates of precision.

The probability weights accompanying the longitudinal element of EU-SILC are
also a source of concern. These weights are re-calibrated for each year to account
for attrition and ensure that the sample remains representative of the true population.
Despite these efforts a number of countries report discrepancies between the poverty
rate calculated using the cross-sectional data and the longitudinal data for the same
period (Jenkins and Van Kerm 2017). Such discrepancies cannot be explained by
changes in the underlying population and are therefore indicative of poor data quality.

While certain characteristics of EU-SILC show the potential usefulness of synthetic
panel approaches they also present a challenge for validation exercises. Within panel
validation can overcome the problem posed by high levels of attrition as both con-
structed cross-sectional data and the panel data will be drawn from the same sample.
However, the length of within panel data which can be considered will be limited by
the rotating panel design of EU-SILC. For each additional year added to the panel
length the sample size decreases by approximately one third. Given this declining
sample size the within panel approach to validation is most feasible for one year pan-
els and for countries with larger longitudinal samples. It is worth bearing in mind that
the sample size of a one year panel will be approximately three quarters the size of
the cross-sectional data for a given year. For within panel validation this longitudinal
sample must be randomly split in half, resulting in an effective sample size which will
be approximately three eights of what would be available for a true application of the
DL approach.

France, Poland and Greece are the three countries selected for within panel vali-
dation. These three countries are selected due to their large sample sizes with each
one year panel containing approximately 4500—5500 households.® The three countries
selected also represent different levels and patterns of poverty over time.

In line with common practice I use the equivalized household disposable income
variable provided by Eurostat as the measure of living standards.” Following the
approach of Van Kerm and Alperin (2013) I record as missing any income smaller
than 75 % of the lowest percentile or higher than 125 % of the top percentile. This

5 Please see A.1 in the “Appendix” for 3 year retention rates.

6 At the beginning of the time period considered Greece has a relatively small sample size, however, this
increases dramatically over the time period considered.

7 Household disposable income includes all income from work, private income from investments and
property, transfers between households, and all social transfers received. This measure of annual household
disposable income is then divided by the number of single adult equivalents in the household (according
to the modified- OECD equivalence scale) to arrive at an individual measure of single adult equivalent
disposable income attributed to all household members.
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process effects a very small number of households and helps to ensure results are not
driven by potentially misreported incomes.

In keeping with Eurostat’s ‘headline‘ poverty statistics, the primary poverty line
used throughout the paper is 60 % of contemporary national median income.® This
poverty line is comparable to that used by HJ in that it is a relative line, but differs
from the absolute poverty lines used by DL and Garcés Urzainqui (2017). In Sect. 4, I
examine the sensitivity of the synthetic poverty estimates to alternative poverty lines.

4 Findings with true py,. .,

In this section the performance of the DL approach is examined when the true py,, y;,
is known. Using the true py,, ,;, isolates the performance of the income model and
bivariate normal assumption allowing one to abstract from performance issues related
to the ability of pseudo-panel approaches to approximate py,, y,,. In particular this sec-
tion examines the accuracy and sensitivity of estimates to alternative income models,
poverty lines, and sub-population decompositions.

4.1 Income models

Alongside the estimation of residual autocorrelation, the income model plays a key role
in the DL synthetic panel approach. The challenge to researchers utilizing this method
is how to assess such an important component. Some guidance is provided by DL,
who state that regressors in time t+1 should be either time invariant or time-varying
but easily recalled for period t.

The strict time invariance of household characteristics is the key to linking inde-
pendent cross sections under the synthetic panel approach. For some variables the
case is clear cut. Year of birth does not change over time and thus is certainly time
invariant. The number of children under a certain age threshold is not time invariant,
however it is, to a certain degree, predetermined. An individual’s education level plays
an important role in determining their income and yet is not time invariant. Restrict-
ing the age of the household head considered in the sample can strengthen the claim
of time invariance for education—in many countries individuals rarely add to their
formal education after the age of 25. Furthermore, using information on when an indi-
vidual finished their education it is possible to ensure that no changes in education
level occurred in the interval between cross sections.

These are the kinds of issues that a researcher must consider when constructing
the income model. Income models can be, and often are, assessed in terms of their
predictive power; however, first and foremost researchers must ensure the variables in
their models are time invariant otherwise the validity of their findings are undermined.

In order to test the sensitivity of poverty estimates to the income model, I construct
models on the basis of a tiered approach similar to Garcés Urzainqui (2017). These
tiers begin with the most assuredly time invariant variables to those which are likely

8 In line with common practice these thresholds are generated using the cross-sectional element of EU-
SILC.

@ Springer



EU-SILC and the potential for synthetic panel estimates 1261

time invariant, but may not be for a small section of the population. The most basic
model includes: sex, 5 year birth cohort, country of birth.

In line with previous findings, the accuracy of synthetic panel estimates are robust
to the choice of income model. Given this robustness, one may be tempted to conclude
that the most parsimonious model should therefore always be favoured as it is most
assuredly time invariant. However, it is important to note that parsimonious models
will perform poorly for certain sub-populations.’

In what follows an income model comprised of sex, 5 year birth cohort, country
of birth, and interaction terms between sex and education and sex and birth cohort is
used. All included variables are time invariant or can be made time invariant. This is
comparable to the income model used by HJ, however, the adjusted R? for tier 3 for
each country is higher than those reported by HJ.!°

4.2 Normality of residuals

When the true py,,,, is known, inaccuracies in synthetic panel estimates can arise
from the two underlying assumptions; A1 stable population and A2 bivariate normal
assumption for the residuals. The within panel validation approach ensures that A1 is
met, therefore the bivariate normal assumption is the likely culprit behind inaccurate
estimates. This raises the question as to how the bivariate normal assumption can be
assessed in the absence of true panel data. One straightforward approach for assessing
the bivariate normal assumption is to examine the normality of residuals for the income
model in each period. In order for the residuals from the income models to follow a
bivariate normal distribution, the year specific residuals must be normally distributed.
While strict normality of residuals is unlikely to hold, visuals representations of the
residual distribution through p-p plots, g-q plots and histograms can help practition-
ers to predict if synthetic panel estimates will be accurate and for which dynamics
inaccuracies may occur.

Figure 1a presents the p—p plot of the residuals for Greece (2014). P—P plots present
the cumulative probabilities at certain values for the empirical distribution of residuals
in comparison to the normal distribution. For Greece the empirical distribution lies
above the 45 degree line in the lower half of the distribution. Where the normal
distribution expects a cumulative probability of 25%, the empirical distribution reports
approximately 15% for Greece. Using the normal distribution would thus overstate
the probability of negative residuals in comparison to the empirical distribution. In
terms of poverty dynamics, the use of the bivariate normal assumption for residuals
should lead poverty in Greece to be overstated in the years considered.

There are a number of techniques available to practitioners for improving the nor-
mality of residuals. One such technique is to identify overly influential data points and
remove them from the income model. Given that income is generally considered to be
more volatile than consumption, this may be a more salient issue when income is the

9 Please see “Appendix A2” for a comparison the performance of income models for a given year, over
time, and for one particular subpopulation.

10 Using a comparable model to Tier 3, HJ find adjusted R? values ranging from 0.14-0.17 depending on
the year considered.
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Fig. 1 Normality of residuals in base year—In transformation. The reported residuals are calculated using
income model 3 and the longitudinal sample for the given year

measure of welfare (World Bank 2014). Typically, one is reluctant to exclude outliers
unless there are genuine concerns over erroneous values; however, since the income
model is used to predict income, it is possible to exclude outliers from the income
model whilst still including them in the estimation of synthetic panel estimates. Alter-
natively one could transform the variable of interest. Every application of the DLLM
approach takes the logarithm of the variable of interest. This certainly helps, but as
Fig. 1a shows it is not always sufficient. There are alternative transformations, such
as taking the square root which may be more suitable.

Figure 1b presents P-P plots where the square root transformation rather than the
log is taken for Greek household income. The effect of this alternative transformation
is dramatic. The empirical distribution of residuals now closely matches the normal
distribution in terms of cumulative probabilities. This lends support to the bivariate
normal assumption.

Prior to the estimation of synthetic income dynamics, it is also informative for
practitioners to examine the predicted poverty rate under the assumption of normally
distributed residuals. Figure 2 compares the true poverty rate and synthetic poverty
rate for Greece. The true and synthetic poverty rates both refer to period t. The syn-
thetic poverty rates are calculated using the predicted incomes for period t. Assuming
the residuals are normally distributed a synthetic poverty rate for time period t is esti-
mated.!! Comparing the true and synthetic poverty rates for Greece, again reveals
that the synthetic poverty rate estimated using the logarithmic transformation over-
estimates poverty. The square root transformation results in more accurate synthetic
poverty rates for Greece. In what follows the square root transformation is used for
both Greece and Poland.!?

T A similar level of accuracy is found when synthetic poverty rates for ¢+ — 1 are estimated using period t
time invariant household characteristics and are compared to the true poverty rates for # — 1.

12 Pplease see section A.3 of the “Appendix” for a comparison of true and synthetic poverty rates for France
and Poland—synthetic estimates are found to be highly accurate.
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Fig.2 Comparing true and (a) Greece
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4.3 Poverty dynamics

In this section poverty dynamics for France, Poland and Greece are presented. Figure
3 presents the findings for France when the true py,,y,, is known. Alongside estimates
using the true py,, y,,, parametric bounds are estimated with py,, y,, fixed at either 0.6 or
0.9. For the majority of country settings included in EU-SILC this bound encompasses
the true one year py,, y;,. The inclusion of estimates using a fixed p has the additional
benefit of allowing for a visual inspection of whether it is changes in the returns to
time invariant characteristics of household heads or whether it is changes in the py,, y;,
term from year to year which drives the observed trends.

In line with prior research, the DL approach is found to be extremely accurate at
measuring the rate of chronic poverty; all estimates lie within the 95% confidence
interval of the true estimate.' Importantly, the DL estimates also accurately capture
the upward trend in chronic poverty in France due to the onset of the recession. The
three remaining joint probabilities are estimated with a reasonable degree of accuracy,
with estimates lying within the 95% confidence intervals or marginally outside. It is
worth bearing in mind that were survey design variables available one could reasonably
expect all of the DL estimates to lie within the 95% confidence interval of the panel
estimate. Similar to HJ, the DL approach is found to systematically underestimate the
probability of being non-poor in both periods; however, it does successfully capture
the trend.

The parametric bounds successfully capture all of the true joint poverty dynamics
with the exception of those persistently non-poor. It is interesting to note that the
synthetic panel estimates using the true py,, ;,, are more accurate at capturing changes
in trends than the parametric bounds with fixed p. This can be most clearly seen in
the 2006-2008 period for the (poor, non-poor) joint probability. A similar level of
accuracy is found for both Poland.'#

13 Confidence intervals are calculated as the average of the 51 true panel splits. This ensures that the
synthetic panel estimates are being compared to a panel dataset of comparable size.

14 please see Fig. 5 in “Appendix A.3”.
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Fig.3 France—poverty line set at 60 % of median income. All of the reported point estimates and confidence
intervals are the average values for the 51 splits

Figure 4 presents the joint probabilities for Greece using both the log transformation
and square root transformation of household income. The difference between the
two synthetic panel estimates is dramatic. While the log transformation continues to
accurately capture the rate of chronic poverty, the estimates for the three remaining
joint probabilities are largely inaccurate and erratic. In total 22 out of 48 of the synthetic
joint probabilities estimates lie outside the 95% confidence interval of the true panel
estimates. By comparison, using the square root transformation results in only 2 out
a total of 48 joint probabilities lying outside the 95% confidence interval of the true
panel estimates. This highlights the important role of examining the normality of the
residuals from the income models and taking action to improve normality.

4.4 Conditional probabilities

Figure 5 presents the most common conditional probabilities for France.!> Similar
to HJ, no drop in accuracy is found when examining conditional probabilities. The
number of synthetic conditional probabilities which lie outside the 95% confidence

15" A similar level of accuracy is found for Poland and Greece—please see Fig. 6 in the A.4.

@ Springer



EU-SILC and the potential for synthetic panel estimates 1265

(a) Joint Probabilities

Prob(poor in year1, poor in year2) Prob(poor in year1, not poor in year2)

T T T T T T T T T T T T T T T T T T T T T T T T
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

2 Prob(not poor in year1, poor in year2) Prob(not poor in year1, not poor in year2)

88
13 84
164 82
14 80
78
78
74
724
70
68
06 1 N .

——
—~ N

T T T

T T T T T T T T ™ T T T T T T T T T T
2005 2006 2007 2008 2000 2010 2011 2012 2013 2014 2015 2016 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

T T

95% Cl of true est —=&— Panel est
=@ Ln tran with true rho ~& - Sqrt trans with true rho

Fig.4 Greece—poverty line set at 60 % of the median. All of the reported point estimates and confidence
intervals are the average values for the 51 splits

interval of the true probability for the exit and entry rates closely matches the accuracy
of the respective joint probabilities. This is unsurprising as the joint probabilities are
used in the calculation of the conditional probabilities.

There is, however, a much larger absolute difference between the synthetic and
true exit rates. This is particularly evident in the case of France. The large absolute
differences observed for France are due to the small discrepancies between the true and
synthetic joint probabilities for being poor in t-1 and non-poor in t being magnified
by the small denominator of being poor in period t-1. This highlights that greater
caution should be exercised when examining synthetic panel estimates of exit rates in
countries with low levels of poverty in the initial period.

4.5 Alternative poverty lines

The headline findings identify an individual as poor if their income is below 60% of the
median income. This is the poverty line used by Eurostat when analysing the Europe
2020 goals, however this is not the only poverty line in use in developed countries. The
OECD (2019), for example, defines poverty as an income below 50% of the median
income.
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Fig.5 Conditional probabilities. Notes All of the reported point estimates and confidence intervals are the
average values for the 51 splits

Figure 6 presents the joint probabilities when the poverty line is set at 80% of the
median income. Similar to HJ, I find a deterioration in the performance of the DL
estimates as the poverty line rises.'® Given that the 60% and 50% of median poverty
lines are those most commonly used in the developed countries settings this does not
represent a significant concern for poverty analysis, yet it does raise doubts over the
suitability of the DL approach for broader mobility measurement. A similar pattern is
observed for both Poland and Greece (see “Appendix A.4.17).

4.6 Alternative age range

When examining estimates for the 25-55 age range, it is worth noting that the confi-
dence intervals for the narrower age range should be larger due to the smaller sample
size; this make the binary measure of accuracy less demanding. The findings for the
25-55 age range are comparable to those found for the 25-75 age range in terms of
estimates lying with the 95% confidence interval, absolute differences and in ability
to replicate significant changes in trends. This robustness to alternate age ranges when
the true py,, y;, is known is found for all countries (see “Appendix A.4.2”).

4.7 Sub-populations

Policy makers are not solely concerned with overall poverty transitions; rather, they
often wish to identify which sub-populations are particularly vulnerable to persistent
poverty so that policy interventions may be better targeted. The DL approach is found
to accurately capture poverty dynamics for subpopulations determined by the sex and
education level of the household head (see “Appendix A.4.3”).

16 Using a lower poverty line does not decrease accuracy—please see Fig. 7 in the “Appendix A.4.17.
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4.7.1 Urban versus rural poverty dynamics

Applications of the DL approach thus far have tended to produce household level
probabilities using the entire sample. These probabilities are then aggregated to the
national or sub-national level. An alternative approach, which is particularly salient for
comparing urban and rural poverty dynamics, is to estimate separate income models
for urban and rural households to arrive at probabilities of poverty dynamics. This
separate income model approach allows for differences in the returns to time invariant
household characteristics between the regions and also allows the use of alternative
Pyi1vin €Stimates for the two areas. However, the use of separate income models comes
at the cost of fewer households for predicting income which may have consequences
for the normality of residuals.

Figure 7 compares the estimates of poverty dynamics for urban areas using aggre-
gate and separate income models for Poland. For the aggregate estimates a dummy
variable for region is included in the income models. The use of separate income mod-
els for urban and rural areas results in more accurate synthetic poverty estimates. This
improved precision is driven by allowing different returns to time invariant households
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Fig.7 Poland urban poverty dynamics. All of the reported point estimates and confidence intervals are the
average values for the 51 splits

characteristics, rather than through the use of different p values for the two regions.
A similar improvement is found for synthetic panel estimates for rural Poland.!’

The findings for Poland open up an alternative path to estimating synthetic poverty
dynamics; separate income models could be estimated for subpopulations based on
region or education level of the household head. Aggregate estimates could then be
produced by weighting subpopulation estimates with respect to their share of the
population and summing up. This approach would require subpopulation estimates
for py,,y;, and may fall foul of small sample sizes, but in certain settings it may be a
viable approach. The analysis of residuals and the comparison of synthetic poverty and
true poverty rates would also provide important checks for subpopulation synthetic
panel estimates.

5 Approximating py,,,,, and 8

Alongside the income model, the approximation of py,y,, is a key component of
the DL method. In this section pseudo-panel techniques for approximating py,, y;,,
using neighbouring countries py,, y;,, and using rotating panel elements to approximate
Pyi1yip into the future are explored.

17 Please see Fig. 32 in “Appendix A.4.3”.

@ Springer



EU-SILC and the potential for synthetic panel estimates 1269

5.1 Pseudo-panel techniques for approximating py,,y,,

DL propose using pseudo-panel techniques for approximating py,, v, - Equation 8 high-
lights the link between the common place pseudo-panel estimate of unconditional
convergence and the DL pseudo-panel approach for approximating py,,y;,. Table 2
presents estimates of both these measures derived using alternative cohort definitions
and the 3 year panel element of EU-SILC. In the analysis which follows the rotation
groups present in both cross sections are dropped. As highlighted by Garcés Urzain-
qui (2017), the presence of the same households in both cross sections may bias the
findings.

Unlike HJ and Garcés Urzainqui (2017), the DL p is not directly reported here,
rather the correlation between the income measures in two time periods is reported.
This allows for the accuracy of the DL pseudo-panel approach to estimating py, , y,, tobe
examined alongside the pseudo-panel approach for approximating the unconditional
convergence (§) and the indirect route to approximating p expressed in Eq. 9.

Table 2 presents the average true panel py, y, and § and the average approxi-
mated py,y,, and § obtained from alternative cohort definitions for France, Poland and
Greece. Three types of cohort definition are examined: year of birth (yob) cohorts,
yob and sex cohorts, and yob and education cohorts.

Within each type of cohort definition, it is unsurprising to find that the average
approximated py,y;,s and ds increase as the cohort definition used increases in size
and decreases in number. Similar to the findings of HJ, in both France and Poland
there are a number of cohort definitions which can on average accurately approxi-
mate py,, y;,, however, the question facing practitioners is how to identifying the best
performing cohort. There are three summary statistics which can, in theory, help to
guide practitioners; the adjust R?, the average cohort size (size), and the number of
cohorts(N). The relationship between these three elements and the accuracy of the
pseudo-panel estimates is, unfortunately, ambiguous.

Focusing on cohorts defined by year of birth, yob(4) on average provide reasonably
accurate approximates of py,, y,, for both Poland and France for the 25-55 age range.
This is despite large differences in the adjusted R> between France and Poland as
well as differences in the average number of observations. In both countries, however,
the average number of observations per cohort exceeds 100, the criteria set forth by
Verbeek and Nijman (1992). The average number of observations per cohort may
conceal some cohorts with very small numbers of observations, but this should not be
a source of significant volatility as the analysis is performed using weights.

Moving to the 25-75 age range, it is interesting to note that while both the true py; , y,,
and the pseudo-panel approximates increase as the age range incorporates older house-
holds, this increase is much more pronounced for the pseudo-panel approximates. A
consequence of this larger increase in the pseudo-panel estimates is that the cohort
definitions which are most accurate for the 25-55 age range are not always the most
accurate for the 25-75 age range. This is particularly evident in Poland where yob(2)
is the least accurate approximate for the 25-55 age range and yet is the most accu-
rate approximate for the 25-75 age range. It is clear that pseudo-panel estimates are
sensitive to the age range examined.
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1272 B. Colgan

The findings for cohorts defined by yob and sex are broadly in line with those
defined by yob alone. Cohort definitions with 100 or more observations on average
come closest to approximating the true py,,y,, and the range of values is quite narrow.
The exception to this, is the estimates for Poland for the 25-55 age range. Despite
having average cohort sizes greater than 100, a comparable adjusted R? to the yob only
cohorts, and a number of cohorts which is sufficient to produce accurate approximates
for other age ranges and country settings, the estimates for Poland using the cohorts
defined by yob*sex exhibit a high degree of variability. At least in the case of the 25-
55 age range for Poland, pseudo-panel estimates appear to be sensitive to the cohort
definition even when the average cohort size exceeds 100.

Cohorts defined by yob*education provide an accurate approximate of the average
Pyirvi, Tor France, but not for Poland or Greece. This is despite: the adjusted R? being
broadly similar in all three countries, the average cohort size being larger in Poland,
and the number of cohorts being almost identical. This, again, highlights the concern
raised by HJ—it is not that pseudo-panel techniques cannot accurately approximate
p, but rather that in the absence of panel data it is not possible to identify when and
which pseudo-panel estimates are accurate.

Turning to the indirect approach to approximating py,, ;,, there appears to be little
difference in the two approaches in the context of France. The approximates for py,, y;,
and 6 exhibit a comparable level of accuracy. In Poland, however, there is a large
discrepancy between the true § and the pseudo-panel approximates; this discrepancy

is much less pronounced for the true py,y;,. It appears that in the case of Poland
var(ye) _y var(yi1) var(yi)

however, using the true var(yi2)

varra) 7 varn)’ does not, as hypothesized, increase
accuracy.

The findings for France and Poland appear to support the use of pseudo-panel
approximates for the 25-75 age range. Using estimates derived from cohort definitions
with an average cohort size greater than 100 and cohorts defined by sex*yob, one can
arrive at potentially useful estimates for parametric bounds. This finding does not,
however, hold for Greece where no cohort definition approximates the true py;, y,,.
This poor performance can to some extent be identified through the inspection of the
adjusted R? which suggests the cohort definitions based upon yob and yob*sex are
weak instruments.

Table 2 compares the average py,,y,, over the time period considered to the aver-
age pseudo-panel approximates, however, cohort definitions which perform well on
average may perform poorly for specific time periods and may fail to track changes in
the true py,, y;, over time. Figure 8 compares the true py,,,,, with the best performing
cohort approximations from each category of cohort definition for each country and
age range. For both France and Poland, the true panel and py,  ,,, exhibit little variation
over time. Approximates for py,, y,, exhibit considerably more variation. Some cohort
definitions produce approximates for py,,,, which are almost 0.2 from the true value
for France and 0.5 in Poland for certain years. To put such differences in perspective,
in Fig. 3 the lower parametric bound uses a value for py, y,, which is approximately
0.2 points lower than the true py,, y,,. Using this lower bound produces synthetic panel
estimates which, not only, lie outside the 95% confidence interval of the true poverty
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Fig.8 p comparison—3 year panel. Notes Age range 25-75. The estimates above 2007 represent the § for
the period 2004-2007

dynamics, but can also be almost twice as large as the true joint probability as is the
case for the probability of being (non-poor, poor) in 2011.

HIJ suggest that where possible practitioners should use the average pseudo-panel
approximated calculated from a series of cross sections. Given that the true py,,y;,
appears be quite stable over time, there is merit to this suggestion. As is evidenced in
Fig. 8, the average will, however, be sensitive to the time period used to calculate the
average. Furthermore, using average pseudo-panel estimates requires repeated cross-
sectional data which is a significant data requirement and one which is likely to become
less feasible if one wishes to examine longer-run poverty dynamics.

Approximates, even on average, are highly sensitive to the choice of cohort defi-
nition. The problem for potential practitioners is how to identify the best performing
cohort definition. Within a given category of cohort definition, the optimal choice will
depend upon the average cohort size, number of cohorts and the prevailing adjusted
R?, however, the relationship varies from country to country and there does not appear
to be one statistic or combination of statistics which successfully identifies the best
performing cohort definition.

Pseudo-panel techniques are intended to track convergence in the absence of panel
data, however, in the absence of panel data it is not possible to identify the best
performing cohort definition. In this key sense pseudo-panel techniques do not appear
to be a viable alternative to true panel data and great caution should be exercised when
drawing conclusions from such techniques.

5.2 Neighbouring countries and py,, .,

In DLLM, the authors suggest that py,,,, estimates from neighbouring countries
could be used as parametric bounds for the estimates of synthetic poverty dynamics.
While neighbouring countries may not exhibit similar rates of correlation, countries
with similar institutional characteristics might. The modified varieties of capitalism
(VoC) framework, proposed by Amable (2003), groups countries which share key
institutional characteristics in terms of welfare, education and health. Amable (2003)
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1274 B. Colgan

identifies 6 varieties of capitalism in Europe; social democracy, corporatist, liberal,
Southern European, and Eastern European.

Table 3 presents the findings for py,,y;,, grouped by variety of capitalism. The
framework appears to be highly successfully at grouping countries which exhibit sim-
ilar levels and patterns of py,,y,, overtime. Greece, however, is an exception. Despite
sharing certain institutional features, Spain and Italy do not provide an accurate approx-
imate of py,y,, for Greece. This is likely due to the stark differences in the economic
conditions across these countries during the time period considered.

Given the inaccuracies of pseudo-panel techniques when approximating py,, y;,.
the VoC approach offers some hope to practitioners if panel data is available for a
nearby country which shares certain institutional characteristics and contains compa-
rable income or consumption measures. These requirements will, however, make this
approach impractical in many settings.

5.3 Approximating oy, ,,, using shorter panel data

The discussion of py,,y;, thus far has focused on how to approximate py,,y;, in the
absence of panel data. This is clearly a pressing issue for practitioners, but does not
address the question of how to approximate py,y;,, beyond what is available from
current panel data.'®

Let us consider a situation where we wish to approximate p between 2004-2010.
Using the 2011 longitudinal release of EU-SILC, it is possible to calculate the
household level income correlation 2007-2010. This needs to be extended in order
approxima