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Abstract
This study presents the development and experimental verification of a simulation model for estimating the local micro-
structure of a tool geometry after heat treatment. The experiment involved subjecting a metallic block of dimensions 40 × 
50 × 50 mm, made of the ledeburitic cold work steel DIN EN 1.2379 (X153CrMoV12; AISI D2), to a heat treatment in a 
laboratory furnace at 1000 °C for 20 min. Thermocouples were strategically placed to record time-temperature profiles at dif-
ferent locations within the block. Following the heat treatment, the local microstructure was determined through quantitative 
image analysis, and the local hardness was measured as a function of the distance from the block’s edge to its core. These 
measurements were then correlated with the corresponding time-temperature curves obtained from the thermocouples. To 
replicate the local time-temperature profiles, the thermophysical properties of the steel were experimentally determined and 
incorporated into a finite element analysis heat transfer simulation using Abaqus FEA® software. This simulation approach, 
combined with the MatCalc software, facilitated the calculation of various local microstructural characteristics such as car-
bide content, carbide type, carbide distribution, and chemical composition of the matrix. Furthermore, the content fractions 
of the microconstituents of the matrix, including martensite and retained austenite, were determined based on the simulated 
martensite start temperature, employing an optimized function fitted to experimental data. The developed simulation model 
offers potential applications in two important areas. Firstly, it can be used to adapt heat treatment processes for tools of differ-
ent sizes in production, optimizing their mechanical properties. Secondly, it enables efficient optimization of heat treatment 
routes by considering changing initial states, leading to high process quality in terms of mechanical properties. Overall, this 
study provides valuable insights into the estimation and control of local microstructure in tool geometries through the use 
of a validated simulation model.
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1 Introduction

High-quality tool steels are the backbone of our global pro-
duction system: they give the desired shape to a host of other 
materials and produce parts of all sizes and geometries. 
According to Berns and Theisen [1], the typical properties 
of these tools are high mechanical strength, hardness, wear 
resistance, and sufficient toughness. In the case of tool steels, 
Hornbogen et al. [2] have shown that these properties are 
achieved by a multiphase microstructure that can be adjusted 
to the requirements of use through the manufacturing process, 

chemical composition, and heat treatment. Bhadeshia and 
Honeycombe [3] pointed out that all components of the micro-
structure contribute to the obtained macroscopic properties. 
For a new industrial production tool, a complex parametric 
study is usually performed to obtain an optimal heat treat-
ment route with the desired target properties for the product 
to be manufactured. The quenching temperature and the time 
in the industrial furnace are varied, followed by tempering 
heat treatments at a lower temperature to achieve the most 
efficient production possible. Typical austenitizing holding 
times, which increase with the thickness of the part, are in 
the range of 20 to 60 min. With the recent advancements in 
computer-aided material development and heat treatment 
simulation programs, ongoing efforts in science and industry 
aim to predict the required optimal microstructure and heat 
treatment using computer simulations, thus circumventing 
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the above-mentioned experimental parameter studies. As an 
example, Shubhank et al. [4] have developed a computer-aided 
simulation model in their application to predict the influence 
of heat treatment on low-alloy steels. Here, the approach 
was based on a fully automated quantitative image analysis. 
According to Eckstein [5], the tool geometry also significantly 
influences the necessary heat treatment parameters. Thin and 
small tools need significantly shorter holding times at harden-
ing temperatures than similar tools with larger cross-sections 
for an identical material and furnace power. The differences in 
time-temperature curves between the core and the edge of the 
component are caused by the material’s thermal conductivity 
and the heat transfer from the furnace to the tool. This can 
result in variations in the mechanical properties of the tool if 
the total holding time is insufficient.

In order to simulate the hardening/heat treatment process 
accurately, three interrelated variables must be calculated. 
Firstly, the model should precisely calculate the heat transfer 
from the industrial furnace into the component and the heat 
distribution within the component. This allows for the deter-
mination of real-time and temperature curves for any point in 
the tool. Secondly, the local microstructure needs to be calcu-
lated using these exact heat treatment processes, taking into 
account the initial state of the material (chemical composition, 
manufacturing route, etc.). Finally, an approach is required 
to determine the resulting mechanical properties from the 
local temperature-dependent microstructural changes, with 
the hardness of the material correlating with the start of the 
martensitic transformation  (Ms temperature). In this paper, 
the microstructural evolution during heat treatment is studied 
and reproduced by a newly developed simulation model, thus 
developing the first two of the three interrelated variables. The 
martensitic transformation is a diffusionless transformation 
during quenching from supersaturated austenite to a tetrago-
nal space-distorted lattice structure, which depends largely 
on the chemical composition of the austenite, as presented by 
Ishida [6] in their publication. According to Su et al. [7], the 
chemical composition of the austenite matrix is influenced 

by the time- and temperature-dependent carbide dissolution 
during heat treatment. Several empirical equations have been 
established in the past to predict the onset of martensitic 
transformations as a function of the chemical composition 
of the material. Capdevila et al. [8] have recently developed 
an empirical equation for engineering steels through the use 
of an artificial neural network. A new equation to predict the 
 Ms temperature in alloy steels was proposed by Lee and Park 
[9], which takes into account the effects of the chemical com-
position and grain size of austenite. These can be very well 
applied to low-alloy steels, in which the contained alloying 
elements are completely dissolved during austenitization. 
For higher-alloyed and multiphase tool steels, this underly-
ing assumption is wrong, as part of the contained alloying 
elements is bound in the hard phases such as carbides.

In this publication, the heat treatment of a metallic com-
ponent is performed and its influence on the microstructure 
is studied. On the one hand, this heat treatment is carried out 
experimentally in a laboratory furnace (Section 2), and on 
the other hand, the same heat treatment is carried out in a 
simulation model (Section 3). The results of the experimen-
tal and simulated heat treatment are discussed comparatively 
in Section 4. Finally, Section 5 summarizes the findings and 
presents open questions and further developments.

2  Experimental

2.1  Sample geometry, material used, 
and measuring points investigated

In this work, a hot isostatically pressed powder metallurgy 
(PM-HIP) block with the dimensions 40 × 50 × 50 mm (Fig. 1 
left) made of the conventionally-available ledeburitic cold 
work steel 1.2379 (X153CrMoV12; AISI D2) was used as a 
replacement geometry for a tool, subjected to heat treatment 
and subsequently analyzed. The as-received condition was soft 
annealed. The chemical composition was analyzed by optical 

Fig. 1  Schematic sketch of the 
examined PM block (left) with 
the cutout area shown (red) 
after heat treatment. On the 
right are the selected measur-
ing points (Mp1-Mp4) for the 
mechanical and microstructural 
investigations and the holes for 
the temperature measurements 
with thermocouples in the PM 
block (gray)
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spark emission spectrometry (OES) and the mean value from 
five individual measurements is shown in Table 1.

In the PM block, a total of four measuring regions were 
selected, which were investigated for their mechanical properties 
as well as their microstructure and their local time-temperature 
curve during heat treatment. All four measuring points exam-
ined are on the axis parallel to the z direction passing through 
the center of mass of the block, with increasing distance d to the 
edge (Fig. 1, right). The distances of the individual measuring 
points to the edge are shown in Table 2. The distance of 0.25 mm 
at Mp1 was selected as the minimum distance since the oxidation 
of the surface during heat treatment leads to a slight decarburiza-
tion of the edge and thus changes the chemical composition. It 
is known from preliminary tests that at similar temperatures this 
decarburization of the edge is less than 0.15 mm and therefore at d 
= 0.25 mm an unchanged chemical composition can be assumed.

For the experimental determination of the Ms temperature, 
six cylindrical dilatometer specimens with a diameter of D = 4 
mm and a length of L = 10 mm were made from the identical 
PM starting material.

2.2  Heat Treatment and temperature measurement

2.2.1  Furnace

The heat treatment of the PM block was carried out in a labora-
tory muffle furnace in an argon atmosphere followed by quench-
ing in water. The austenitizing temperature was 1000 °C, and the 
sample was left in the furnace until the center of the component 
(Mp4) reached the austenitizing temperature of 1000 °C. This 
heat treatment was chosen to achieve the maximum possible 
hardness through the austenitizing temperature after quenching, 
and the comparatively short holding time was chosen to gener-
ate different properties at the edge and in the core. To ensure 
a uniform temperature distribution in the laboratory furnace, it 
was preheated to the austenitizing temperature for 3 h before the 
actual heat treatment of the PM block took place. To obtain an 
identical heat transfer from the furnace to all surfaces of the PM 
block, the block was placed in the furnace on two thin metallic 
residual pieces with a width of 2 mm, so that the underside of the 
block is only in negligible contact with a solid body.

In order to detect the temperature during the heat treat-
ment in the component, holes with a diameter of 1.5 mm were 
drilled at the positions described in Fig. 1 right and Table 2. 
The depth of the hole drilled from the top surface to record the 
temperature curve of Mp2 is 2.5 mm, and the depth of both 
holes drilled from the side surface for Mp3 and Mp4 is 20 
mm. The temperature was recorded during the heat treatment 

with a temperature data logger Voltkraft K204 with thermo-
couples of type K with a diameter of 1.5 mm. In addition, a 
thermocouple Tc1 was fixed on the surface of the PM block, 
and another thermocouple Tc0 was mounted 1 cm above the 
block to detect the exact furnace temperature. All thermocou-
ples were connected to the PM block with a high-temperature 
stable molybdenum wire with a diameter of 1 mm (Fig. 2).

2.2.2  Quenching dilatometry

To measure the  Ms temperature and to compare them with 
the results of the simulation, a quenching dilatometer DIL805 
(TA Instruments, DE, USA) was used. The second derivative 
of the length change over the temperature was investigated to 
evaluate the dilatometer data. This allows the accurate deter-
mination of transformation points, by allowing large deviations 
from the zero line. Silica glass punches were used to measure 
the change in length of the samples under investigation, and 
K-type thermocouples with a diameter of 0.1 mm were welded 
to the surface of the dilatometer samples for temperature meas-
urement and control. Due to the manufactured sample geome-
try of the PM block, the remaining piece was used to manufac-
ture the dilatometer samples, resulting in a total of six samples. 
The initial condition of the dilatometer specimen must cor-
respond to that of the PM block, which means that production 
from a different piece is not expedient. For sufficient statistics, 
three samples were needed for each heat treatment performed. 
Due to the low number of dilatometer samples, only the meas-
uring points Mp2 (edge) and Mp4 (core) were considered here. 
In the dilatometer, the identical time and temperature curve of 
the measurement data of the furnace heat treatment of the PM 
block recorded by the temperature data logger was followed. 
To reduce oxidation, the tests were carried out under vacuum 
(~5·  10−4 mbar) and then quenched with nitrogen gas  N2. Both 
time and temperature curves of the measuring points Mp2 and 
Mp4 were repeated and evaluated three times each.

2.3  Microscopy, phase analysis, and quantitative 
image analysis

The analysis of the microstructure as well as the quantita-
tive image analysis of the different phases was carried out 

Table 1  Chemical composition 
of the PM block (1.2379; AISI 
D2) determined by OES in wt%

Element Fe C Si Mn P S Cr Ni Mo Cu V W Co

wt% bal. 1.49 0.49 0.31 0.02 0.02 11.37 0.20 0.86 0.17 0.84 0.06 0.02

Table 2  Distance d of the selected analysis area from the edge of the 
PM block (Fig. 1)

Measurement point Mp1 Mp2 Mp3 Mp4

Distance (d) from the edge in mm 0.25 2.5 9.5 28.5



4238 The International Journal of Advanced Manufacturing Technology (2023) 128:4235–4252

1 3

on metallographically prepared samples. For this purpose, a 
disc with a thickness of 4 mm was cut out of the center of the 
PM block (see Fig. 1). The disc was then further fragmented, 
and the measuring points Mp1-Mp3 together and Mp4 (center 
of the component) were individually hot embedded in con-
ductive embedding material. Subsequently, the samples were 
metallographically ground and polished up to a 1 μm dia-
mond suspension. For the exact quantitative phase analysis, 
the samples were observed in the polished state using a scan-
ning electron microscope (SEM) of the type MIRA3 from 
TESCAN GmbH. An accelerating voltage of 15 kV, a work-
ing distance of 10 mm, and the BSE detector were used for 
imaging. Then, at the different distances from the edge of 
the PM block (Table 2), 132–140 single images were taken 
with a magnification of 15 kx and a square image side length 
of 18.4 μm. The brightness, contrast, and working distance 
between the different measuring positions were left constant. 
These individual images were then merged into a panorama 
image for each distance using the Fiji ImageJ2 1.52p software, 
and the gray value range was additionally matched to each 
other using histogram matching in ImageJ, validated in the 
study by Schindelin et al. [10]. This was done three times for 
each distance from the edge and three large high-resolution 
images (>44,600 μm2) were evaluated for each measuring 
point (Mp1-Mp4) for quantitative image analysis.

A custom program developed by Benito et al. [11] was 
used in MATLAB® to perform a two-step semiautomatic seg-
mentation of quantitative image analysis through gray level 
and feature size thresholding. The detected phases were char-
acterized by their content, individual feature size, and shape, 
using area fraction, equivalent diameter, and aspect ratio as 
descriptors. These parameters were selected for compatibility 
with the input and output data of a later simulation model.

The phase identification was done using electron back-
scatter diffraction (EBSD) with 20 kV accelerating voltage 
and 17 mm working distance. The Nordlys Nano Detector 
and AZtec software from Oxford Instruments were utilized 
to conduct the EBSD scans, which were performed on tilted 
specimens at an angle of 70°. The identification of phases 
α-Fe, γ-Fe,  M7C3, MC,  M2C, and  M3C2 was done using the 
inorganic crystal structure database (ICSD). The specimens 
were prepared with V2A etchant before the microstructural 
investigation.

2.4  Quantitative phase analysis and X‑ray 
diffraction

The quantitative phase analysis was conducted using the PUL-
STEC μ-X360n mobile X-ray diffractometer, which uses Cr 
X-ray (CrKα radiation; λ = 0.22898 nm) with 30 kV voltage 
and 1 mA current. The largest collimator (2 mm aperture) was 
used, and the X-ray exit-to-sample distance was 20 ± 0.5 mm. 
An 18° beam entrance angle (ψ0) resulted in an oval irradi-
ated measurement range of 3.0 × 2.8 mm on the specimen. 
The X-ray diffraction (XRD) of the polycrystalline material 
formed Debye Scherrer rings, which were detected on the 
device’s 2D photodiode detector. The XRD detected the dif-
fraction of γ-iron (retained austenite, RA) in [220] orientation 
and α-iron in [211] orientation. According to the standard by 
[12] for X-ray determination of retained austenite the quanti-
tative phase ratio between γ- and α-iron was calculated from 
the intensity curve areas of both phases. An average of at least 
five measurements was taken for each heat treatment, with a 
sample rotation of 50° between each measurement. The calcu-
lated retained austenite and martensite ratio is not equal to the 
real microstructure content because it does not account for the 
carbide content. The phase content of the carbides, determined 
by image analysis, was subtracted from the matrix content 
to determine the γ- and α-iron ratio. The RA content in vol. 
fraction was calculated using Eq. (1) that have been adapted 
on the approach of Su et al. [13].

where  CarbideIA is the carbide volume fraction measured by 
image analysis, and RAXRD is the retained austenite volume 
fraction measured by XRD.

(1)RA =
(

1 − CarbideIA
)

⋅ RAXRD

Fig. 2  PM block with type K thermocouples after heat treatment in 
the laboratory furnace
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2.5  Hardness testing

The hardness of the metallographically prepared samples 
was measured using the Vickers method (DIN EN ISO 
6507) in HV10. For each measuring point (Mp1-Mp4), a 
minimum of five individual measurements were carried out 
on a hardness tester from KB Prüftechnik GmbH, and the 
arithmetic mean and standard deviation were calculated. 
The measured hardness was added as an additional param-
eter in this work to represent the influence of different t-T 
profiles between the edge and core of the PM block on the 
microstructure and the resulting mechanical properties.

2.6  Thermophysical properties 1.2379–PM

The material’s thermal conductivity λ was measured using 
the dynamic measurement method. By using this method, a 
differentiated measurement of the density ρ, specific isobar 
heat capacity cp, and thermal diffusivity a as functions of 
temperature T was carried out. The resulting thermal con-
ductivity is calculated using Eq. (2) [14].

The density ρ0 at room temperature was determined using 
Archimedes’ principle. The corresponding measurements 
were performed in air and ethanol using a high-precision 
laboratory balance CPA225D by Sartorius AG. The thermal 
expansion coefficient was measured using a vertical dilato-
meter L75 Platinum series by Linseis Messgeraete GmbH. 
The specific isobar heat capacity cp was measured using a 
differential scanning calorimeter type HDSC PT-1600 by 
Linseis Messgeraete GmbH, Selb, Germany. Measurements 
were performed immediately after baseline correction and 
calibration with a constant heating rate of 20 K/min.

To obtain the thermal diffusivity, laser-flash experiments 
were performed using a laser-flash analyzer type LFA 1250 
by Linseis Messgeraete GmbH. The samples were prepared 
by coating them with a thin graphite layer to maximize the 
absorption of the laser.

3  Simulation model

The simulation model used to calculate the microstructure 
evolution consists of a combination of three major sub-steps 
and commercially available software packages. The simulation 
procedure is shown schematically in Fig. 3.

In the first step of the simulation, an optimization strategy 
was programmed in MATLAB® to calculate the heat trans-
fer coefficient of the used laboratory furnace using the inverse 
method from the experimental t-T curves and an Abaqus FEA® 

(2)�(T) = �(T)cp(T)a(T)

heat transfer analysis. In the next step, the Abaqus FEA® model 
with the optimized heat transfer coefficients was used to calcu-
late the time and temperature curves as accurately as possible 
for each point of the component, considering the furnace- and 
thermophysical material parameters (Section 3.1). These local 
time and temperature curves are used as local heat treatment 
with the further material-specific input parameters of the initial 
state (chemical composition, carbide analysis) in MatCalc to 
calculate the metastable microstructure states and to simulate 
the  Ms temperature and the resulting carbide distribution after 
the heat treatment (Section 3.2). The flowchart of the used simu-
lation model in the MatCalc environment is shown in Fig. 4. 
Finally, with the output parameters from MatCalc and the opti-
mized equation from an existing data set, the local matrix phase 
fraction (retained austenite content) can be calculated depending 
on the  Ms temperature (Section 3.3).

3.1  Uncoupled thermal analysis of discontinuous 
interfaces

This Section briefly describes the mathematical relations 
assumed to describe the temperature evolution of the tool as it 
undergoes the heat treatment.

3.1.1  Heat conduction

The tool temperature distribution evolution is described by the 
heat conduction equation:

where t is the time and ∇∙ and ∇ are the divergence and 
gradient operators, respectively. As detailed in Section 2.6, 
ρ, cp, and λ are temperature-dependent.

The tool was given a homogeneous temperature as an initial 
condition:

3.1.2  Boundary condition: interface heat transfer

Heat transfer within the furnace was modeled using the 
convective rule for interfaces as employed, for instance, by 
Schicchi et al. [15]:

where TF = TF(t) is the time-dependent furnace environment 
temperature. −� �T

/

�x = q is the Fourier law of heat conduc-
tion, where q is the heat flux. hc, on the other hand, is the 
heat transfer coefficient.

(3)�cp
�T

�t
= ∇ ∙ (�∇T),

(4)T(t = 0) = T0

(5)
−�

�T

�x
= hcΔT ,with

ΔT = T − TF ≠ 0,
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3.1.3  Model construction

Abaqus/CAE® was used to create the geometric model with 
the same dimensions as the PM block (Fig. 2) and to set up the 
heat transfer from the laboratory furnace into the component as 
well as its time-dependent temperature distribution in the com-
ponent. The general-purpose Abaqus/Standard® solver was 
employed as the finite element analysis (FEA) solver. In order 
to make the heat treatment simulation as faithful as possible 
to the experimental heat treatment, the experimentally deter-
mined time-temperature curves of the thermocouple Tc0 were 
used as the ambient temperature in the simulation. The results 

of thermophysical properties as a function of temperature of 
1.2379 PM were implemented as the material data.

3.1.4  Determination of the heat transfer coefficient 
between the laboratory furnace and component

The temperature-dependent heat transfer coefficient between 
the environment and the component depends on the furnace 
used, the proportions of convection and radiation, the surface 
structure of the component, etc. As mentioned above, since 
the value cannot be determined directly, it was determined by 
using the inverse method. The effectiveness of this approach 

Fig. 3  Workflow of the entire 
microstructure simulation 
model

Fig. 4  Flow chart of the used simulation model in the MatCalc environment
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was demonstrated by Wu et al. [16] on samples of AlSi10Mg 
fabricated using selective laser melting, and by Xiong et al. [17] 
in the context of an inverse problem related to thermal engineer-
ing. For this purpose, the optimization function fminsearchbnd 
written in MATLAB® and coded by D’Errico [18] was used. 
In this optimization function, the simplex search method is used 
to minimize the error between real measurement and simulation 
of the time-temperature curves of selected points. For this opti-
mization, the measuring points of thermocouples Tc2, Tc3, and 
Tc4 were selected. The minimization function was defined as 
the sum of the integrated squared differences between the meas-
ured and simulated temperatures in Abaqus FEA® between a 
given start time ts and the end of the simulation:

ts is to be selected such that the emphasis of fitting through 
the inverse method is made on the Sections of the heat treat-
ment that affect microstructural formation and evolution.

A temperature-dependent second-degree function Eq. (7) 
was assumed for the required heat transfer coefficient.

The bounds on the coefficients a and b were set as (0, ∞) 
to avoid negative heat transfer while retaining the capability 
to reproduce the expected behavior of hc(T).

3.2  Microstructure–MatCalc

The simulation of metastable microstructure was carried out 
using MatCalc Engineering 6.04 (rel.0.138) software, with 
the thermodynamic ME-Fe1.3.2 and the mobility ME-Fe1.2 
database. MatCalc is a software package for simulating phase 
transformations, precipitation kinetics, and microstructure 
development in metallic systems. It uses the Onsager [19] 
thermodynamic extremal principle, which describes systems 
outside thermodynamic equilibrium. The simulation couples 
mathematical models to account for parallel processes in the 
material. In this work, kinetic calculations were used to dis-
sociate carbides based on austenitizing time and temperature. 

(6)arg min
hc(T)

∑4

i=2∫

∞

ts

√

(

T
exp

Tci
(t) − Tsim

Tci
(t)
)2

dt

(7)hc(T) = a + b ∙ T + c ∙ T2

Thermodynamic equilibrium was determined by the minimum 
free enthalpy (G) of the system, using the CALPHAD method, 
which was extended with the SFFK model developed by Svo-
boda et al. [20] to predict precipitation growth rates and com-
positional changes. The GBB model published by Sonderegger 
and Kozeschink [21] was used to model the interfacial energy 
of precipitates, while the NKW model from Kozeschnik et al. 
[22] calculated the evolution of precipitate size distribution. 
In this case, a class size of 25 was used. The simulation model 
considers the global chemical composition of the system from 
the OES analysis (Table 1). Precipitates extract elements from 
the matrix, conserving the total number of atoms per element, 
which is reflected in the SFFK model. Herrnring et al. [23] 
calculated the matrix chemical composition based on the ele-
ments “missing” due to the precipitates. The microstructure of 
the soft-annealed material was used as the starting point for 
the simulation. The required parameters for this initial state, 
such as the matrix phase, carbide types, contents, distribution, 
and shape, were determined through image analysis (Table 3). 
The Scheil-Gulliver solidification model shown by Schaffnit 
et al. [24] was used to calculate the chemical composition and 
amount of the eutectic  M7C3-carbides and MC-phase. The 
proeutectoid and tempering carbides mean composition of 
the initial state was obtained from the thermodynamic equi-
librium calculation at 860 °C, which represents a typical soft 
annealing temperature of 1.2379 shown in the data sheet by 
Stauberstahl [25].

The Abaqus FEA® heat transfer result as a time-temperature 
dataset for each node (equal to Mp1-Mp4) of Section 3.1 was 
used in the MatCalc simulation to determine carbide dissolu-
tion and evolving matrix composition based on temperature and 
time for each analyzed area. To calculate the  Ms temperature, the 
empirical Eq. (8) by Barbier [26] and the chemical composition 
of the matrix phase (γ-iron austenite) were utilized.

This described approach to the metastable microstructural 
evolution of carbide distribution, the carbide dissolution, and 

(8)

M
s
= 545 − 601.2 ∙

(

1 − e
−0.868∙C

)

− 34.4 ∙ Mn − 13.7 ∙ Si

− 9.2 ∙ Cr − 17.3 ∙ Ni − 15.4 ∙ Mo + 10.8 ∙ V + 4.7 ∙ Co

− 1.4 ∙ Al − 16.3 ∙ Cu − 361 ∙ Nb − 2.44 ∙ Ti − 3448 ∙ B

Table 3  Results determined 
using image analysis. Input 
parameters and the initial state 
for the simulation

* The contents in mol% were converted from the results of the image analysis (vol%) using the Thermo-
Calc 2023a software

Phase Phase fraction Radius in μm Aspect ratio

vol% *mol% Mean Std Min Max Mean

M7C3
(proeutectoid and 

temper)

12.31 14.48 0.30 0.28 0.08 1.18 0.75

M7C3
(eutectic)

5.70 6.79 1.40 0.21 1.18 2.50 0.72

MC 0.09 0.11 0.05 0.02 0.01 0.08 0.86
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the  Ms temperature was successfully tested in previous work 
by Schuppener et al. [27] and improved by the new databases 
and optimizations.

3.3  Prediction of the retained austenite volume 
fraction

The computed Ms temperature was used to predict the retained 
austenite volume fraction after quenching, as it ultimately is 
a descriptor of the austenite phase stability. To achieve this, a 
dataset of the 30 pairs (Ms, VRA) was acquired by dilatometry 
and XRD, respectively, for the studied material in a range of 
solution states. The austenitizing temperatures ranged between 
980 and 1100 °C, and the holding times were between 1 and 
60 min. The data is shown in Fig. 5. The selected model to 
describe the relation between VRA and Ms was a three-param-
eter sigmoid function:

where Vmin
RA

 is the retained austenite volume content at 
 Ms ≫ 0, MRA50

s
 is the martensite start temperature at which 

the retained austenite volume fraction is 0.5, and  kRA indi-
cates the sharpness of the transition. The fitting was per-
formed in MATLAB® employing the Levenberg–Marquardt 
algorithm and minimizing the least absolute deviations. The 
fit, together with the 95% confidence bounds, is shown in 
Fig. 5 as well. The parameter values obtained, also with the 
95% confidence bounds, are presented in Table 4.

4  Results and Discussion

The results and their discussion are divided into three 
sections. Section 4.1 discusses the microstructure and 
mechanical properties of the initial state, while Sec-
tion 4.2 examines these properties following the heat 
treatment. Additionally, Section  4.2.2 compares and 
explains the differences between the simulated and 
experimental results. The main focus of the discussion 
is presented in Section 4.3, where the developed simula-
tion model is compared and discussed in relation to other 
developed models.

4.1  Microstructure–initial state

The microstructure of the initial state is illustrated in 
Fig. 6 as an SEM image and it corresponds to a typical PM 
microstructure in the soft annealed state. Homogeneous 

(9)VRA

(

Ms

)

=
Vmin
RA

− 1

1 + exp
((

Ms −MRA50
s

)

∕kRA
) + 1

distribution of larger round eutectic  M7C3 carbides with 
a mean diameter of about 2.8 μm and a dispersed distri-
bution of small secondary  M7C3 carbides with a mean 
diameter of about 0.6 μm can be seen (Table 3). Using 
quantitative image analysis of the BSE panorama images 
(Section 2.3), a total content of approx. 18 vol.-%  M7C3 
carbides were determined. From the EBSD images shown 
in Fig. 7, a ferritic bcc structure was determined and a 
V-rich phase with fcc crystal structure in low volume con-
tents (0.09 vol.-%) could be detected, which is labeled as 
the VC phase. Figure 8 displays the results of the thermo-
dynamic simulation (T = 500–1450 °C) with the Software 
MatCalc. Although this VC phase is not thermodynami-
cally stable at the conventional soft annealing tempera-
ture of  Tsoft = 860 °C (Fig. 8b), a content of approx. 0.17 
vol.-% VC can arise during solidification due to segre-
gation (Fig. 8a) and could remain in the microstructure 
after soft annealing. In this condition, the material has a 
hardness of approx. 223 ± 8 HV10.

Fig. 5  Used data set for the calculation of the retained austenite vol-
ume fraction. Experimental results of the PM-Material as a function 
of  Ms temperature after heat treatment in a dilatometer with varying 
austenitizing temperatures  (TA = 980–1100 °C) and holding times 
 (TA = 1–60 min)

Table 4  Fit parameters and 
confidence bounds of the Eq. 
(9)

Parameter Value 95% 
confidence 
bound

V
min

RA
0.0669 0.017

M
RA50
s

165.9 4.76
kRA 38.58 4.5
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4.2  Microstructure and mechanical properties 
after the heat treatment

4.2.1  Heat treatment in the Laboratory furnace–
experimental execution

The temperature data of the laboratory furnace measured by 
the temperature data logger and the total of four measuring 
positions in the PM block are shown in Fig. 9. The furnace 
temperature Tc0 rised quickly to a temperature of approx. 
930 °C after roughly 70 s and then continued to rise to a 
temperature of approx. 950 °C up to a holding time of 200 
s. When the laboratory furnace was opened, the temperature 
dropped from the preheated temperature T = 1000 to 930 
°C. Due to the inertia of the comparatively thick thermocou-
ples of approx. 1.5 mm, a too-low ambient temperature was 
indicated by the temperature data logger at the beginning. 
Similar correlations were observed, for example, in the study 

of Wiegand [28] and this correlation is also described in 
the associated standard by Deutsche Norm [29]. The larg-
est temperature differences were found between the ther-
mocouples Tc2-Tc4 at the beginning of the heat treatment. 
After a holding time of approximately 950 s, the tempera-
ture difference between Tc2 (2.5 mm) and Tc4 (28.5 mm) 
was only 4 °C, eventually reaching the same temperature 
of T = 982 °C at t = 1050 s. After approximately 1200 s of 
heating, a nearly homogeneous temperature of 1000 °C was 
achieved throughout the entire tool, which was subsequently 
quenched in water. A temporary temperature plateau at a 
temperature of approximately 820 °C can also be observed. 
The reason for this plateau is the material-specific thermal 
conductivity, which has local minima in the temperature 
range of the phase transformation from bcc to fcc (Fig. 10) 
and the temperature can be transferred much more poorly. 
Furthermore, the specific heat capacity (Fig. 10b) explains 
this phenomenon. Due to the phase transformation, more 

Fig. 6  SEM microscope images 
of the microstructure of the PM 
block in its initial state. Etched 
condition, recorded using sec-
ondary electrons (SE) contrast 
with a) 5.000× and 15.000× 
magnification (b)

Fig. 7  EBSD images of the PM block in its initial state and polished condition. SE contrast (a), phase distribution map (b), inverse pole figure 
(IPF-X) (c), band contrast (d), and qualitative element map of Cr- (e) and V-fraction (f)
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energy is required to change the internal energy of the sys-
tem, resulting in a sharp increase in the specific heat capac-
ity. This results from the latent heat required for the bcc to 
the fcc transformation.

Figure 11 shows exemplarily the microstructure after 
heat treatment in the laboratory furnace at Mp2. Figure 12, 
on the other hand, shows EBSD data of the same position. 
Only one instance is shown because the differences between 
positions cannot be assessed qualitatively through simple 
visual inspection. Instead, an in-depth quantitative image 
analysis as described in Section 2.3 was pursued. Therefore, 
only the SEM images of the measuring area Mp2 are pre-
sented in this part and the other measuring areas (edge-core) 
are discussed by extended measurement data. A martensi-
tic structure can be seen, which, according to Krauss and 

Marder [30] martensite morphology studies, can be assigned 
to the plate martensite. Also, the round, non-dissolved, and 
evenly distributed  M7C3 carbides can be seen. Due to the low 
chosen austenitizing temperature and relatively short chosen 
heat treatment time, only a small amount of the C-containing 
carbides dissolves. The dissolved C-content in the matrix 
can be estimated from the martensite morphology (plate 
martensite). For low-alloy martensitic steels, this is C < 0.5 
vol% which can be compared with the following simulations 
results. In the EBSD images (Fig. 12b), retained austenite 
(yellow) and undissolved VC carbides (blue) were detected 
after heat treatment in all examined areas. The shift of both 
 Ms and martensite finish  (Mf) temperatures to lower values 
as a result of the enrichment of the matrix with alloying ele-
ments is noteworthy. When the  Mf temperature falls below 
the quenching temperature of 25 °C, the martensitic trans-
formation becomes incomplete, and some austenite persists 
in the microstructure as retained austenite, which has been 
shown in the works of Berns and Theisen [1]. This can be 
seen in the EBDS images between the martensitic plates 
(yellow). The retained austenite contents detected by EBDS 
are lower compared to the values determined by X-ray pho-
tography, as the areas with high dislocation density with 
EBSD lead to poor or no Kikuchi patterns. Brodusch et al. 
[31] have already investigated the impact of high dislocation 
density on phase determination, which poses a challenge in 
this regard.

The remaining VC carbides are conspicuous in the micro-
structure after heat treatment. The presence of the VC car-
bides in the initial state was previously explained. With the 
heat treatment carried out at a temperature > 750 °C, this 
VC phase is no longer thermodynamically stable (Fig. 8b) 
and should dissolve. However, a small amount of approx. 
0.1 vol% remains in the microstructure after quenching. 
One possible explanation could be insufficient time for a 

Fig. 8  Results of the thermodynamic simulation with the Software MatCalc. Scheil-Guliver simulation (a) and thermodynamic equilibrium cal-
culation with the CALPHAD method (b)

Fig. 9  Time-temperature measurements during the heat treatment of 
the PM block using type K thermocouples in the laboratory furnace 
(Fig. 2)
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complete dissolution of the VC carbides. By prolonging the 
holding time, complete dissolution of the VC carbides may 
be achieved. On the other hand, it is noticeable that the VC 
carbides are increasingly located on the interfaces of the 
 M7C3 carbides or are even completely surrounded by them 
(EBSD Figs. 7 and 12). These contact areas can lead to a 
mutual influence of the diffusible dissolution kinetics. The 
enrichment of the interface with alloying elements from the 
dissolving carbides creates a local concentration maximum, 
which counteracts the further dissolution of the carbides and 

increases the heat treatment time required for a complete 
dissolution.

Figure 13 presents the comprehensive results of all ana-
lyzed areas (Mp1-Mp4). Note that the simulation results are 
further discussed in the Section 4.2.2. By utilizing quan-
titative image analysis, even subtle variations in the car-
bide content of these areas could be detected. The  M7C3 
carbide content after the heat treatment of the PM block is 
approximately 14.6 vol.-% at the edge, which increases to 
15.2 vol.-% towards the center of the component. The locally 

Fig. 10  Results of the thermo-
physical properties as a function 
of the temperature of the 1.2379 
PM and required material data 
for the Abaqus simulation: 
density (a), specific heat capac-
ity (b), thermal diffusivity (c), 
and the thermal conductivity 
(d) calculated from the values 
mentioned previously

Fig. 11  SEM microscope images of the microstructure of the block (Mp2) after the heat treatment in the laboratory furnace. Etched state, 
recorded using SE contrast with 5.000× (a) and 15.000× (b) magnification
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deviating time and temperature curves (Fig. 9) result in the 
edge of the PM block (Mp1) reaching the transformation 
temperature range of approximately 820 °C earlier than the 
core of the part. Consequently, with the locally increasing 
temperature, the thermodynamically stable phase content of 
the  M7C3 carbides decreases. At the austenitizing tempera-
ture of 1000 °C, the thermodynamic equilibrium content of 
 M7C3 carbide for this material is 13.5 vol.-% (Fig. 8). Hence, 
the carbides dissolve by the chemical driving force, with dis-
solution initiating first in the edge region of the PM block. 
Gottstein [32] extensively demonstrated in his work that the 
rate of carbide dissolution is dependent on several factors, 
including the material’s temperature, the holding time, and 
the thermodynamic driving force from the initial state to the 
thermodynamic equilibrium.

Due to the dissolution of the carbides, the matrix is 
enriched with the carbide-forming alloying elements. In the 
case of the carbides  M7C3 and VC, these are mainly the 
alloying elements C, Cr, and V. Due to the higher content of 
these alloying elements in the matrix, the martensitic trans-
formation is shifted to lower temperatures, and  Ms tempera-
ture drops. This relationship was observed by Platl et al. [33] 
for tool steels and by Peet [34], among others. This also 
correlates with the results of the dilatometric evaluation. The 
time-temperature history of the edge area (Mp2; d = 0.25 
mm) reaches a lower  Ms temperature of  Ms(Mp2) = 366 ± 12 
°C as the time-temperature curve of the component center 
(Mp4; d = 28.5 mm) with a  Ms temperature of  Ms(Mp4) = 
385±7 °C (Fig. 13b).

Based on Qiao et  al. [35] through the enrichment 
of the matrix with alloying elements and the resulting 

decrease in the  Ms temperature, the retained austenite 
detected in Fig. 12 remains in the microstructure. After 
the heat treatment in the laboratory furnace, a retained 
austenite content of 8.9 vol.-% is measured by X-ray dif-
fraction (Section 2.4) in the edge area, and a retained 
austenite content of 8.5 vol. % in the core of the PM block 
(Fig. 13d).

The local hardness of the PM block is determined by 
the collective contribution of individual phase proper-
ties explained by Berns [36]. The heterogeneous time-
temperature profiles during the heat treatment of the edge 
of the PM block leads to a higher dissolution of carbides, 
which consequently enriches the matrix with alloying ele-
ments. This process results in a lower  Ms temperature and 
a delay in the diffusion-controlled pearlite transformation. 
As a result, a complete, diffusionless martensitic transfor-
mation occurs. The hardness of the martensitic structure 
is directly proportional to the dissolved C-content and 
increases with the lattice distortion caused by the higher 
C-content. This relationship was recently reaffirmed by 
Damon et al. [37] for a PM-steel Astaloy 85Mo.  M7C3 
carbides contain 30 at. % and VC carbides even up to 50 
at. % carbon, which is included in the matrix by the dis-
solution of the carbides. Due to the higher carbide solu-
tion in the edge than in the core, the PM block reaches a 
hardness of 720 HV10, which decreases to a hardness of 
675 HV10 in the center of the component. The observed 
enrichment of the matrix with alloying elements, as a 
result of differential carbide dissolution, exhibits a strong 
correlation with the resulting hardness of the material 
after heat treatment.

Fig. 12  EBSD images of the PM block (Mp2) after the heat treatment and in a polished condition. SE contrast (a), phase distribution map (b), 
inverse pole figure (IPF-X) (c), band contrast (d), and qualitative element map of Cr- (e) and V-fraction (f)
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4.2.2  Simulation of the microstructure‑simulative 
execution

Heat transfer Figure 10 illustrates the temperature-depend-
ent thermophysical properties of the analyzed material 
1.2379, which constitute crucial material data for conducting 
the heat transfer simulation. Figure 14 a presents a graphical 
representation of the temperature-dependent heat transfer 
coefficients that have been optimized by the inverse method 
for the side, top, and bottom surfaces. Ko [38] observed 
the increase in heat transfer is attributed to the overlapping 
effects of convection and thermal radiation, which become 
more significant at higher temperatures. Moreover, the heat 
input through the side surfaces is notably higher compared 
to the top and bottom surfaces. This observation aligns with 
the actual experimental setup as the heating elements of the 
laboratory furnace are also attached only to the sides and not 
to the upper and lower surfaces.

In Fig. 14b the temperature difference ΔT at Mp2-Mp4 
between the data measured using thermocouples and the 
simulated temperature (using the results of the inverse 
method) during the heat treatment carried out is illustrated. 
While at the beginning of the heat treatment, there is still 
a considerable deviation of ± 30 °C between the experi-
mental performance and the simulation of the temperature, 
from a heat treatment time of t > 650 s onwards, only minor 

differences were detected. This behavior is expected, as the 
fitting start time ts of Eq. (6) in the Section 3.1.4 was set to 
650 s, since the austenitic transformation and thus also the 
carbide dissolution begins approx. at that heat treatment time 
(T > 820 °C, t > 650 s; Fig. 9), the slightly deviating start of 
the simulation and its ΔT to the experiments has no major 
influence on the simulation result.

Microstructure The primary objective of constructing this 
simulation model is to predict the microstructure resulting 
from diverse furnace settings, heat treatment parameters, and 
geometries using the 1.2379 cold work tool steel. The com-
parison between the experimental and simulation findings 
after the PM block’s heat treatment is presented in Fig. 13(a) 
shows phase fraction of the  M7C3 carbides, (b) displays the 
martensite start temperature, and (c) the retained austenite 
fraction.

The dissolution behavior of carbides could be accurately 
simulated as a function of the initial conditions and heat 
treatment. However, there are slight discrepancies between 
the calculated  M7C3 carbide contents using the MatCalc sim-
ulation and those determined by quantitative image analysis, 
with slightly higher carbide contents (0.2–0.35 vol%) cal-
culated by the simulation. These differences may be attrib-
uted to challenges in the image analysis process, where even 
small variations in the thresholding segmentation settings 

Fig. 13  Comparison of the 
experimental with the simula-
tion results after the heat treat-
ment of the PM block. Phase 
fraction* of the  M7C3 carbides 
(a), martensite start temperature 
(b), retained austenite fraction 
(c), and hardness (d). (*) The 
contents of  M7C3 carbides in 
vol% were converted from the 
results of the MatCalc simula-
tion (mol%) using the Thermo-
Calc 2023a software
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can lead to higher or lower detected phase contents. The 
difficulties with image analysis of the initial state have been 
previously described and discussed in the work by Schup-
pener et al. [27] which validated the method for the simula-
tion of metastable microstructure states. The simulation of 
carbide dissolution results in an enrichment of the matrix 
with its alloying elements. Table 5 displays the simulated 
chemical composition of the matrix phase using MatCalc 
software.

Using the chemical composition of the matrix and Eq. 
(8), the  Ms temperature was calculated and presented in 
Fig. 13b. The simulated  Ms temperature was found to be 
lower by approximately 10–20 °C compared to the experi-
mental values obtained through dilatometry. This can be 
attributed to the higher simulated carbide content, leading 
to a lower matrix potential, which should theoretically result 
in a higher simulated  Ms temperature than experimentally 
determined. It is worth noting that the empirical equation 
used to calculate  Ms as a function of dissolved alloying ele-
ments is based on experimental data and does not replicate 
the actual martensitic transformation mechanism. Further-
more, this equation was developed from a large data set of 
different martensitic material groups to accurately represent 
as wide a range as possible. Due to the data fit, a slight 
deviation may be present in the calculation of  Ms.

The simulation model calculated the retained austen-
ite content as a function of the  Ms temperature, using an 
experimental data set (Section 3.3). Figure 13c compares 
the simulated contents to the experimentally determined 
values using XRD. The simulated  Ms temperatures resulted 
in a retained austenite content of approximately 7.2 ± 1.6 
vol% in the edge area and 7.0 ± 1.6 vol% in the core of the 
PM block. The simulated values were found to be about 1% 
lower than the experimentally determined values, but the 
quantitative determination of retained austenite by XRD is 
accompanied by a slight inaccuracy at low contents. Addi-
tionally, the experimentally determined values fell within the 
95% confidence bounds of the simulation results, indicating 
a satisfactory agreement between the two.

4.3  Exploring the potential of the simulation 
model: comparing alternative methods 
for predicting the microstructure

In order to simulate the heat treatment and resulting micro-
structure, various approaches and publications have been 
developed and will be compared to the simulation model 
created and validated in this study and previous publications 
by the authors Schuppener et al. [27].

Fig. 14  Simulation results of the inverse method. Optimized function 
of the heat transfer coefficient for the upper surface and the side sur-
face as a function of temperature (a) and temperature difference ΔT 

at Mp2–Mp4 between the data measured using thermocouples and 
the simulated temperature during the heat treatment carried out (b)

Table 5  Chemical composition 
in wt% of the matrix phase 
at the measurement points 
Mp1-Mp4. Calculated with the 
simulation model

Measure-
ment point

Fe C Mn Si Cr Ni Mo V Co Cu

Mp1 bal. 0,26 0,32 0,58 4,43 0,23 0,36 0,17 0,02 0,20
Mp2 bal. 0,25 0,32 0,58 4,38 0,23 0,36 0,16 0,02 0,20
Mp3 bal. 0,24 0,32 0,58 4,35 0,23 0,36 0,16 0,02 0,20
Mp4 bal. 0,23 0,32 0,58 4,33 0,23 0,36 0,16 0,02 0,20
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The used hardening temperature is a significant param-
eter in the heat treatment process. In materials presenting 
martensitic transformations, the objective of the hardening 
temperature is to dissolve a certain amount of carbides pre-
sent to achieve the desired matrix potential for martensitic 
hardness or to dissolve enough alloying elements capable of 
forming tempering carbides for high-temperature applica-
tions. Both variants can be adjusted and correlated using the 
 Ms temperature. To rapidly estimate the Ms temperature of 
low to medium alloyed martensitic steels, one option is to 
employ an appropriate empirical equation such as the one 
proposed by Ishida [6], which utilizes the chemical compo-
sition of the matrix. More details on this approach can be 
found in Section 3.2. The CALPHAD method is another 
viable option for calculating the required hardening tem-
perature. For low-alloyed martensitic materials (C < 0,7 
mass%), a hardening temperature is required, at which all 
existing carbides dissolve and result in a single-phase aus-
tenitic state prior to quenching that has been shown in the 
work on high carbon martensite by Mola and Ren [39]. This 
produces a matrix composition that is equal to the steel’s 
global chemical composition. Numerous applications utilize 
this method to calculate the martensitic transformation and 
ultimately determine the microstructure from the hardening 
temperature. However, this approach can only be applied if 
obtaining a complete solution of all carbides before quench-
ing is desirable.

Hence, the described method is not suitable for high-alloy 
tool steels, since the microstructure in the application typi-
cally consists of a multiphase system. A complete dissolu-
tion or an excessive amount of dissolved carbides can lead 
to significantly increased retained austenite contents after 
quenching. This results in an unsuitable microstructure for 
the application due to poorer mechanical properties. A cor-
responding hardening temperature must be calculated, in 
which a defined amount of carbides dissolve and the matrix 
composition attains the appropriate matrix potential for the 
intended application. In order to predict the  Ms tempera-
ture of high-alloyed tool steels, many publications describe 
the composition of the austenite through thermodynamic 
calculations. For example, this approach has been used 
by Bhadeshia [40] for substitutionally alloyed steels, and 
Hanumantharaju [41] has employed this approach for ther-
modynamic modeling of the martensite start temperature in 
1500 commercial and novel alloys. With this approach, the 
authors obtain a matrix potential as a function of the calcu-
lated hardening temperature. The accuracy of the calculated 
results depends decisively on the quality of the database 
used, which is constantly expanded and improved by experi-
mental measurements by Thermo-Calc, JMatPro, and other 
providers.

These two described approaches for the calculation of 
the martensite start temperature have however the crucial 

disadvantage that with the CALPHAD method, only a ther-
modynamic equilibrium is calculated. This state is reached 
after an infinitely long holding time, which is not the case in 
technical heat treatments. According to Kroupa [42] through 
the use of the CALPHAD method, the required heat treat-
ment time is not really considered in these approaches.

As mentioned above, the required holding time is influ-
enced by the initial condition and its manufacturing route. 
This initial state and the resulting required heat treatment 
time can be considered by using the software MatCalc 
(Section 3.2). This software package is designed to simu-
late the precipitation kinetics that take place during a range 
of metallurgical processes, using thermo-kinetic modeling 
techniques that have been investigated by Kozeschnik and 
Buchmayr [43]. The software employs a CALPHAD-type 
database, an approach used to perform thermodynamic and 
kinetic calculations in systems consisting of multiple com-
ponents Nayak et al. [44]. By employing this approach, the 
metastable microstructural states resulting from technically 
feasible heat treatment times can be calculated for carbide 
dissolution during austenitizing. This method has been pre-
viously explored for various martensitic systems and has 
demonstrated favorable agreement between the simulated 
and experimentally determined microstructure and  Ms 
temperature, which could also be observed in this publica-
tion. Schuppener et al. [27] have used this method for the 
simulation of the cold work tool steel X153CrMoV12 and 
Schmidtseifer and Weber [45] validated this method on the 
martensitic stainless steel X20Cr13.

Nonetheless, this overall technique lacked a link to real 
tool geometry and heat treatment in an industrial furnace. In 
this study, we established this connection by using experi-
mentally determined thermophysical data for the used mate-
rial, furnace-specific heat transfer coefficients determined 
by the inverse method and FEA software, and significantly 
improves the simulation, allowing it to be applied to real 
tools and heat treatment furnaces. With this approach, it is 
now possible to simulate and optimize the metastable micro-
structure of any tool geometry after any given hardening 
process, reducing the experimental effort substantially. The 
use of digital workflows in steel heat treatment is gaining 
significance in the context of integrated computational mate-
rials engineering as it provides a more precise estimation of 
the microstructure, hardness, strength, residual stress, and 
deformation of workpieces. Specifically, several research 
studies have been conducted to simulate the austenitization 
and quenching processes involved. However, these simula-
tions such as by Moumni et al. [46] focus on the diffusion-
driven phase formation during cooling and the resulting 
phases consisting of martensite, pearlite, bainite, and fer-
rite or the distortion of this phase transformation of the tool 
which have been shown by Simsir et al. [47]. Again, the 
resulting properties such as residual stress after austenitizing 
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and quenching result from the phase mixtures and thermal 
quenching curves. However, all these publications assume 
a homogeneous initial state before quenching.

The connection between thermo-kinetic simulations in 
MatCalc and finite element analysis of heat transfer using 
Abaqus was seldom explored up until now. However, by Eser 
et al. [48, 49] have utilized this combination of methods to 
simulate local microstructure, mechanical property evolu-
tion, and resulting residual stresses during the tempering 
process of AISI H13 steel. Nevertheless, it should be noted 
that the simulation model employed by Eser et al. does also 
assume of a homogeneous microstructure before quenching. 
This limitation may affect the accuracy of the simulation 
results, as demonstrated in this study, where metastable heat 
treatments resulted in differences in the local microstructure 
between the edge and core of the tool bevor and therefore 
after quenching.

5  Conclusion and outlook

The developed simulation model shows a promising poten-
tial for applications in two key areas for adapting heat treat-
ment for tools in real production processes and accounting 
for changing initial states.

Firstly, it can be used to simulate a computer-controlled 
heat treatment for a new product geometry which can sig-
nificantly reduce the parameter matrix required to develop 
or optimize an efficient heat treatment route. Typically, 
this involves determining the hardening temperature and 
holding time, followed by tempering heat treatment. Addi-
tionally, the model presented here enables the estimation 
of different local mechanical properties at the component 
edge and core, which result from deviations in holding 
times and cooling rates between the two regions in an 
industrial heat treatment furnace. The potential applica-
tions of the simulation model have been demonstrated 
through experimental and simulation results presented in 
this work.

Secondly, the simulation model can be used to optimize 
the heat treatment for the present batch composition. Slight 
variations in the chemical composition of the initial materi-
als are present during the manufacture of tools and metallic 
production tracks. Currently, changes in composition are not 
considered during production, and the heat treatment route 
developed previously for the same material is usually not 
altered. As an example, in an industrial heat treatment with 
the usage of a continuous furnace, it is easy to vary the hold-
ing time by changing the conveyor speed, thereby adapting 
the heat treatment to the actual batch condition. The aim is 
to achieve a holding time at which the chemical composition 
of the austenite prior to quenching is identical, so that after 
quenching, a constant ratio of the phases contained and thus, 

constant mechanical properties can be achieved to a very 
good approximation.

With the workflow presented, it is possible to calculate 
the local microstructure of the 1.2379 for any geometry and 
heat treatment temperature in any furnace after quenching, 
exhibiting a broad and extensive range of applications. A 
good agreement between simulation and experiment was 
achieved. The small differences in the carbide content can 
be explained by the challenges in the use of quantitative 
image analysis. The prediction of  Ms temperature with an 
empirical equation and the simulated chemical composition 
of the matrix with MatCalc in the investigated area leads to 
a modest underestimate of the  Ms temperature. Furthermore, 
the developed approach to calculate the retained austenite 
content achieves sufficient accuracy in the simulation used. 
The next step in the ongoing development of the simulation 
model is to develop a scientific approach to calculating the 
mechanical properties from the simulated phase fractions 
and composition.

The used simulation model can be adapted for industrial 
heat treatment furnaces with little effort. Only the determi-
nation of the heat transfer coefficient is required. In addi-
tion, the developed simulation model can be adapted to other 
carbide-containing cold work steels.
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