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Abstract
In mixed reality (MR) remote collaborative assembly, remote experts can guide local users to complete the assembly of 
physical tasks by sharing user cues (eye gazes, gestures, etc.) and spatial visual cues (such as AR annotations, virtual repli-
cas). At present, remote experts need to carry out complex operations to transfer information to local users, but the fusion 
of virtual and real information makes the display of information in the MR collaborative interaction interface appear messy 
and redundant, and local users sometimes find it difficult to pay attention to the focus of information transferred by experts. 
Our research aims to simplify the operation of remote experts in MR remote collaborative assembly and to enhance the 
expression of visual cues that reflect experts’ attention, so as to promote the expression and communication of collaborative 
intention that user has and improve assembly efficiency. We developed a system (EaVAS) through a method that is based on 
the assembly semantic association model and the expert operation visual enhancement mechanism that integrates gesture, 
eye gaze, and spatial visual cues. EaVAS can give experts great freedom of operation in MR remote collaborative assem-
bly, so that experts can strengthen the visual expression of the information they want to convey to local users. EaVAS was 
tested for the first time in an engine physical assembly task. The experimental results show that the EaVAS has better time 
performance, cognitive performance, and user experience than that of the traditional MR remote collaborative assembly 
method (3DGAM). Our research results have certain guiding significance for the research of user cognition in MR remote 
collaborative assembly, which expands the application of MR technology in collaborative assembly tasks.
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1 Introduction

With the continuous development of network communica-
tion technology and computer technology, augmented reality 
(AR)/virtual reality (VR)/mixed reality (MR) are playing an 
increasingly important role in remote cooperative physical 
tasks due to their unique advantages [1-3]. Mixed reality 
can seamlessly blend the real world and the virtual world 
using augmented reality and virtual reality, which enable 

making remote experts and local users feel that they are in 
the same cognitive space [2]. Therefore, mixed reality can 
significantly improve performance and user experience in 
many remote collaboration scenarios. In some complex pro-
duction scenarios, such as assembly [4, 5], emergency main-
tenance [6, 7] and training [8, 9], local operators often face 
problems when assembling or disassembling parts due to 
their limited domain knowledge. They lack the experience to 
identify the causes of the problems and do not know how to 
solve them correctly and efficiently. Therefore, they need to 
consult experts for assistance. However, in today’s society of 
the Internet of Things and globalized production, experts are 
not always present at the production site. Therefore, through 
a remote collaboration, remote experts can overcome geo-
graphical restrictions to help and supervise local users 
complete production tasks [10]. In the remote collaboration 
tasks, a key is how to enable remote experts and local users 
to share the cooperation status of the same space and how 
to clearly and effectively convey the instructions of remote 
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experts to local users [11]. The traditional video conference 
method has been widely used in remote collaboration tasks 
because it can convey the information of audio and 2D video 
streams. However, due to the uncertainty of audio informa-
tion expression and the lack of depth information in the 2D 
video stream, the collaboration intention among users is 
difficult to convey in the complex operation task and the 
lack of a 3D spatial reference environment [1]. MR remote 
collaboration provides a “human-centered” design space 
for remote collaboration. MR remote collaboration is a type 
of computer-supported collaborative work that uses mixed 
reality technology to enable remote users to interact with 
each other and with physical objects in a shared virtual envi-
ronment [12]. MR remote collaboration enables sharing of 
spatial information cues and collaboration status, as well as 
conveying and expressing collaboration intentions through 
human–computer interaction [11]. In specific physical tasks, 
MR remote collaboration can allow remote and local users to 
jointly carry out activities in MR space across geographical 
constraints, even across different time zones and cultures 
[12, 13]. Different from the traditional video conferencing 
method, MR remote collaboration can integrate different 
viewpoints of users in virtual reality and augmented reality, 
and add visual cues of virtual cues to the real world through 
MR technology to communicate in a natural and intuitive 
interactive way [12].

In order to better transfer the knowledge and experience 
of experts to local users, some MR collaborative pointing 
and dynamic gestures research uses non-verbal cues to guide 
communication, such as using pointers, arrows, gestures, eye 
gaze, virtual avatars, and other user cues [7, 14-18]. These 
studies have greatly improved the collaboration efficiency, 
coexistence awareness, user attention, and user collaboration 
experience in MR collaboration [2, 19]. However, accord-
ing to Polanyi’s paradox, the information that humans can 
express is far less than their skills and knowledge [20].

The existing way of remote expert transferring informa-
tion is very cumbersome, and sometimes, some operations 
of experts are difficult to describe clearly (such as assem-
bly space position, assembly direction, assembly attribute), 
which is difficult for operators to understand. In addition, 
in some assembly scenarios, it is difficult for operators to 
remember the operation of experts. Therefore, in many 
cases, it is necessary for the expert to describe in words or 
gesture for many times, so that the operator can understand 
the operation intention of the expert. We believe that it is 
necessary to adjust the visual form according to the attention 
of experts to strengthen the operation of experts and focus on 
strengthening the information that experts want to express.

Therefore, different from the previous work, our research 
is from the perspective of user cognition, which provides 
experts with great freedom of operation in MR Remote Col-
laborative Assembly, aiming at strengthening the expression 

of information that experts want to convey to local users. 
Our research aims to simplify the operation of remote 
experts in MR remote collaborative assembly and to enhance 
the expression of visual cues that experts’ attention, so as 
to promote the expression and communication of collabora-
tive intention that user has and improve assembly efficiency.

In addition, in the field of manufacturing and assembly, 
3D CAD design system plays an important role in the assem-
bly process [21]. 3D CAD models of most manufactured 
parts are stored in the repository [22]. In MR remote col-
laboration, 3D CAD model (3D virtual replicas) relieves 
the burden of remote experts to express information to a 
certain extent due to its intuitive spatial visual information 
expression [23-25]. Furthermore, some researches integrate 
visual forms such as gestures, eye gaze, virtual avatars, and 
3D CAD to share information [8]. It can not only make use 
of the advantages of user cues such as shared gestures to 
achieve more intuitive and expressive interaction, but also 
reuse the existing 3D CAD models in industry to express 
information [8, 26]. To simplify the operation of experts, 
Wang et  al. [27] developed a new adaptive MR remote 
cooperation architecture, which enables remote experts to 
simplify the demonstration task of guiding user operations. 
Remote users can activate instructions through simple and 
intuitive interaction, and then display clear instructions in 
MR (local) and VR (remote) views, so that local workers can 
operate tools according to these instructions.

Inspired by these research works, our research is based on 
these previous works. Our method can not only share gaze 
information, gesture information, and spatial visual informa-
tion in MR remote collaborative assembly, but also sense the 
expert’s attention through hand-eye collaborative interaction 
and adjust the visual form of information to visually enhance 
the expert’s operation. By strengthening the expression of 
expert information, our research enables users to focus on 
the information that experts want to express, thus simplify-
ing the operation of experts and strengthening the cognition 
of local users. Compared with previous research work, our 
research makes the following novel contributions:

• Proposing an information vision enhancement method 
based on expert attention for the first time in MR remote 
collaborative assembly, which senses expert behavior 
through hand eye interaction so that experts can control 
the expression of information to convey important infor-
mation.

• Designing an information hierarchy division method 
based on assembly semantic association model in MR 
assembly.

• Implementing a remote collaboration system (EaVAS) 
based on expert attention visual enhancement. EaVAS 
supports multimodal data fusion information cues com-
bining hand-eye user cues and virtual replica space cues 
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and considers expert attention to adjust the visual form 
of assembly guidance information.

• Exploring the impact of enhanced visual information 
based on expert attention on users in MR remote col-
laborative assembly tasks.

The experimental evaluation shows that our method is 
feasible. In the engine assembly task, compared with the 
traditional MR remote collaborative assembly, our system 
improves the assembly efficiency and significantly improves 
the user’s attention, confidence, focus, and user experience 
in the collaborative assembly task.

In the rest of this paper, we first review the previous rel-
evant research work, and then describe our system, mainly 
focusing on the hierarchical design of assembly process 
information based on assembly semantic association model 
and the visual presentation of expert attention in MR remote 
collaborative assembly. Next, we design an engine co-assem-
bly user study experiment and discuss the experimental 
results we found. Finally, we draw some conclusions and 
look forward to future research work.

2  Related work

In this section, we will review the methods of MR remote 
collaboration and the sharing of gesture and eye gaze user 
cues, spatial visual cues, and multimodal data fusion infor-
mation cues in MR collaboration. Previous studies have 
explored two main methods of remote collaboration: tra-
ditional video/audio-mediated communication and mixed-
reality communication based on sharing MR cues [12]. Sec-
tion 2.1 provides a detailed comparison of the two methods 
of remote collaboration. Sections 2.2, 2.3, and 2.4 intro-
duce various MR communication cues and their benefits for 
remote collaboration. From previous studies, we found that 
few studies focused on the impact of information control 
and attention perception in MR remote collaboration on user 
cognition. Our work combines and extends earlier research 
on MR remote collaboration and enhances the presenta-
tion of information to explore the impact on user cognition 
through the information vision enhancement method based 
on expert attention.

2.1  MR remote collaboration

Previous studies of traditional remote collaboration methods 
focused on sharing voice and video cues through telephone 
and video conferencing [28, 29]. Traditional telephone and 
video conference methods have enhanced remote collabo-
ration by being economical and convenient in the context 
of modern society and communication technology [29, 30]. 
Traditional remote collaborative technology has limitations 

in providing visual information. It cannot fuse the physi-
cal task space and the enhanced communication space with 
virtual and real information. As a result, some important 
nonverbal cues in remote collaborative work are lost, such 
as gestures, gaze, and depth perception of the task environ-
ment [1]. As science, technology, and information progress, 
MR-based remote collaboration becomes more important for 
remote collaboration of physical tasks. Mixed reality remote 
collaboration technology differs from traditional voice and 
video conferencing in that it integrates real and virtual envi-
ronments and objects. This provides a richer and more natu-
ral way of interaction and improves user experience and task 
performance by sharing MR non-verbal communication cues 
(pointing, annotation, gaze, gesture, empathy, etc.) [31-34]. 
Compared to traditional remote collaboration technology, 
which often fails to simulate the real spatial relationship and 
causes isolation and communication barriers, mixed reality 
remote collaboration technology can enhance the coopera-
tion effect by making participants feel a stronger sense of 
presence and co-presence in a shared space [12]. In addi-
tion, mixed reality remote collaboration technology enables 
participants to switch between different perspectives and 
roles flexibly, which improves collaboration efficiency and 
quality [12].

MR remote collaboration technology can be applied in 
many remote physical scenarios. These scenarios are asym-
metric, as remote experts with knowledge and experience 
collaborate with local users who have physical tools and bet-
ter workspace to complete tasks [7, 19, 35]. Remote experts 
need to pass complex operation instructions to local users 
to guide them to operate tools to complete tasks. Remote 
experts can provide effective instructions to improve remote 
collaboration performance by adding AR annotations [1, 
36] or sharing gaze and gesture cues [37, 38] on the shared 
view of the task space. This can effectively reduce the user’s 
response time and mental workload in many application sce-
narios (such as manufacturing, assembly and telemedicine, 
remote education).

Choi [39] et al. proposed a context-based MR remote 
collaboration method, which can provide more effective 
AR space for remote collaboration. Their AR collaboration 
based on real-time video with synchronous VR mode can 
provide more effective and accurate 3D annotation by syn-
chronizing virtual objects with physical objects. Wang [19] 
proposed a gesture-based MR remote collaboration plat-
form, which can project the gestures of remote experts into 
the real workspace of local users to improve performance, 
co-presence awareness, and user collaboration experience. 
Lee et al. [40] developed a prototype system that shares 
gaze cues between remote experts and local users. Their 
experimental results show that sharing gaze cues improves 
focus awareness and collaboration experience. MR remote 
collaboration is a powerful and intuitive way for remote 
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experts. They can use various visual cues to provide real-
time help to users who face operational difficulties. How-
ever, it is not easy for local users to focus on the remote 
experts’ attention in the mixed-reality workspace, which 
may hinder their understanding of the experts’ operation 
intention in complex task collaboration. To the best of our 
knowledge, few studies have focused on how information 
control and attentional cognition affect users in remote col-
laboration. Different from the previous methods, we aim 
to enhance the expert’s information control and expression 
by using attention-based cues from a cognitive perspective, 
which can help local users focus on the information that 
the expert wants to convey, thus simplifying the expert’s 
operation and improving the local user’s cognition. Next, 
we will review the use of visual cues in MR remote col-
laboration from the following three aspects.

2.2  Presenting gesture and eye gaze cues

In remote collaboration, non-verbal cues such as human 
body language can convey a lot of information. With the 
rapid development of eye tracker, Kinnect somatosensory 
sensor, Leapmotion gesture recognition and other human 
detection devices, user-centered body language cues (such 
as eye gaze, head points, virtual avatars, gestures) can pro-
vide natural and intuitive visual information in remote col-
laboration tasks [41]. As one of the most used human body 
languages, gestures can express the interaction intentions 
of remote experts through natural interaction such as finger 
pointing and dynamic gestures [33, 42-44]. Gestures play 
an important role in many fields, such as scientific research 
and commercial applications, and have become a pervasive 
technology in the field of collaborative cooperation [19]. Li 
et al. [45] demonstrated that incorporating gesture informa-
tion in remote collaboration not only enhances task perfor-
mance but also improves user experience. Kiek et al. [46] 
found that gesture interaction can affect natural collaboration 
performance and the grounding process in remote collabo-
ration. In order to reduce the distraction of users between 
gesture instructions and shared 2D videos, Wang et al. [47] 
proposed to project the gestures of remote experts to the real 
work site, which greatly improved performance, coexistence 
awareness, and user collaboration experience.

In addition, eye tracking, as an attention agent for 
specific AR information, can tell us what we are inter-
ested in [48]. Fixation is the basic output measure of 
interest, which can show what the eye is looking at and 
select virtual elements. The gaze point can be sensed 
through a sensor to dynamically track the intention and 
state of the expert. In face-to-face MR collaboration, 
eye gaze is an important communication cue, especially 
for the focus of attention [2]. When collaborating on a 

physical task, providing information that expresses the 
viewpoint indicating where the expert is looking is more 
important than providing convincing face-to-face eye 
contact [49, 50]. Research has shown that gaze cues can 
increase the sense of co-existence of collaborators [51] 
and are implicit pointers to promote communication [51, 
52]. Gaze cues can enhance the performance of visual 
search tasks and enable operators to capture the focus of 
experts’ eyes [53, 54].

Furthermore, in order to synthesize the advantages of 
gesture and eye gaze in MR collaboration, some research-
ers have proposed methods for hand-eye collaborative 
interaction [55]. Wang et al. [19] created a remote collabo-
ration system 2.5DHANDS, which utilizes virtual reality 
and spatial augmented reality to support remote experts to 
provide guidance through instructions based on gestures 
and gaze cues for pump assembly tasks. By incorporating 
user cues for gestures and eye gaze, the researchers’ sys-
tems significantly improved assembly efficiency and col-
laboration experience by increasing attention and reducing 
errors [8]. Piumsomboon et al. [2] explored the effect of 
different combinations of three non-verbal cues (head/eye 
gaze, gesture, frustum) on the object search task in VR/
AR interfaces. They found that displaying a user’s eye 
gaze and frustum significantly improved user performance 
and preferences. Recently, Bai et al. [56] proposed a MR 
remote collaboration system that shares users’ eye gaze, 
gestures, and other cues, with a real-time 3D panorama of 
their surroundings as one of the shared cues. They found 
that by combining eye gaze and gestural cues, the remote 
collaboration system was able to provide a strong sense 
of co-presence between experts and local users in spatial 
communication compared to using individual eye gaze 
cues. However, we have found that the existing methods of 
MR remote collaboration that rely solely on gesture cues 
and gaze cues have limited time to attract users’ attention 
in complex assembly environments. When remote experts 
guide users, they may need to repeat gesture and gaze 
guidance tirelessly to ensure that they attract the atten-
tion of local users. This increases the operational burden 
of experts and the cognitive load of local users to some 
extent. Similar to the previously mentioned methods, our 
system also uses user cues combining gestures and eye 
gaze to enhance information exchange between remote 
experts and local users. Different from previous studies, 
our method provides remote experts with significant infor-
mation control interaction space while sharing gesture and 
gaze cues. Remote experts can freely control the display 
form of virtual element information in the VR workspace 
to enhance the key operational information they want to 
convey to local users. This helps to continuously attract 
local users’ attention and improve their cognition.
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2.3  Presenting spatial visual cues

According to the classification of Ref. [12], non-verbal 
cues mainly include spatial visual cues such as AR annota-
tions, cursor pointer, and virtual replicas or physical proxy 
in addition to user cues such as gestures, eye gaze, and 
virtual avatars. Previous research work [24, 57, 58] has 
shown the importance of AR annotations cues, such as 
virtual pointers or markers, in supporting effective com-
munication. Remote experts can effectively improve task 
performance in collaborative systems and reduce the task 
response time and mental workload of users by sharing AR 
annotations or a cursor pointer on the shared task space 
view [1, 36]. Although AR display marks or mouse cur-
sors can enhance the visual expression in remote collabo-
rative assembly, the presentation of assembly guidance 
information is arbitrary, and the accuracy of collaborative 
intent expression needs improvement. To avoid miscom-
munication, some researchers have studied interaction and 
visualization techniques in AR/MR remote collaboration, 
using 3D virtual replicas for maintenance/assembly tasks 
[24, 25]. Elvezio et al. [23, 24] developed an AR remote 
assistance system where a remote expert can use a 3D 
CAD virtual replica to provide guidance for 6DOF align-
ment operations of an aircraft engine combustion chamber. 
Their findings suggest that 3D CAD virtual replicas can 
improve user efficiency in remote collaboration and reduce 
error-prone interactions. Kritzler et al. [14] created the 
RemoteBob system to allow remote experts to use 3D vir-
tual replicas and AR annotations to provide instructions to 
operators on site in order to avoid miscommunication and 
reduce errors. Sukan et al. [25, 59] demonstrated a new 
interaction and visualization method in which a remote 
expert provides real-time guidance by controlling the 
rotation operation of a 3D CAD model through a handle, 
and they found that using the clearly visible rotation pro-
vided by the 3D CAD model can make it easier for users 
to understand the operation. For the assembly industry, 
most 3D CAD models of components used for assembly 
are stored in repositories [21, 22], so 3D-CAD models of 
parts are available to developers. Therefore, building on 
previous research, this paper introduces a 3D CAD vir-
tual replica in MR remote collaboration to assist remote 
experts in focusing on expressing the information they 
want to convey. This approach can help to better com-
plete the task of guiding assembly. However, in a complex 
assembly environment, local users in MR space may not 
always be able to pay attention to the designated virtual 
replica information operated by remote experts. This is 
due to the interference of complex information from the 
fusion of real physical task assembly sites and various 
complex 3D virtual replicas of assembly parts. Different 
from previous studies, our study enables remote experts 

to freely control the visualization form of the 3D virtual 
replica through hand-eye interaction to attract the user’s 
attention.

2.4  Presenting multimodal data fusion information 
cues

From the above research, it can be seen that both user cues 
(gestures, eye gaze, virtual avatars, etc.) and spatial visual 
cues (AR annotations, virtual replicas, etc.) can improve 
the performance of remote collaboration tasks and user 
experience in MR remote collaboration. However, the clar-
ity and accuracy of the expression of single-modal visual 
information cues in long-distance collaboration still needs 
to be improved, and the expression of assembly guidance 
information largely relies on the description of voice com-
munication. Previous studies [8, 27, 47] have demonstrated 
that multimodal data fusion of information cues, combining 
user cues and spatial visual cues, exhibits fast, accurate, and 
rich visual expressiveness. The fusion of the two visual cues 
can comprehensively utilize their respective advantages in 
the triggering of commands, the selection of virtual objects, 
and the expression of information. Oda et al. [24] developed 
a remote collaboration system in which VR expert users can 
use gestures to point and manipulate virtual objects to help 
AR users with object assembly tasks. Ref. [41] described 
a collaborative assembly platform called SHARIDEAS, 
which integrated user cues and scene cues (objects, tools, 
and spaces) through a generalized gray correlation method. 
This system can infer the operator’s working intention and 
display the information in an appropriate visual way to 
intuitively guide the local operator to assemble. However, 
this system was aimed at human–machine cooperation and 
ignored the impact of experts’ experience and knowledge on 
local operators. Wang et al. [8] explored combining gesture 
cues and graphics in complementary ways, enabling remote 
experts in virtual reality to provide guidance to local workers 
based on 3D gestures and CAD models. The results showed 
that the combination of 3D gestures and CAD models had 
great potential in assembly training. On the basis of this 
research, Zhang et al. [26] took the real-time 3D panorama 
of their surrounding environment as one of the shared cues. 
Their system combined 3D gestures and CAD models with 
the real-time 3D panorama of the surrounding environment. 
This integration enabled remote experts to interact with the 
3D model in the real environment, which greatly improved 
their guidance ability. Multi-modal data fusion informa-
tion cues expand the representation of information, which 
is more natural and efficient than traditional single-channel 
interaction methods. The visual presentation of information 
cues from multimodal data fusion can improve the freedom 
of collaborative intent expression. Unlike previous studies 
that only fuse multimodal visual cues, our study considers 



1840 The International Journal of Advanced Manufacturing Technology (2023) 127:1835–1857

1 3

expert attention from the perspective of information cogni-
tion. Our method allows remote experts to freely control the 
display form of information through hand-eye interaction, 
thereby enhancing the key information experts want to con-
vey to local users. This is achieved based on multimodal data 
fusion information cues that combine hand-eye user cues and 
virtual replicated spatial cues, which attract user attention 
and enhance the expression of collaborative intention.

2.5  Summary

From the research discussed above, it can be seen that hand 
eye collaborative interaction can help remote experts to 
trigger commands quickly and accurately and select virtual 
objects. The user cues of hands and eyes have rich visual 
expression, which can enhance the sense of co-existence of 
experts and users. In addition, remote experts can provide 
instructions to operators on site to avoid miscommunica-
tion and reduce errors by using 3D virtual replicas and AR 
annotated spatial visual cues. The multi-mode data fusion 
information cues, which combine user cues and spatial 
visual cues, expand the expression of information and can 
enhance the freedom of information expression of remote 
experts. However, previous studies have not considered the 
focus of information that remote experts want to express 
from the perspective of information cognition, nor have they 
studied how to visually enhance the operation of the remote 

expert to improve information cognition in MR remote col-
laboration. From the perspective of cognition, this research 
attempts to establish visual information adjustment rules 
by perceiving the hand-eye interaction behavior of remote 
experts on the basis of multi-modal data fusion informa-
tion cues combining hand-eye user cues and virtual replica 
space cues, so that remote experts can freely control the 
display form of information. The purpose of this study is to 
reduce the burden of experts in information exchange and 
improve users’ cognition by enhancing the key information 
that remote experts want to express to users.

3  Prototype system

In this section, we present the structure and implementation 
detail of our Expert-attention Vision Augmentation Sys-
tem (EaVAS). EaVAS takes into account the attention of 
the expert to adjust the visualization of the assembly guid-
ance information to enhance the key information the expert 
wants to convey to the local user. We developed EaVAS 
through a method that is based on the assembly semantic 
association model and the expert operation visual enhance-
ment mechanism that integrates gesture, eye gaze, and spa-
tial visual cues. Our system is mainly composed of four 
modules: assembly process information hierarchy module, 
expert attention perception module, data processing module, 

Fig. 1  Expert-attention Vision Augmentation System module



1841The International Journal of Advanced Manufacturing Technology (2023) 127:1835–1857 

1 3

and MR instruction visualization module (see Fig. 1). In 
the assembly process information hierarchy module, we 
have designed a new interface so that experts can divide the 
assembly process information according to the information 
hierarchy method based on the semantic association model. 
Experts can use gestures to control the visibility of different 
process information levels and the degree of information 
display to convey key information. The expert attention per-
ception module can perceive the expert’s gaze information 
and gesture information and analyze the expert’s hand-eye 
interaction behavior to trigger MR visual assembly instruc-
tions. Remote experts can share gesture and gaze cues as 
well as 3D virtual replica copy spatial cues to conduct visual 
expression of attention. In addition, our system can enable 
experts to visually enhance their operations by providing an 
enhanced representation of assembly process information 
and important operational behaviors, as well as an adap-
tive visual presentation of operational details. The data 
processing module can perform data processing and share 
data between the remote VR side and the local MR side. 
The MR instruction visualization module is located on the 

local MR side to generate MR assembly instructions that can 
change the visualization form of the assembly process. We 
will focus on explaining the functions of each module and 
the presentation of expert attention and the implementation 
process of EaVAS (see Fig. 2).

3.1  System architecture

3.1.1  Assembly process information hierarchy module

In our system, in order to allow experts to express the impor-
tant information that experts want to convey to local users 
among the numerous process information, we provide a 
process information editing client as a platform for expert 
to edit and hierarchically divide assembly process informa-
tion. This client uses Dell Alienware 17 (ALW17C-D2758) 
laptop as hardware. It uses NVIDIA GeForce GTX 1070 
graphics card and Corei7 7700HQ 2.8 Ghz CPU proces-
sor and provides WIFI connection function. The expert can 
import the 3D CAD model of the assembly into the game 
engine Unity 3D to generate a prefab and edit the process 

Fig. 2  Expert-attention Vision Augmentation System workflow
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information and generate Asset-bundle resource files in Uni-
ty3D. We designed a new interface so that the expert can 
divide the information according to the information level 
division method based on the semantic association model. 
See Sect. 3.2.1 for details on the information hierarchy divi-
sion method based on the assembly semantic association 
model. In addition, the expert can define the configuration 
file according to the information classification designed 
based on the semantic association model, including the 
logical data of the assembly process. In Unity3D, our sys-
tem parses the assembly logic data into an XML format file, 
which converts the assembly logic data into tree hierarchical 
data supporting MR assembly instructions, and then packs 
it together with the resource file and submits it to the data 
processing module through WiFi. For details of our work, 
please refer to [60]. Different from the previous work of our 
team, we have designed a new interface so that the expert 
can divide the assembly process information according to 
the information hierarchy division method based on the 
semantic association model.

3.1.2  Expert attention perception module

The expert attention perception module is the core of EaVAS 
to obtain expert behavior information from collaborative 
assembly scenarios. The expert attention perception mod-
ule is located at the remote VR client. It consists of HTC 
VIVE Pro Eye Kit VR display, LeapMotion, and computer 
processor. The computer uses Dell Alienware 17 (ALW17C-
D2758) laptop. At the remote VR client, experts can observe 
the operation behavior of local MR client users in the form 
of video streams. The expert’s behavior data collection is 
mainly realized through HTC VIVE Pro Eye Kit VR display 
and LeapMotion. The HTC VIVE Pro Eye Kit VR display 
mainly collects the expert’s eye gaze information, while the 
LeapMotion mainly collects the expert’s gesture behavior 
information. The expert attention perception module per-
ceives the expert attention through the collected eye gaze 
data information and gesture data information of the expert 
and the interaction behavior analysis of hand-eye collabora-
tion to trigger the change of MR visualization instructions. 
The presentation of expert attention is described in detail in 
Sect. 3.2.2. It is worth noting that the behavior data of the 
expert’s eye gaze and gesture collected by the expert atten-
tion perception module will be transmitted to the system data 
processing module for data processing and analysis.

3.1.3  Data processing module

The data processing module is located on the client side of the 
work data server. It contains some parameter data library. It is 
mainly responsible for the communication and data process-
ing and data sharing between the remote VR client and the 

local MR client. It contains MR assembly instruction logic 
data that can be used to generate and visualize MR assembly 
instructions. The hardware of the server client is an Intel NUC-
7I7BNH microcomputer, which uses an Intel ceroi7 7567u 
3.5 GHz CPU and an Intel GMA HD 650 graphics card, and 
has the WiFi network connection function. The server can 
receive eye gaze data information from experts collected by 
HTC VIVE Pro Eye Kit VR display and gesture information 
collected by LeapMotion. The data processing module ana-
lyzes and processes the collected eye gaze information, gesture 
recognition, and other data. It associates this information with 
the CAD models, assembly process hierarchy information, and 
other information in the assembly process information hier-
archy module according to certain rules. This MR assembly 
instruction work logic data that can change the visual form 
of virtual elements. The main function of the data processing 
module is to use these information for association and data 
analysis and processing to form a set of MR assembly instruc-
tion working logic that supports changing the visual form of 
assembly process information, and send it to the remote expert 
attention perception module and MR instruction visualization 
module together with the resource files and configuration files 
of parts through WiFi using WampServer. In addition, it can 
also transmit the collected state information of the user of the 
local MR client and the real-time data of the assembly scene to 
the remote VR client. Experts then adjust the guidance mode 
in real time according to the assembly status of local users, so 
as to realize the closed-loop sharing of data among various 
clients.

3.1.4  MR instruction visualization module

The MR instruction visualization module is located on the 
local MR client. Our team used Hololens as a local MR cli-
ent display due to its wearable portability and good 3D visual 
display functions. In addition, our team chose Logitech camera 
as the data collection hardware of the local MR client to col-
lect the status information of local users and the video stream 
data of assembly scenes. After receiving the MR assembly 
instruction generation logic, the part resource file, and the con-
figuration file from the server client, the MR instruction visu-
alization module parses them into MR assembly instructions 
that can change the visual form of assembly process informa-
tion. Also, it should be noted that the detailed procedures for 
virtual-real registration and calibration were performed using 
the process described by Piumsomboon et al. [61].

3.2  Presentation of remote expert attention

3.2.1  Assembly process information hierarchy

The purpose of hierarchical division of assembly process 
information is to facilitate the remote expert to focus on 
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expressing the important information he wants to con-
vey to local users. Our team has utilized the assembly 
semantic association model-based information hier-
archy division method to categorize the assembly pro-
cess information into various levels of information. The 
assembly semantic association model is shown in Fig. 3. 
Assembly semantics is an abstract description of the 
assembly relationship and assembly process informa-
tion between assembly features in an assembly, such as 
assembly fit relationships, assembly hierarchy, assembly 
action, assembly sequence, assembly rules, and param-
eters (including dimensions) [62]. Assembly semantics 
has the simplicity of expression, which is closer to the 
habit of engineers to communicate design ideas [62]. It 
is more suitable for designers to express assembly inten-
tions through virtual reality interaction methods (such as 
gesture or gaze) in a virtual environment [63]. Given the 
extensive use of 3D CAD in current MR assembly, the 
assembly semantic association model incorporates the 
spatial position information of 3D CAD models in the 
virtual world, as well as the associated objects and assem-
bly types during assembly. In addition, through research 
and investigation, we found that there are two types of 
constraints between the parts to be assembled: positioning 
constraints and engineering constraints. Detailed defini-
tions and explanations are as follows:

1. Spatial position information: the final assembly position 
of the current assembly parts in the virtual world, mainly 
used for coarse positioning between parts.

2. Associated objects and assembly types: the parts asso-
ciated with the current assembly part (bolts, pins, keys, 
etc.) and assembly types (such as clearance fit, transition 
fit, interference fit).

3. Positioning constraints: mainly used for geometrically 
accurate positioning between parts.

4. Engineering constraints: mainly include the matching 
relationship of assembly features between mating parts 
(hole-shaft fit, etc.), assembly precautions (tools, etc.) 
of parts, and assembly parameter attributes.

Therefore, this paper defines the assembly semantic asso-
ciation model as an abstract expression of the assembly rela-
tionship between parts, which contains the spatial position 
information of parts, associated objects and assembly types, 
and the positioning constraints and engineering constraints 
between assembly parts. According to the assembly seman-
tic association model, the expert uses the interface set by our 
system in Unity 3D to divide the process information of the 
currently assembled parts into different levels of informa-
tion by setting different labels. Remote experts can display 
the spatial position, associated objects and assembly types, 
positioning constraints, engineering constraints, and other 
information of the current assembly parts through different 

Fig. 3  The assembly semantic association model
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gesture controls and can expand the hierarchical display of 
this information through gazing.

3.2.2  Visual presentation of remote expert attention

An interesting question is: how should the remote expert 
express his attention so that the local user can understand 
the important information he wants to convey? Our sys-
tem mainly understands the attention of remote experts by 
perceiving the interaction behavior of experts and realizes 
the visual enhancement of expert operations by integrat-
ing gestures, eye gaze, and spatial visual cues. This section 
will focus on the visual presentation of the attention of the 
remote expert.

Visual presentation of gestures and eye gaze cues We 
implement gesture recognition and sharing using LeapMo-
tion attached to the HTC VIVE Pro Eye headset. Through 
MRTK communication architecture, gesture data collected 
by LeapMotion can be shared to local MR clients. At the 
local MR client, we use the gesture structure of LeapMo-
tion to create a virtual hand model and render it for display. 
When receiving the gesture data collected by LeapMotion 
of the remote VR client, the local MR client first decodes 
the shared gesture data and then uses it to control the virtual 
hand model. Finally, as shown in Fig. 4(a, d), the remote 
client’s hand gestures are mapped to the local client hand 
model in real time.

In addition, remote experts can express collaborative 
attention through shared eye-gaze (EG) cues. The local 
user can perceive the area of concern of the remote expert 
through the shared EG. They can find an object in the col-
laborative space through the jumping and smooth tailing 
of the EG to shift their attention to the new target object. 

We use the EG tracking function of the VR head display 
HTC VIVE Pro Eye to obtain the EG viewpoint coordinate 
data. After obtaining the EG viewpoint coordinate data, we 
combine these coordinate data with the user’s gaze and head 
orientation to make a virtual ray and calculate the intersec-
tion of the ray and the object in the virtual assembly space. 
Then, we visualize the intersection data and use the server 
to transmit the data to the local MR client. And on the local 
MR side, the remote expert’s EG is displayed through the 
method of virtual and real fusion.

Eye gaze information has the characteristics of “what you 
see is what you get [64],” which can solve the problem of 
ambiguous reference in remote collaboration and can repre-
sent the interaction intention of the collaborators. In addi-
tion, the remote collaboration based on gesture interaction 
is natural and intuitive in expressing collaborative attention, 
so the information sharing of hand-eye collaboration can 
improve the accuracy of the remote expert’s expression of 
attention, as shown in Fig. 4(b, e).

Presentation of spatial visual cues In our research, the pres-
entation of spatial visual cues is mainly aimed at 3D CAD 
models (virtual replica) with good 3D spatial visualization. 
We first import the CAD model in FBX format into Unity 
3D and generate the prefab, and adopt the corresponding 
technical method of XML to realize the abstract reconstruc-
tion of the tree hierarchy information in the virtual assembly 
scene. When using XML to describe the virtual assembly 
scene abstractly, we use customized data tags to organize the 
semantic information of XML documents and build an asso-
ciation mapping with the physical entities and digital virtual 
entities of the assembly task. According to the generation 
rules and characteristics of XML, we define the vocabulary 
of XML nodes corresponding to the built virtual assembly 
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scene and combine the logical relationship between objects 
to build the tag structure of XML documents, so as to gen-
erate scene data describing virtual assembly in XML. The 
generated virtual assembly scene data is stored on the server. 
The server needs to parse the XML document and generate 
MR assembly instruction working logic data in combination 
with other information, and then share it to VR and AR cli-
ent programs for data processing through network commu-
nication. In VR and AR clients, the information described in 
the XML document can be reproduced as a tree hierarchical 
structure of the Unity 3D virtual assembly scene in VR and 
AR clients according to the inverse processing of the work-
ing logic data of the shared MR assembly instructions. Then, 
relevant 3D CAD models in the virtual assembly scene can 
be loaded through the server transmission to reproduce 
the preset virtual assembly scene. The presentation of the 
fusion of gesture and eye gaze as well as spatial visual cues 
is shown in Fig. 4(c, f).

Visual enhancement of expert operation Different from all 
previous studies, our system perceives the expert’s atten-
tion through the expert’s interactive behavior and uses vis-
ual enhancement to reinforce the important information the 
expert wants to convey to the user.

• Assembly process information enhancement presentation

We have designed an interactive area near the current 
virtual assembly parts to facilitate the interaction of remote 
experts. When it is detected that the expert’s gesture is out-
side the interaction area, the expert can control when the 
process information at different levels is displayed through 
different gestures, so as to attract the user’s attention to 
focus on the information the expert wants to express. When 
the expert’s gesture is detected in the interaction area, it 
indicates that the expert may want to express an important 
operation intention, and we will describe the implementa-
tion details in the next section. Upload the collected expert 
gesture recognition data to the server. The data processing 
module maps this information with the divided assembly 
process level information in the resource file and generates 
MR assembly instruction working logic data with control-
lable information through data analysis and processing. The 
VR and AR clients can work on the inverse processing of 
logical data according to the shared MR assembly instruc-
tions, and the information described by the logical data can 
be reproduced as MR assembly instructions displayed at the 
information hierarchy level. Figure 5 shows the effect of 
assembly process information enhancement presentation of 
the remote expert.

• Important operational behavior presentation

Similar to the method described above, the difference is 
that when an expert’s gesture enters the interaction area of 
the current virtual assembly part, our system perceives the 
expert’s interaction behavior through eye tracking and ges-
ture recognition and adjusts the visual form of the virtual 
part to achieve the presentation of the expert’s important 
operation behaviors. We set the rules of selecting virtual 
objects through eye gaze and triggering MR visualization 
commands through gesture recognition to adjust the visuali-
zation form of virtual parts. On the server side, by acquiring 
the gaze information and gesture recognition information 
of remote experts in real time, the data processing module 
analyzes and processes this information and maps them with 
CAD models and MR visualization library to generate MR 
assembly instruction working logic data that can adjust the 
visual form of virtual assembly parts. In VR and AR clients, 
the information described by logical data can be reproduced 
as MR assembly instructions in the form of adjustable vir-
tual part visualization according to the inverse processing of 
shared MR assembly instructions. Figure 6 shows the effect 
of the important operational behavior presentation of the 
remote expert.

• Operation details adaptive visual presentation

Sometimes, the expert needs to repeat the same opera-
tion tirelessly to guide the user in the assembly operation. 
Our system presents the details of assembly operation 
adaptively according to the interaction behavior of experts, 
so as to simplify the expert operation and the communica-
tion between experts and users. Remote experts only need 
to activate instructions through simple and intuitive inter-
action, and then our system can display clear MR assembly 
instructions in AR (local) and VR (remote) views, so that 
local users can perform assembly operations according to 
the instructions. Similar to our previous work [27], for 
specific physical tasks, we have established a parametric 
database for relevant operation guidance. The difference 
is that we set the rules for selecting virtual objects through 
gaze and triggering MR visualization commands through 
gesture recognition. When an expert’s gesture is detected 
to enter the interaction area of the current virtual assembly 
part, our system perceives the expert’s intention through 
eye tracking and gesture recognition to adaptively display 
detailed information such as assembly considerations for 
the current assembly part, rather than just displaying ani-
mation instructions. For details of our work implementa-
tion, please refer to Ref. [27]. As shown in Fig. 7c, the 
operator is completing the installation of the bolts on 
the engine. The remote expert selects the current virtual 
assembly bolt by staring and indicates that the bolt needs 
to be tightened through the “rotation gesture.” Our system 
detects the interactive operation of the remote expert to 
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trigger the demonstration animation of the current bolt 
installation in the parameterized database and the detailed 
information such as operation tools and assembly precau-
tions, as shown in Fig. 7.

4  User study

In this section, we conducted a user study on EaVAS to 
investigate the benefits and limitations of adjusting the 
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form of information visualization based on expert attention 
in MR remote collaborative assembly. We will describe 
experimental design details, summarize hypothesis testing, 
and report experimental results. We were interested in (1) 
how our system affects the task performance of experts and 
local users, (2) the effectiveness of our system in attract-
ing user attention, and (3) the user experience effect of our 
system. Considering the experimental conditions and the 
actual assembly, we focused our research on the targets of 
our interest. Similar to previous studies, we used co-location 
instead of geographical separation in MR remote collabora-
tive assembly.

4.1  Study design

In this research, we selected two experimental conditions:

1. 3DGAM [8]: A common assembly method in MR 
remote collaborative assembly. The system only sup-
ports sharing gestures and 3D CAD models;

2. EaVAS: An assembly method based on expert attention 
to adjust the visual form of information in MR remote 
collaborative assembly. The system not only supports 
the sharing of gestures, eye gaze, 3D CAD models, but 
also supports experts to adjust the information visualiza-
tion form.

This user study used the within-subject design. A cross 
design was used to test the performance of 3DGAM and 
EaVAS. Dependent variables included task completion 
time, number of assembly errors, cognitive load, and user 
experience. We used the System Usability Scale question-
naire (SUS) [65] to verify the usability of our system. The 
results of the SUS scoring are shown in Fig. 8. For remote 
experts, the mean SUS score was 84.625 (SE = 2.643), 
while for local users, the mean SUS score was 80.250 
(SE = 2.967). The results showed that our system was in 
the “good usability [65]” category for remote experts and 
local users.

The NASA-TLX questionnaire [66] was used to 
measure the subjective cognitive load of remote experts 
and local users. We designed a seven-point Likert scale 

to evaluate the user experience. These questionnaires 
were collected after the experimenters completed the 
assembly task.

4.2  Experimental task

In order to simulate the remote collaborative assembly envi-
ronment, we set our experimental space in a large enough 
room (6.1 m by 4.3 m). As shown in Fig. 9, the remote expert 
VR client and the local user MR client were separated by 
a physical partition. Remote experts and local users could 
communicate via voice. An experimental assembly platform 
was placed on the local MR client. Our task was to complete 
the engine assembly on this platform. The assembly task 
included completing the assembly of engine parts such as 
clutch shield, cap, carburetor, and bolts.

The reason why we chose this assembly task was to simulate 
the most common assembly tasks in the actual assembly pro-
cess. The remote expert could observe the user’s assembly status 
in real time and guide the user to complete the assembly task.

4.3  Hypotheses

What we were more interested in was whether the vis-
ual form of information adjusted by the system through 

(a) (b) (c)The shared 

video stream
Inner Hexagon 

Spanner

Fig. 7  The effect of the operation details presentation of the remote expert. a Remote experts trigger bolt installation animation and process 
details information through “tightening” gesture. b The Hololens view on the local MR side. c Assembly of physical parts on the local MR side

Fig. 8  The SUS questionnaire results of remote experts and local 
users
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perceiving the behavior of experts would affect the 
task performance of experts and users, and whether the 
system was effective in reducing the cognitive burden 
and attracting users’ attention. Effective remote col-
laboration requires the use of communication cues, 
which help users understand tasks more easily. As 
pointed out in Ref. [67], rich and efficient commu-
nication cues are essential for effective remote col-
laboration. In remote collaboration, it is important for 
everyone to be able to communicate their intentions 
accurately [68]. In mixed reality environments, where 
real and virtual information are fused, local users may 
become confused due to information overload [69] and 
have difficulty understanding the operation intentions 
of experts. Angelo et al. [70] proposed that monitor-
ing expert attention can help local users reduce cog-
nitive load and improve task efficiency. To attract 
users’ attention, our EaVAS system supports remote 
experts in focusing on enhancing key information to 
improve the expression of expert collaborative inten-
tions. We enhanced the 3DGAM system proposed by 
Ref. [8] with gaze cues and visual enhancement based 
on expert attention. It is worth noting that gaze cues 
positively affect MR remote collaboration by enhanc-
ing users’ attention, efficiency, and quality [2]. In 
addition, Ref. [71] demonstrates that effective visual 
expression can capture users’ attention and improve 
their cognitive ability. Based on this and the results 
of previous studies [72], we proposed the following 
four hypotheses:

H1: Time. The EaVAS will be more efficient than the 
3DGAM in task completion time.
H2: Error. Using EaVAS will reduce operating errors.
H3: User cognitive load. The cognitive load of using 
EaVAS for both experts and local users is lower than that 
of 3DGAM.
H4: User Experience (UX). EaVAS will provide a better 
user experience than 3DGAM.

4.4  Participants

We invited 32 participants (16 pairs) from Northwestern 
Polytechnical University, including 22 males and 10 females 
and aged from 22 to 29 years (M = 25, SD = 2.4). We sought 
participants with AR/VR/MR experience to reduce the 
impact of novelty effects. Figure 10 shows more details of 
the participants in the experiment.

4.5  Procedure

The user study experiment procedure followed the six steps 
shown in Fig.  11. Each participant pair performed two 
rounds (e.g., 3DGAM, EaVAS) of an experiment. They were 
randomly assigned to expert groups or local user groups, and 
their roles did not change during the experiment. Before the 
experiment, the participants were informed of the objec-
tives of the experiment and were familiar with the operation 
process of 3DGAM and EaVAS in advance.

In addition, we would explain the meaning of each pro-
cess parameter and other data to the participants to ensure 
that they fully understand the content of the instructions 
provided. Then, participants were asked to complete a 
short questionnaire about the research background. In 
our experiments, participants completed the assembly 
task in two conditions (3DGAM and EaVAS). Figure 12 

Fig. 9  a remote VR expert side 
setup, b local MR user side 
setup

Fig. 10  Statistical data of participants in the experiment
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shows the collaborative cooperation scenario where our 
EaVAS guides the completion of engine assembly tasks 
in our experiments. Remote VR experts could control 
the presentation of information and present the operation 
intention in the form of visual enhancement (as shown in 
Fig. 12(a–d)). Local MR users could complete the assem-
bly of the engine under the guidance of visual information 
shared by experts (as shown in Fig. 12(e–h)). The main 
process of assembling the engine is shown in Fig. 12.

We used timers to record the time taken by remote and 
local participants to complete the engine assembly task 
and counted the number of assembly errors (e.g., WPA 
is the number of wrong parts assembled, and IGP is the 
number of incorrect guidance provided). We changed the 
condition between the 3DGAM and the EaVAS following 
a Latin Square Sequence to reduce learning effects. After 
the assembly task was completed, both the remote expert 
and the local user were required to complete the user expe-
rience questionnaires (see Table 1). Participants were then 
asked to rank the two experimental conditions according to 
preference. Then, we asked both remote experts and local 
users to complete the NASA-TLX questionnaire. Finally, 

each participant was asked to conduct an interview based 
on the content of the experiment.

4.6  Results

This section reports the results of the analysis of the data 
from our experimental measurements. We conducted a nor-
mal analysis on all dimensions of data. The paired t-test was 
used when the data met the assumption of normality, and the 
Wilcoxon signed-rank test was used when the data did not 
meet the assumption of normality.

4.6.1  Performance time

We hoped to explore whether the EaVAS interface was 
more efficient in task performance than the 3DGAM inter-
face. Therefore, we compared the time performance of the 
two methods in assembly tasks. Table 1 shows the average 
time performance under different conditions. A paired t-test 
(α = 0.05) revealed that there were a statistically signifi-
cant difference between the EaVAS condition and 3DGAM 
condition on performance time (t(15) = 10.366, p < 0.001). 

Procedure

1. Introduction

Introduce the goal of the study
2. Pre-familiar and training

Using HTC VIVE Eye Pro  

Pre-familiar with the operational 
procedures of 3DGAM or EaVAS

3. Background questionnaire

Gender and age

AR/VR/MR remote collaboration

Some participants need to be trained to be 
familiar with assembly the engine task

4. Performing an experiment

A within-subject 
experimental design

Two experimental conditions: 
3DGAM and EaVAS

5. Questionnaire

User experience questionnaires

NASA-TLX questionnaire

6. Interview

Using LeapMotion and Hololens  

Hand gesture and gaze interaction

Physical assembly tasks

Following the Latin Square Sequence
SUS and Rank questionnaire

Fig. 11  The procedure of user study



1850 The International Journal of Advanced Manufacturing Technology (2023) 127:1835–1857

1 3

Moreover, according to the statistical data, the average time 
to complete the assembly task using EaVAS (M = 474.310, 
SE = 1.527) interface was significantly shorter than that of 
3DGAM (M = 500.060, SE = 1.745).

4.6.2  Error evaluation

We had hoped to explore whether the use of EaVAS in 
assembly tasks could reduce the rate of assembly errors. 
To our surprise, according to the Wilcoxon signed rank test 
(α = 0.05), there were no statistically significant differences 
in IGP (Z =  − 1.342, p = 0.180) and WPA (Z =  − 1.732, 
p = 0.083) between the EaVAS and the 3DGAM interface 
in engine assembly task. However, we found that the remote 
and local participants using our EaVAS interface (IGP: 
M = 0.188, SE = 0.099; WPA: M = 1.063, SE = 0.139) had 
fewer errors than the 3DGAM interface (IGP: M = 0.438, 

SE = 0.249; WPA: M = 1.250, SE = 0.167), as shown in 
Table 1.

4.6.3  Cognitive load

Cognitive load was an important measure of the effective-
ness of our EaVAS system. We used the NASA-TLX ques-
tionnaire to measure cognitive load. Through paired t-test 
(α = 0.05), we explored the influence of the EaVAS condi-
tion and 3DGAM condition on global cognitive load. We 
found that there were statistically significant differences 
in cognitive load for both remote experts (t(15) = 6.780, 
p < 0.001) and local workers (t(15) = 13.500, p < 0.001) 
between each experimental condition, as shown in Table 1. 
For remote experts and local users, 3DGAM (remote 
experts: M = 12.507, SE = 0.259; local users: M = 11.959, 
SE = 0.268) brought a heavier cognitive load than EaVAS 
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Fig. 12  The main process of assembling the engine. (a–d) The HTC VIVE Pro Eye view on the remote VR side. (e–h) The Hololens view on the 
local MR side. (i–l) Assembly of physical parts on the local MR side

Table 1  Assembly performance 
data results for the two 
experimental conditions 
reported by remote experts and 
local users

*p < 0.05 and there is a significant difference between two different conditions. The t(15) indicates the 
t-value in the paired t-test. The Z indicates the Z-value in the Wilcoxon signed rank test. The te(15) indi-
cates the t-value in the paired t-test among remote experts. The tu(15) indicates the t-value in the paired 
t-test among local users

3DGAM EaVAS

Remote experts Local users Remote experts Local users

Performance time(s) 500.060 ± 1.745 474.310 ± 1.527 t(15) = 10.366*
Number of ICP 0.438 ± 0.249 0.188 ± 0.099 Z =  − 1.342
Number of WPA 1.250 ± 0.167 1.063 ± 0.139 Z =  − 1.172
Cognitive load 12.507 ± 0.259 11.959 ± 0.268 10.469 ± 0.231 7.861 ± 0.172 te(15) = 6.780*

tu(15) = 13.500*



1851The International Journal of Advanced Manufacturing Technology (2023) 127:1835–1857 

1 3

(remote experts: M = 10.469, SE = 0.231; local users: 
M = 7.861, SE = 0.172).

4.6.4  User experience

User experience was critical to the availability of a system. 
As shown in Table 2, we designed a seven-point Likert scale 
to assess the impact of the EaVAS interface and 3DGAM 
interface on the user experience of experts and user partici-
pants. We evaluated the user experience of participants from 
twelve aspects (presence (Q1), efficiency (Q2), feeling (Q3), 
responsiveness (Q4), confidence (Q5), collaboration (Q6), 
attention (Q7), cognition (Q8), helpfulness (Q9), conveni-
ence (Q10), focus (Q11), usability (Q12). Q7, Q8, and Q9 
are only for local users, while Q10, Q11, and Q12 are only 
for remote experts). We used the Wilcoxon signed rank test 
(α = 0.05) to explore whether there was a difference in user 
experience between the EaVAS interface and the 3DGAM 

interface. The statistical data results are shown in Figs. 13 
and 14.

For remote VR experts (as shown in Fig. 13), there were 
statistically significant differences in terms of efficiency (Q2: 
Z =  − 2.041, p < 0.05), feeling (Q3: Z =  − 2.848, p < 0.01), 
confidence (Q5: Z =  − 2.694, p < 0.01), collaboration (Q6: 
Z =  − 2.873, p < 0.01), convenience (Q10: Z =  − 2.682, 
p < 0.01), focus (Q11: Z =  − 2.831, p < 0.01), and usabil-
ity (Q12: Z =  − 2.699, p < 0.01). No significant differences 
between the two experimental conditions were observed 
for the other two factors (i.e., presence (Q1: Z =  − 1.890, 
p = 0.059), responsiveness (Q4: Z =  − 1.508, p = 0.132)).

For local MR users (as shown in Fig. 14), there were 
statistically significant differences in terms of presence 
(Q1: Z =  − 2.877, p < 0.01), efficiency (Q2: Z =  − 2.555, 
p < 0.05), feeling (Q3: Z =  − 2.825, p < 0.01), responsiveness 
(Q4: Z =  − 2.354, p < 0.05), confidence (Q5: Z =  − 2.410, 
p < 0.05), collaboration (Q6: Z =  − 2.911, p < 0.01), attention 

Table 2  Likert scale rating questions for user experience

Question Question statement Evaluation factors

Q1 I could easily notice the presence of my partner Presence
Q2 This interface allowed me to quickly complete tasks Efficiency
Q3 I enjoyed using this interface to complete tasks Feeling
Q4 I could react quickly according to the partner's operation Responsiveness
Q5 I was confident that I had completed the task correctly Confidence
Q6 My partner and I could work together well to complete the task Collaboration
Q7, Q8, Q9 are provided to local users
Q7 This interface allowed me to capture the attention of my partner Attention
Q8 This interface allowed me to easily understand the instruction information Cognition
Q9 The MR instruction information of this interface was very helpful for me to complete the 

task
Helpfulness

Q10, Q11, Q12 are provided to remote experts
Q10 This interface allowed me to easily provide clear instruction information Convenience
Q11 This interface allowed me to focus on the information I want to convey Focus
Q12 The information provided by this interface was intuitive and useful Usability

Fig. 13  User experience results 
(mean ± SE) for two experi-
mental conditions reported by 
remote experts, *p indicates a 
significant difference between 
two different conditions
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(Q7: Z =  − 2.684, p < 0.01), cognition (Q8: Z =  − 2.820, 
p < 0.01), and helpfulness (Q9: Z =  − 2.332, p < 0.05).

4.6.5  User preferences

By analyzing the statistical user preference data, we could 
know which interface users prefer to use. As shown in 
Fig. 15, we asked participants to complete the preference 
questionnaire to rank the two conditions of the experiment. 
The results showed that for both remote VR experts and 
local MR users, most participants preferred the EaVAS 
interface to the 3DGAM interface.

5  Discussion

5.1  Task performance

In our research, the indicators of task performance include 
performance time and error evaluation. We tested the perfor-
mance time of EaVAS and 3DGAM interfaces in the engine 
assembly task to verify hypothesis 1. The results described 
in Sect. 4.6.1 show that it takes significantly less time to 

complete the engine assembly task using the EaVAS inter-
face than 3DGAM, which proves that the EaVAS interface 
is more efficient (see Table 1). The feedback of Q2 also 
supports this view (see Figs. 13 and 14). According to our 
statistical time data and the feedback results of Q2 and Q4, 
we found that the operation response time of local users was 
directly related to the effectiveness of information transmit-
ted to users by remote experts. That may be because local 
users need to know the correct assembly process informa-
tion and precautions before assembling parts. Therefore, we 
have reason to believe that the more difficult the cognitive 
information transmitted by the remote expert, the longer it 
takes for the local user to complete the assembly task. “I 
don’t have to think about what the experts mean anymore,” 
said a local user who participated in the experiment, “I 
can easily find the information using this system, I can see 
the operations that the experts want me to complete, and I 
can just assemble according to the prompts.” A reasonable 
explanation for these results is that EaVAS has introduced 
the information hierarchy division method based on assem-
bly semantic association model and the visual enhance-
ment mechanism for expert operation. Remote experts can 
adjust the visual form of assembly guidance information to 
enhance the key information that experts want to transfer to 
local users, which speeds up the efficiency of local users to 
obtain effective information, so they can have a more effi-
cient performance. So hypothesis 1 is accepted.

Our team previously believed that the operation of 
visual enhancement experts could make local users pay 
more attention to the operation guidance of experts, thus 
reducing the operation error rate, so we proposed hypoth-
esis 2. However, the results described in Sect. 4.6.2 indi-
cate that there are no statistically significant differences 
in IGP and WPA between the EaVAS and the 3DGAM. 
In essence, remote experts affect the key information that 
local users pay attention to through visual cues to form 
their own psychological representation in the memory of 
local users, and ultimately affect the user’s assembly oper-
ation. In engine assembly tasks, ICP and WPA using the 

Fig. 14  User experience results 
(mean ± SE) for two experimen-
tal conditions reported by local 
users, *p indicates a significant 
difference between two different 
conditions

Fig. 15  User preference results for the two experimental conditions 
reported by remote experts and local users
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EaVAS interface were lower than those using the 3DGAM 
interface, although there was no statistically significant 
difference between the two interfaces. This shows that 
our EaVAS interface has a certain effect on users. The 
feedback results of Q5 and Q6 also support this view (see 
Figs. 13 and 14). Through interviews with remote experts 
and local users and analysis of ICP and WPA data, we 
speculate that the information hierarchy division method 
based on assembly semantic association model and the 
visual enhancement mechanism of expert operation may 
affect the psychological representation of local users. 
This requires further research to explore the relationship 
between visual cues of key information shared by remote 
experts and the degree of distraction of local users. There-
fore, hypothesis 2 is rejected.

5.2  Spatial cognition

In order to prove hypothesis 3, EaVAS enables experts 
to control the distribution of MR interface information 
and the adjustment of visual forms through information 
hierarchical display and expert operation visual enhance-
ment mechanism, thereby reducing the cognitive burden of 
users. It can be seen from Table 1 and Sect. 4.6.3 that for 
both remote VR experts and local MR users, the EaVAS 
interface can effectively reduce the cognitive burden 
of users compared with the 3DGAM interface. EaVAS 
improves the availability of visual information transmitted 
by remote experts to local users through expert attention 
perception (Fig. 4), information hierarchical processing 
(Fig. 5) and intuitive virtual model visualization (Figs. 6 
and 7). This allows local users to focus on the key infor-
mation transmitted by remote experts while reducing the 
amount of information, so that they can correctly complete 
the assembly task under the guidance of remote experts. 
This is consistent with the results of Q8 and Q9 feedback 
(see Fig. 14). “This interface is really great. I can see the 
gestures and viewpoints of experts, as well as the assem-
bly process information of parts and the visual changes 
of part models. I can understand the assembly operations 
that experts ask me to do without even listening to what 
they are saying,” said a local MR participant. We speculate 
that this may be because EaVAS enables experts to freely 
adjust the visual changes of information, which reduces 
the amount of information displayed while ensuring the 
existence of necessary information. At the same time, 
EaVAS can also adjust the intuitive visualization of virtual 
parts to focus on expressing the information that experts 
want to convey. This reduces the difficulty of local users’ 
information cognition, so that local users can confidently 
complete assembly tasks. Therefore, hypothesis 3 should 
be accepted.

5.3  Attention presentation

EaVAS realizes the presentation of expert attention 
through the enhanced presentation of assembly process 
information, the expression of important operational 
behaviors, and the adaptive visual presentation of details, 
so as to improve the efficiency of visual information trans-
mitted by remote experts to local users. It simplifies the 
operation of remote VR experts and improves the cogni-
tive efficiency of local MR users. Our team believes that 
EaVAS provides an interface for remote experts to interact 
freely, so that remote experts can control the visual display 
of information to transmit to local users the key opera-
tion information. The results of the feedback from Q10 
and Q11 also support this view (see Fig. 13, Sect. 4.6.4). 
In addition, according to Figs. 13 and 14 and Sect. 4.6.4, 
for both remote VR experts and local MR users, the two 
interfaces have significant effects on efficiency (Q2), feel-
ing (Q3), responsiveness (Q4), confidence (Q5), and col-
laboration (Q6). The user experience of EaVAS in these 
aspects is better than that of 3DGAM interface. We specu-
late that this is mainly because EaVAS provides remote 
experts with great interaction freedom, enabling remote 
experts to express their attention through simple interac-
tion, while local users can more easily understand experts’ 
operations in rich visual information. Therefore, the user 
experience of the EaVAS interface is comprehensively 
superior to the 3DGAM interface. Therefore, hypothesis 
4 should be accepted.

6  Limitations and future works

6.1  Visual display settings

In our system, remote VR experts can select virtual parts 
by eye gaze and change the visual form of virtual parts 
through gesture recognition. However, in the engine assem-
bly experiment, some local MR participants complained that 
the sudden change in the visualization form of virtual parts 
had brought them some confusion. This also affects the user 
experience of EaVAS to some extent. In addition, our system 
at this stage changes the visualization form of the whole 
virtual part rather than the visual change of the virtual part 
in the local scope of the expert hand. This experiment can-
not prove whether this visualization display setting affects 
the presentation of the expert’s attention. Therefore, in the 
future, we can improve the visual display settings of our 
system to more accurately express the experts’ attention, 
and add the time smooth transition settings of visual form 
changes based on the existing technology to reduce the trou-
bles caused by sudden changes in the virtual model.
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6.2  Multi‑channel interactive settings

Through interviews with remote VR participants and local 
MR participants, we found that some participants hope our 
EaVAS interface can support annotation cues. A small num-
ber of participants suggested that our system should be able 
to display the virtual avatar of remote experts on the local 
MR client. This gives us some new inspiration. Therefore, 
in the future research work, we will try to add these func-
tions to our system, so that remote VR experts can increase 
annotation cues through gesture interaction to enhance the 
communication of operational intent and improve the sense 
of co presence and the performance through the avatar.

6.3  Limited experimental conditions

Due to the severity of the COVID-19 epidemic during data 
collection, the experiment involved a relatively small num-
ber of participants. Despite our efforts to recruit more par-
ticipants, we had to limit the number to ensure safety and 
comply with health guidelines. Therefore, the general appli-
cability of our research results may be limited. In addition, 
the experiment was conducted in a controlled laboratory 
environment, which may not fully represent the real-world 
environment of the expected application of the technology. 
This research focuses on validating the technical feasibil-
ity and performance of the proposed method. While we 
have simulated real-world conditions as closely as possible, 
there may still be factors that we have not accounted for that 
could affect how the technology will perform in real-world 
situations. In the future, we will make our system available 
to more people in actual industrial production to verify its 
usability and practicality.

7  Conclusion

In this paper, for the first time, a method of sensing expert 
attention and visually enhancing expert operation (EaVAS) 
in MR remote collaborative assembly is proposed. This 
paper proves that EaVAS has higher time performance and 
better user experience than the traditional MR remote col-
laborative assembly method (3DGAM). This research aims 
to perceive the expert’s operation attention according to the 
gaze and gesture interaction of the remote expert and to 
enhance the key information that the expert wants to convey 
to the local user by adjusting the visual form of the assembly 
guidance information. We developed EaVAS through the 
information hierarchy division method based on assembly 
semantic association model and the expert operation visual 
enhancement mechanism integrating gesture, eye gaze, and 
spatial visual cues. We designed an experimental case by 
imitating the actual engine assembly. To test the effect of 

the experiment, 32 participants (16 pairs) were randomly 
assigned to different MR remote collaborative assembly 
systems (EaVAS and 3DGAM) groups. The experimental 
results were analyzed in terms of performance time, error 
evaluation, cognitive load, and user experience. All hypoth-
eses except hypothesis 2 are accepted. Therefore, EaVAS is 
helpful for simplifying remote expert operations and improv-
ing the cognitive efficiency of local users.
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