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Abstract
Mixing in extrusion is a vital part of achieving consistent and high-quality extrudates, with residence time being an eluci-
dative measure of the mixing performance. Recent studies around numerical modeling of residence time distributions in 
single-screw extruders appear to consider flooded extruders mainly. This paper introduces a new and general CFD model to 
characterize the extruder fill length and residence time distribution for a viscoplastic ceramic material in a starve-fed extruder, 
including free surface tracking. The CFD model simulates a pulse-injection test, where a fluid parcel is injected at the inlet, 
with subsequent outlet concentration measured over time. The study includes material characterization and model validation 
based on laboratory tests. Results quantify the impact of accounting for the partially filled extruder instead of assuming it 
to be flooded, addressing the potential error when only considering simple analytical approximations to calculate system 
average residence times. Results further show the ability to fit simulation results to more simple analytical models. This 
underlines the importance of including the entire extrusion system and forming the basis for further work toward enabling 
real-time model predictions in starve-fed extrusion systems.

Keywords  Simulation · Computational fluid dynamics · Residence time · Fill length · Single-screw extruder · Ceramics

1  Introduction

The present study concerns the important industrial process 
of extrusion of ceramic material by single-screw extrud-
ers with metered feeding (starve-fed) [1, 2] as opposed to 
flooded extrusion. Starve-fed extrusion typically eliminates 
problems due to bridging and funneling in the feed hopper 
or slippage on the barrel in the extruder [3].

Mixing in extrusion is a vital part of achieving consistent 
and high-quality extrudates, with strains and frequent parti-
cle reorientation through the extruder being the most impor-
tant influencing factors on the overall flow pattern and hence 
the final quality of the extrudate. Each fluid element’s strain 
history depends on the shear rate and the processed material 
residing time inside the extruder [4]. Hence, the residence 
time is essential for describing the equipment flow pattern 
and mixing performance [5, 6]. Recent digitalization trends 
with automated control of continuous manufacturing pro-
cesses further add to this relevance [7–9]. The nonuniform 
velocity field over the cross-section of the extruder process-
ing domain results in a complex distribution of strains expe-
rienced by the fluid elements. Therefore, the mean residence 
time is composed of multiple local residence times referred 
to as the residence time distribution (RTD) [10]. RTD and 
mean residence time depend on numerous process param-
eters such as screw speed, feed rate, temperature profile, and 
screw design [11]. For example, an increased screw speed 
or feed rate will result in a narrower distribution of local 
residence times.

Furthermore, the mean residence time is inversely propor-
tional to screw speed and directly proportional to extruder 
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feed rate [12]. Despite these critical findings, more advanced 
mathematical modeling of RTD is limited, and consequently, 
studies relating to RTD mainly explore system-specific char-
acteristics [13, 14]. In general, work around single-screw 
metered extruders is limited [15], with fill factor predictions 
consistently relating to twin-screw extruders [16, 17].

Partial filling in stationary operating conditions is an 
inherent effect of the starve-fed extruder. In this case, the 
mission of the partially filled section is solely to transport 
the material to the filled area, and it is only in the filled 
section that the pressure is built-up for the material to over-
come all resistances after leaving the screw [18]. The fill 
level in the extruder directly affects the resulting RTD. 
Lower levels are associated with a wider RTD and more 
shear, whereas higher levels result in a narrower RTD and 
less shear. Hence, accounting for the degree of fill in the 
approximation of residence time distributions can improve 
predictions for optimizing extruder design, operating, and 
process parameters [19]. However, studies concerning the 
modeling of partially filled systems are related to twin-screw 
extruders only [20–22]

There are some interesting numerical studies concerning 
RTD characterization based on CFD (computational fluid 
dynamics) [23], DEM (discrete element method) [24, 25], 
and SPH (smooth particle hydrodynamics) [26] for extrud-
ers. In general, the majority of studies model filled extruders, 
or filled sections of the extruder, where the overall RTD is 
the cumulative assembly of RTDs from statistically inde-
pendent sections [27, 28] as initially proposed by Chen et al. 
[29].

Hence, this paper introduces a general CFD model to sim-
ulate the extruder fill length and residence time distribution 
for a viscoplastic ceramic material in a single-screw, starve-
fed pinned extruder at stable operating conditions. Simula-
tions contain the entire extrusion system and account for the 
fluid-free surface inside the extruder. A Herschel–Bulkley 
fluid represents the material response, and validation of CFD 
simulations was based on alignment with extrusion pressures 
from physical tests. The remainder of the paper is structured 
as follows: Section 2 introduces the experimental setup and 
applied material and numerical and analytical models with 
relevant theory. Section 3 presents and discusses the results, 
whereas Section 4 summarizes the study’s conclusions.

2 � Methodology

2.1 � Material characterization

The material used during experiments was a mixture of 
γ-alumina (powder), a binder (powder), and water at room 
temperature. The binder is a hydroxypropyl methylcellu-
lose (HPMC) [30] thickener, and the porous polycrystalline 

aluminum oxide [31] agglomerate has an average particle 
size of 10μm.

The determination of the response curve for the visco-
plastic fluid [1], representative of the complex flow charac-
teristics of the material during extrusion, was based on capil-
lary rheometry [32]. A Stable Micro Systems TA.HD plusC 
instrument [33], with three capillaries of different lengths, 
was used to register the reaction force based on given piston 
velocities. Based on a measured density and known piston 
dimensions and velocity, capillary pressure drop and volume 
flow can be calculated. The calculated curves are shown in 
Fig. 1.

The extrusion pressure and volume flow are then con-
verted to respective shear stress and apparent shear rate [32]. 
Corrections to the apparent measurement data are needed for 
reliable viscosity data to produce so-called “true” data. In a 
complete determination, these include Bagley, Mooney, and 
Weißenberg-Rabinowitsch corrections applied in consecu-
tive order [1]. The Bagley correction separates the actual 
viscous pressure drop from the capillary entrance and outlet 
pressure loss. Calculations of apparent shear rates assume 
Newtonian behavior, where the Weißenberg-Rabinowitsch 
procedure allows correction for an increased shear rate at 
the walls due to a pseudoplastic flow behavior. The Mooney 
correction enables the determination of fluid slipping speed 
at the wall, which implies a reduced shear rate near the wall 
[34, 35]. Mooney correction was, however, not considered 
due to potential practical limitations [36] and uncertainty 
to the accuracy contribution concerning the magnitude of 
measurement errors.

A Herschel-Bulkley [37] model representation was pre-
ferred to the alternative Bingham [38] relationship due to 
more accurate modeling of rheological behavior when based 
on adequate experimental data. Compared to a Bingham 
fluid, the Herschel-Bulkley model additionally accounts 

Fig. 1   Curves from capillary measurements using three different cap-
illaries having equal diameter, however different length
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for the shear-thinning behavior of a power law fluid. The 
constitutive Herschel-Buckley equation is given as follows:

where τ is the shear stress, τ0 is the yield stress, k is the con-
sistency factor, 𝛾̇ is the shear rate, and n is the dimensionless 
flow index.

The yield stress, for each capillary, is calculated by fitting 
linear curves to apparent data in a log–log plot and extrapo-
lating to zero shear rate. Flow indices, for each capillary, 
are then calculated by fitting power curves to a plot with 
true shear stress (Bagley corrected) to the apparent shear 
rate data. The material flow index and yield stress are taken 
as averages of all three determined flow indices and yield 
strengths. The consistency factor is determined by fitting 
one power curve to a plot with true shear stress to true shear 
rate (Weißenberg-Rabinowitsch corrected) considering the 
entire measurement data set (data from measurements with 
all capillaries). Calculated indices and yield stress for Eq. 1 
are given in Table 1, and the resulting Herschel-Bulkley 
material response curve can be seen in Fig. 6 in Section 3.

2.2 � Laboratory extrusion tests

A manually fed Diamond America TT100CS-1″ Table 
Extruder (Fig. 2) with seven barrel pins (pinned extruder) 
was used for the extrusion tests. The function of the barrel 
pins is both to avoid rotation and to increase laminar mix-
ing of the processed ceramic material [2]. The extruder was 
operated with an auger screw without an optional front wiper 
at a rotational speed of 45 RPM. The barrel was cooled at 
22 °C, and temperature and pressure were constantly logged 
with a Danisco melt pressure transmitter with an integrated 
thermocouple placed horizontally right before the barrel 
outlet. Other sensor data logged during tests were water 
cooling temperature, screw torque, and the total weight of 
the extrudate. Collected pressure and extrudate weight data 
displayed in Fig. 7 were continuously logged with a com-
puter with a frequency of 1 second. The flange had one die, 
and the extruded paste was prepared using a sigma blade 
batch mixer. The die (capillary) had a respective diameter 

(1)𝜏 = 𝜏0 + k ∙ 𝛾̇n,

and length of 3.0 and 24.75 mm. The auger screw had a 
constant diameter of 25.4 mm and a root diameter of 12.7 
mm. The L/D-ratio of the auger screw is 8:1 and 70% of the 
total length consisting of the compressive and metering zone 
with a slightly shorter pitch [39].

Manual feeding implied that a prepared mix of material 
was repeatedly deposited into the hopper of the extruder 
using a spoon. During the test, the extruder was operated, 
resembling a fully filled state. This was accomplished by 
manually feeding until visually detecting slight flooding at 
the barrel inlet and, from there on, adapting the frequency 
of filling to maintaining this state when logging sensor data.

Starve-fed extruders at stationary operating conditions 
will inherently be partially filled and therefore character-
ized by a fully- and partially filled zone. The fill length (Lfill) 
specifies the distance over which the extruder is fully filled, 
as shown in Fig. 3.

The extruder is considered filled when the entire barrel 
section, constituted by the length from KL to K0 (Fig. 3) of 
the extruder, is filled.

In a pulse input experiment, an amount of tracer fluid is 
rapidly injected at the inlet, followed by a measurement of 
the tracer concentration (C) at the outlet over time (Fig. 4).

The residence time distribution for a pulse input is gener-
ally defined as [22]

Table 1   Material model 
properties used in numerical 
simulations

Symbol Value Unit

ρ 1404 kg ∙ m−3

n 0.212 −
τ0 1.74e+05 Pa
μmax 5861.84 Pa ∙ s
𝛾̇min 59.34 s−1

k 73,251 Pa ∙ sn

g 9.82 m ∙ s−2

Fig. 2   System setup for the considered extrusion tests, including 
the following: A—hopper, B—barrel cooling system with tempera-
ture sensor, C—paste pressure and temperature transmitter, D—die 
flange, and E—auger screw
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where C(t) represents the given tracer concentration. The 
residence time distribution function E(t) is a measure of the 
time different fluid elements spend inside a system, where 
E(t)dt gives the fraction of fluid having left the reactor 
within the considered time frame dt. The fraction of all the 
fluid that has resided in the system between t = 0 and t = ∞ is 
1. Based on a pulse experiment, the average residence time 
can then be calculated as follows:

RTD curves of an extrusion process are typically repre-
sented by a pattern consisting of an initial delay time, followed 
by a rise in the concentration of tracer particles, and finally 
ending with a gradual tail. The initial delay time represents 
the fluid plug flow behavior, and the tail represents the level of 
redundant processing influencing the product quality.

2.3 � Analytical modeling

Based on the given characteristics, two models assum-
ing plug flow followed by a series of continuous stirred 
tank reactors (CSTRs) [40] were considered to verify the 

(2)E(t) =
C(t)

∫ ∞

0
C(t)dt

=
C(t)

∑∞

0
C(t)Δt

,

(3)ttracer = ∫
∞

0

tE(t)dt =

∑∞

0
tC(t)Δt

∑∞

0
C(t)Δt

.

numerical model output and the potential applicability. The 
only difference between the considered models is that, in the 
first case, the CSTRs are assumed to include a dead volume 
fraction, whereas in the latter they are not.

The first analytical model, including a dead volume, is 
given as follows [41]:

where b = n/(1 − p)(1 − d), p = tmin/t and � = t∕t . The param-
eter p represents the fraction of plug flow where θ is the 
dimensionless time, n is the number of CSTRs and tmin is 
the initial time of measurable tracer at the outlet. The second 
model, without a dead volume, is formulated as follows [42]:

where � =
(
t − pt

)
∕
(
t − pt

)
 and E(t) = 0; for 0 ≤ θ ≤ p.

For practical purposes, the average residence time is often 
simply approximated by the following:

where Q represents the volumetric flow rate and V is the used 
free volume of the extruder [3]. Strictly speaking, Eq. (6) is 
valid for a pipe plug flow in which all fluid particles would 

(4)E(�) =
b
[
b(� − p)

]n−1

(n − 1)!
exp

[
−b(� − p)

]
,

(5)E(t) =
1

t − pt
n(�)n−1

1

(n − 1)!
e−n(�),

(6)tfilled =
V

Q

Fig. 3   Extruder barrel with indicated fill length (Lfill) marking the transition from the filled to the partially filled zone

Fig. 4   Characteristic injection 
and response curves from a 
pulse input experiment, with 
τ representing an expected 
residence time
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experience the same residence time. Further, note that the 
used free volume (V) might encompass a smaller section of the 
extruder free volume, V0, which is the resultant space between 
the auger screw and the barrel wall available for the processed 
material. That is, the free volume defines the maximum capac-
ity of the extruder. An approximation of the free volume can 
be calculated as follows [3]:

where A0 is the screw open area (cross-sectional area 
between barrel and screw shaft) and Lb is the length of the 
referenced barrel section. A0 can further be calculated as

where Ab and As are barrel and screw cross-sectional areas, 
respectively. Ignoring the area occupied by the screw flights, 
both barrel, and screw cross-sectional areas can be expressed 
by screw root and barrel diameters according to

and

where Db is the barrel diameter and Dr is the screw shaft 
diameter. By substituting Eqs. (9) and (10) into (7), a simpli-
fied expression of the free volume can be derived as

With the assumption of the entire free volume of the sys-
tem being utilized, Eq. (11) can be substituted into Eq. (6), 
resulting in an approximation of the average RTD according 
to

As considered systems are starve-fed, with an auger screw 
speed sufficient to remove all the material being fed, the 
entire barrel section will not be fully utilized. Hence, for 
these types of systems, V will not correspond to V0 and the 
application of equation (12) will be susceptible to an error 
of a size that is relative to the actual fill level of the extruder 
system.

Verges (2011) [43] proposed an expression for calculating 
the average residence time for a starved Ko-kneader accord-
ing to the following:

(7)V0 = A0Lb,

(8)A0 = Ab − As,

(9)Ab =
�D2

b

4

(10)Ar =
�D2

r

4
,

(11)V0 =
�

4

(
D2

b
− D2

s

)
Lb

(12)tfilled =

�

4

(
D2

b
− D2

s

)
Lb

Q
.

(13)t =
A

Q
+

B

N
,

where

N1 and N2 correspond to two different auger rotational 
speeds. Note that even though these expressions are origi-
nally given for a starved Ko-kneader[43], they are proposed 
to apply to the considered extruder system in the present 
work.

2.4 � Numerical model

The CFD model considers the continuous processing of 
viscoplastic ceramic material. The flow is assumed to be 
laminar, and the fluid is further regarded as incompressible 
and isothermal. As the Herschel-Bulkley model implies 
that the viscosity diverges towards infinity as the strain rate 
approaches zero, it is numerically implemented with an 
upper limit according to

where μ∞ represents the limiting viscosity and τ0 the yield 
stress. With shear stress directly dependent on share rate, Eq. 
(13) can alternatively be given as

where 𝛾̇ corresponds to the fluid shear rate, μmax the maxi-
mum apparent viscosity and 𝛾̇c the critical shear rate. The 
maximum shear stress (τmax) is given as

where

Here, ||𝛾̇min|| corresponds to the minimum specified strain 
rate specified in the CFD software.

The numerical problem is solved based on the continuity 
and momentum equations, respectively:

where g = (0, g, 0) corresponds to the constant gravitational 
vector, ρ is the constant density, p the pressure, and σ the 
material deviatoric stress tensor defined as

A = Q
N2t2 − N1t1

N2 − N1

,B = N1N2

t2 − t1

N2 − N1

.

(14)𝜇(𝛾̇) =

{
𝜇∞ for |𝜏| ≤ 𝜏0

𝜇∞ + k|𝛾̇|n−1 for |𝜏| > 𝜏0
,

(15)𝜇(𝛾̇) =

{
𝜇max, for ̇|𝛾| ≤ 𝛾̇c

𝜏max|𝛾̇|−1 + k|𝛾̇|n−1 for ̇|𝛾| > 𝛾̇c
,

(16)𝜏max = 𝜏0 + k||𝛾̇max||
n
,

(17)||𝛾̇max|| =
{

106 ||𝛾̇min|| = 0

106 ∙ ||𝛾̇min|| ||𝛾̇min|| ≥ 0

(18)� ⋅ u = 0

(19)�

[
�u

�t
+ (u ∙ �)u

]
= −�p + �g − (� ∙ �),
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D is further the deformation rate tensor defined as

Simulations were conducted in the commercial CFD soft-
ware Flow-3D [44], where the finite volume method is used 
to solve continuity and momentum equations (18, 19), and 
the position of the free surface is calculated with the volume 
of fluid technique (VOF) [45]. The

Initial simulations to investigate the fidelity of the numer-
ical model were carried out with the corresponding configu-
rations for the laboratory extrusion tests (Section 2.2), i.e., 
similar dimensions, number of dies, and auger rotational 
speed, as stated before Fig. 2. Further simulations used the 
same configuration, however, with eight dies. To ensure a 
continuous deposition into the extruder, a narrow-squared 
channel positioned at the center of the hopper was used to 
feed fluid into the extruder. A point probe, representing the 
response from the physical pressure/temperature sensor, was 
placed in the center of the modeled geometrical cavity aris-
ing from the space between the sensor membrane and the 
barrel wall (Fig. 5). The computational domain was meshed 
with a uniform discretization of cells. The total screw torque 
was approximated based on the sum of its reacting forces 
and an assumption of a mass density of steel at 7850 kg/
m3. CAD geometries and numerical domain can be seen in 
Fig. 5.

The material properties used in the simulations are given 
in Table 1. Values for 𝛾̇min and μmax are calculated using the 
power law model with reference to τ0. Density was calcu-
lated as an average of three water displacement measure-
ments on different extrudates during laboratory extrusion 
tests (Section 2.2).

(20)� = 2𝜇(𝛾̇ , T)D.

(21)D =
1

2

(
�u + (�u)T

)

Predictions using the CFD model are based on executing 
a simulation in two consecutive steps:

1.	 In the first step, the model is initiated and simulated until 
reaching a quasistatic state characterized by a pressure-
based convergence criterion per time step below 1%.

2.	 In the second step, the model is restarted from the con-
verged step while initiating a pulse input experiment 
injecting 0.06 cm3 (6e−8 m3) of tracer fluid with a con-
centration of 100 kg/m3 at the inlet.

Fill length was calculated by postprocessing the first step 
and based on exported cell fill fractions. RTD was calculated 
by postprocessing the second step and based on exported 
tracer concentrations from all die outlet surfaces. A script 
was used to automatically format and export the fill fraction 
and tracer concentrations to Python where main calculations 
were done and figures generated. A more detailed descrip-
tion to the postprocessing calculations is presented under 
the next section.

2.5 � Numerical postprocessing

The average fill fraction of a cross-sectional layer at any 
distance along the barrel z-axis is naturally defined as

where f represents the fill fraction of each numerical cell 
and z is the distance from the die plate denoted KL in Fig. 3. 
From the resulting vector of fill fractions, the coordi-
nate (Kfill) approximating a filled extruder was subsequently 
defined as

where i corresponds to the index of considered cross-sec-
tional layers, when iteratively moving from the inlet towards 
the exit of the extruder. Lastly, the fill length was normalized 
according to the barrel position as

where KL and K0 represent the z-axis coordinates of the bar-
rel section’s respective start and end coordinates (Fig. 3).

The concentration was first averaged over the Flow-3D 
data logging points positioned at the die outlet as

(22)F(z) =
1

A(z)

∑

A(z)

f (x, y)ΔxΔy

(23)Kfill = z
(
Fi ≥ 95%

) {where F(i+1) ≥ 95%

and F(i−1) < 95%
,

(24)Lfill =
KL − Kfill

KL − K0

,

(25)C(t) =

∑n

1
Ci(t)

n
,Fig. 5   Solid geometries (auger screw and barrel) imported as STL 

files in the simulation software. The framed box represents the dis-
cretized domain, and the red sphere is the position of a data logging 
point for pressure measurements
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where n represents the number of data logging points. 
The residence time distribution (E) was then calculated 
according to Eq. (2), whereas the average residence time 
using the scalar tracing fluid was calculated according to 
Eq. (3), and average residence time by Lagrangian particle 
tracking was calculated as

where t(outlet) represents the particle time at the die outlet 
and n is the number of particles processed.

To verify the simulation model against Eq. (12), a simula-
tion was run with a fully filled barrel section, and the average 
residence time based on the fluid tracer was compared to the 
analytically calculated value.

3 � Results and discussion

3.1 � Material characterization

Figure 6 shows the resultant Herschel-Bulkley model created 
by entering values in Table 1 in Eq. 1. Hence, fluid motion 
is not produced until the given yield stress is reached and 
the flow index is indicative of a quite strongly pseudoplastic 
material with considerable decrease in apparent viscosity 
with increasing shear rate.

3.2 � Laboratory extrusion tests

Figure 7 shows measurement results from laboratory tests 
described under Section 2.2, where the logged pressure 
is overlaid by the accumulated extrudate’s weight over 
roughly three minutes of extrusion. The figure includes two 

(26)tparticles =

∑n

1
ti(outlet)

n
,

sequential experimental tests based on the same batch of pre-
pared material. The extrudate was continuously collected in 
a bucket standing on a scale, hence the continuously linearly 
increasing weight curves. Local fluctuations in the pressure 
signal relate to material inhomogeneity, and the global fluc-
tuations are a result of inconsistent filling by the operator 
when manually depositing material into the extruder. The 
given average extrusion pressure is, for each consecutive 
test, taken as averages for all data points displayed in Fig. 7. 
The average pressures for tests 1 and 2 were 25.64 and 27.25 
Bar, respectively. An approximated volume flow was based 
on measured density, total extrudate weight, and the total 
time for collecting the extrudate weight data.

3.3 � Numerical results

Figure 8 shows a snapshot of the transient CFD simulation 
running at a quasistatic state, where the material is continu-
ously deposited through a vertical square tube positioned at 

Fig. 6   Herschel-Buckley material response curve based on capillary 
rheometry test data

Fig. 7   Experimental data (extrudate weight and extrusion pressure) 
from laboratory tests

Fig. 8   A 3D snapshot of the simulation running with a dimensionless 
throughput Q = 0.019. The contour represents the velocity in meter 
per second

3585The International Journal of Advanced Manufacturing Technology (2023) 126:3579–3591



1 3

the center of the hopper position. The blue surface is based 
on the no-slip wall condition, hence the velocity being 
zero at the walls. The white-colored streamlines are indi-
cating areas where the fluid speed is relatively high, which 
is mainly around the mixing pin where the free surface is 
located. This is perhaps even better illustrated in Fig. 9.

Figure 9 shows the pressure in a 2D-plane at the center 
axis of the extruder. It is seen that the pressure builds up 
more or less linearly, starting from the position where the 
starved extruder becomes fully filled. This simulation cor-
responds to the fill fraction represented by the green curve in 
Fig. 10, where the level of fill (Lfill) is predicted to be 0.526. 
Hence, about half of the extruder is fully filled at the current 
extruder operating conditions.

Figure 10 shows the fill fraction over the extruder for the 
case with eight dies at varying dimensionless throughputs 
ranging from 0.012 to 0.023 [1/s]. The result is based on 
data generated according to simulation step 1, as described 
in Section 2.4. The fill fraction (F) for each throughput can 
be seen fluctuating with an increase around every mixing 
pin. The black markers indicate the positions where the fill 
fraction is predicted to reach 100%, and the alongside values 
represent the predicted value of Lfill. Vertical dashed lines in 

the figure mark the position of the mixing screws, emphasiz-
ing the influence on the fill fraction. The x-axis represents 
the dimensionless level of fill according to Fig. 3, where a 
fill of 0.5 would imply that the level of fill is predicted to be 
located precisely halfway between KL to K0.

Figure 11 shows a plot of the fill length versus dimen-
sionless flow rate, where the fill length increases somewhat 
linearly with an increasing flow rate. It can be noticed that, 
if extrapolated, the linear model predicts an unphysical nega-
tive fill at zero throughputs. This underlines that the pro-
posed linear model should only be used within the region 
of consideration.

To clarify the predicted fill lengths and results in Fig. 10, 
Fig. 12 visualizes the extruder geometry with bullets mark-
ing the locations of the determined Kfill, i.e., the position 
along the extruder where the fill fraction exceeds 95 percent 
for different throughputs.

Figure 13 shows the pressure at different fill lengths from 
the simulation model and that the model predicts a pressure 
of 28.32 Bar for the filled state corresponding to the state of 
the extrusion tests in Fig. 7.

Hence, when comparing the pressure (28.32 Bar) 
determined from simulations with the average, measured 

Fig. 9   An axial 2D-snapshot 
(same time frame as Fig. 8) of 
the simulation at dimension-
less throughput Q = 0.02. The 
contour represents the gauge 
pressure in Pascal

Fig. 10   The fill fraction (F) along the extruder and the determined fill 
length (Lfill)

Fig. 11   Plot of dimensionless flow rate to fill length. Included is also 
the equation of the linear function and its R2 value
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pressures from tests (Fig. 7), there is a respective deviation 
of 9.46% (25.64 Bar) and 3.78% (27.25 Bar). The accuracy 
is quite satisfying, considering potential limitations in rela-
tion to model resolution, boundary conditions, experimen-
tal errors, equipment wear, temperature effects, and wall 
slippage.

Figure 14 shows the tracer fluid residence-time distribu-
tion curves for the four different considered flow rates. The 
included vertical dashed lines indicate the ttracer value for 
each RTD curve.

The result corresponds to the output from simulation step 
2, as described in Section 2.4. The model confirms previous 
studies showing a narrower distribution and shorter average 
residence time with an increased extruder feed rate [12]. The 
tighter RTD and shorter ttracer is mainly based on an increased 
throughput, which reduces cross-channel flow. Cross-chan-
nel flow does not contribute to the net positive movement of 
material along the extruder barrel, but instead re-circulates it 
within the screw flights causing material mixing.

Table 2 shows the complete data set of filling length as 
well as the average residence time based on the three differ-
ent approaches: (i) tfilled (analytical), (ii) ttracer (scalar tracer), 
and (iii) tparticles [s] (particle tracer).

It can be noted that the tfilled and tparticles consistently 
underpredict the average residence time as compared to 
ttracer . 37 Lagrangian particles were initiated at the inlet 
for each simulation, but only a portion of these was used 
to calculate tparticles . This was due to the particles occasion-
ally getting stuck when reaching a zero-velocity boundary 
in nonfilled areas of the domain. Hence, the number of 
particles being used for the particle-based filling time is 
also shown in column five of table 2. The table shows that 
a higher level of fill resulted in more processed particles 
and that tparticles consistently converged towards ttracer . This 
contributed to the validation of the scalar tracer result.

Fig. 12   The geometry showing locations of calculated Kfill  coor-
dinates. Given locations correspond to the following levels of 
fill (Lfill) and normalized throughputs ( Q ): Kfill  (1): (Lfill = 0.266, 

Q = 1.2E − 2 ), Kfill (2): (Lfill = 0.393, Q = 1.6E − 2 ), Kfill (3): (Lfill = 
0.526, Q = 1.9E − 2 ), Kfill (4): (Lfill = 0.659, Q = 2.3E − 2)

Fig. 13   Extrusion pressures at different flow rates for the simulation 
model

Fig. 14   Plot of residence time distribution at different inlet flow rates 
where vertical lines indicate average residence time

Table 2   Data corresponding to flow rate and average residence times

Q
[
1∕s

] Lfill [1] tfilled [s] ttracer [s] tparticles [s]∕particles

0.012 0.266 113.65 132.34 119.19/9
0.016 0.393 85.24 118.86 107.07/11
0.019 0.526 68.19 109.57 105.50/10
0.023 0.659 56.83 103.74 99.54/18
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3.4 � Numerical to analytical comparison

Figure 15 shows predictions of average residence time. 
The blue curves 

(
ttracer

)
 represent an exponential fit of 

data points calculated individually based on the numerical 
model. The red line 

(
ttheoretical

)
 represents an exponential fit 

towards data points calculated according to equation (13). 
In the rightmost figure, constants A and B were calculated 
based on numerical results, which corresponds to auger 
rotational speeds N1 = 55 and N2 = 65 and a constant 
throughput of Q = 0.019 . These constants were then used 
when calculating all data points.

However, in the leftmost figure, each prediction accord-
ing to Eq. (13) corresponds to an individual A and B con-
stant. That is, for each considered throughput, A and B 
constants were exclusively calculated based on a variation 
of auger rotational speeds N1 = 55 and N2 = 65.

To allow for a continuous material deposition into 
the extruder, the dimensions of the inlet, as compared 
to the actual size in the physical system inlet, needed to 
be reduced. This resulted in the material being deposited 
over a limited area on top of the screw, as compared to 
the considered physical system. The reduced inlet had 
sides corresponding to 12% of the auger screw diameter. 
A consequence of the modified inlet was that the position 
of flights at time of the pulse injection was observed to 
slightly influence the output. Hence, some discrepancies in 
the model output should be expected based on nonconsist-
encies in the alignment of the auger screw when initiating 
the pulse injection simulations.

Figure 16 shows the deviation (error) of the analytically 
calculated residence time ( tfilled ) relative to a numerically 
predicted value ( ttracer ). The free volume for the analytical 
prediction was based on Eq. (11), with Lb representing the 
numerically predicted fill length.

The difference of the analytical ( tfilled ) model and the 
numerical ( ttracer ) is linearly decreasing with increasing fill 
level and the linearly fitted function approximates a rela-
tive difference of −10% at a fully filled extruder (Lfill = 1). 
It was, however, noted that if using the exact free volume 
reported by the CFD software in the analytical expression, 

there was a perfect match between the numerical and analyti-
cal predictions.

Figure 17 shows the two CSTR models (Eqs. (4) and 
(5)) fitted to the numerical approximation to verify and 
investigate the ability to represent system residence time 
distribution using an empirical model fitted to a reduced 

Fig. 15   Tracer average residence 
time based on numerical simula-
tion (blue) and theoretical (red) 
based on equation 13. The 
left figure is based on varied 
throughput at constant auger 
rotational speed (RPM = 45). 
The right figure is based on 
varied auger rotational speeds at 
constant throughput ( Q = 0.019)

Fig. 16   Fill length and relative difference between tfilled and ttracer as a 
function of volume flow

Fig. 17   CSTR models fitted to a RTD curve produced by the simula-
tion model ( Q = 0.019 and 45 RPM)
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simulation data set. The RTD originates from a simulation 
trace injection test having dimensionless throughput Q = 
0.019 and an auger screw rotational speed of 45 RPM. 
Fitting was done by minimizing the root mean squared 
error (RSME):

where yi is the numerical data and f(xi) is the representa-
tive CSTR model data.

The RMSE values, from the best possible fit produced 
for CSTR models 1 and 2, were 2.18 and 8.29, respec-
tively. Therefore, it was concluded that model 1 would be 
the preferable model for the considered application.

Figure  18 shows model 1 fitted to the numerically 
approximated residence time distribution at varying 
throughput (leftmost figure) and auger rotational speed 
(rightmost figure). Despite some minor deviations, the 
CSTR curves can be seen as consistently representative of 
the numerical model curves at varying process parameters. 
This emphasizes the general usability for the application 
of the CSTR model l. It can further be noted that each 
figure contains the simulation RTD in Fig. 17 (dark red 
curve), which was considered for model comparison.

Figure 19 shows a linear fit between the considered 
numbers of CSTRs (n) for the respective residence time 
distributions considered in Fig. 18. This indicates that 

RMSE =
[∑N

i=1

(
yi − f

(
xi
))2

∕N
]1∕2

,

two numerical data points would be sufficient for the con-
sidered CSTR model to predict distributions at any given 
throughput or auger rotational speed.

Results show that a successful procedure has been found 
to systematically predict the starved-fed extruder’s fill length 
and residence time distribution, where the effect of varying 
controllable process parameters, such as auger rotational 
speed and throughput, is of solid relevance due to their cor-
relation to product quality attributes. For the case of the con-
sidered system, results further allow the fitting of reduced-
order empirical models representing the system response 
based on varying throughput and auger rotational speed.

4 � Conclusions

In this study, we have presented a methodology that uses 
an advanced CFD model for starved extrusion simulations, 
allowing for predicting residence time based on the fill 
length position. The work has been validated for the case 
of a ceramic viscous-plastic fluid in a pinned single-screw 
starve-fed extruder, incorporating the complete extruder pro-
cessing domain. The validation was based on physical pres-
sure measurements and the verification by comparison with 
analytical solutions for average residence time and residence 
time distribution based on well-accepted expressions from 
the literature. The system response was determined through-
out the study based on four numerical data points. For model 

Fig. 18   Model 1 (CSTR) fitted 
to numerical approximations at 
varying throughput (left) and 
auger rotational speed (right)

Fig. 19   Number of CSTRs 
when varying throughput (left) 
and auger rotational speed 
(right)
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verification purposes, this would also be recommended for 
any further system characterizations. The work confirmed 
the validity of a simplified analytical expression for predict-
ing the average residence time of a fully filled system and 
quantified the potential magnitude of error when assuming 
a starved extruder to be fully filled.

The simulations provided a characteristic system 
response, with respect to varying screw speed or feed rate. 
However, the residence time distribution is highly affected 
by the stationary state of the system, which, when entering a 
material over a highly reduced area, was found to be slightly 
affected by the screw rotational position. Therefore, some 
care should be taken with respect to the position of the screw 
when initiating trace injection. More accurate estimations of 
the residence time can probably be achieved by introducing 
material that covers a greater portion of the extruder hopper.

Fitted empirical models that include a dead volume were 
demonstrated to be valid and applicable for predicting the 
residence time distribution. Four CFD simulations (two data 
points for the corresponding level of fill and residence time) 
were sufficient to fit analytical models for a general descrip-
tion of system fill, residence time, and average residence 
time for any throughput and auger rotational speed. This 
may be relevant for enabling demonstrated approach to be 
used as a basis for more accurate real-time predictions and 
process optimization [46–48].

The overall conclusion is that the work conducted enables 
the determination of the fill length position, further allowing 
for enhanced predictions of the residence time distributions 
in starve-fed extruders. Based on a CFD model encompass-
ing the entire extruder system, the methodology further pro-
vides a comprehensive tool for design exploration.
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