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Abstract
The development of models for the coefficient of friction is difficult due to many factors influencing its value and many tri-
bological phenomena that accompany contact between metals (i.e., flattening, ploughing, adhesion), the influence of which 
also depends on the friction conditions. Therefore, developing an analytical model of friction is difficult. In this article, the 
CatBoost machine learning algorithm, newly developed by Yandex researchers and engineers, is used for modelling and 
parameter identification of friction coefficients for three grades of deep-drawing quality steel sheets. Experimental tests to 
determine the friction coefficient were carried out using the strip drawing method with the use of a specially designed tribo-
logical device. Lubrication conditions, normal force, and the surface roughness of countersample surfaces were used as input 
parameters. The friction tests were conducted in dry friction and lubricated conditions with three grades of oils with a wide 
range of viscosities. Different transfer functions and various training algorithms were tested to build the optimal structure 
of the artificial neural networks. An analytical equation based on the parameters that were being investigated was created to 
calculate the COF of each material. Different methods of partitioning weight were employed for the expected COF to assess 
the relative importance (RI) and individual feature’s relevance. A Shapley decision plot, which uses cumulative Shapley 
additive explanations (SHAP) values, was used to depict models for predicting COF. CatBoost was able to predict the coef-
ficient of friction with R2 values between 0.9547 and 0.9693 as an average for the training and testing dataset, depending on 
the grade of steel sheet. When considering all the materials that were tested, it was discovered that the Levenberg–Marquardt 
training algorithm performed the best in predicting the coefficient of friction.

Keywords Artificial neural networks · CatBoost · Coefficient of friction · Deep drawing · Friction · Sheet metal forming · 
Steel sheets

1 Introduction

In the processes of sheet metal forming (SMF), the friction 
phenomenon is an inevitable phenomenon if there is metal-
lic contact between two mating surfaces of the tool and the 
workpiece [1, 2]. Moreover, the phenomena related to fric-
tion, such as the ploughing of workpiece material by the 
surface asperities of the tool and adhesion and flattening of 
the surface asperities of the workpiece, change during the 
friction process [3]. In terms of surface roughness, the tool 
surface plays a key role because the hardness of the tool sur-
face is greater than that of the deformed sheet [4, 5]. One of 
the effective methods of reducing friction in SMF is the use 
of lubricants of different consistencies (i.e., solid lubricants, 
fluids) and viscosities, as well as the use of special protective 
coatings that reduce the coefficient of friction (COF) [6, 7]. 

 * Sherwan Mohammed Najm 
 sherwan.mohammed@gpk.bme.hu

 * Tomasz Trzepieciński 
 tomtrz@prz.edu.pl

 Marek Kowalik 
 m.kowalik@uthrad.pl

1 Department of Manufacturing Science and Engineering, 
Budapest University of Technology and Economics, 
Műegyetemrkp 3, 1111 Budapest, Hungary

2 Kirkuk Technical Institute, Northern Technical University, 
36001 Kirkuk, Iraq

3 Department of Manufacturing Processes and Production 
Engineering, Rzeszow University of Technology, 
Al. Powst. Warszawy 8, 35-959 Rzeszów, Poland

4 Department of Machine Technology, Kazimierz Pulaski 
University of Technology and Humanities in Radom, 54 
Stasieckiego Street, 26-600 Radom, Poland

/ Published online: 8 December 2022

The International Journal of Advanced Manufacturing Technology (2023) 124:2229–2259

http://crossmark.crossref.org/dialog/?doi=10.1007/s00170-022-10544-1&domain=pdf
http://orcid.org/0000-0003-3412-0716


1 3

Due to the complexity of the friction phenomenon depend-
ing on the friction conditions (dry friction, lubrication, nor-
mal pressure), process conditions (temperature, humidity, 
sliding speed), and surface properties (i.e., frictional ani-
sotropy, surface roughness of the tool and workpiece, tool 
coating, tool material, tool and sheet material strength, tool 
hardness), developing a mathematical model based on ana-
lytical methods is extremely difficult [8–10].

The basic tool for stochastic data analysis is linear and 
multiple regression; however, due to the complexity of the 
description of the friction phenomenon, it is necessary to use 
multiple regression. The main goal of multiple regression 
is to quantify the relationship between multiple independ-
ent variables and the dependent variable [11]. Mathematical 
models based on statistical methods should have such a level 

of complexity that they can reliably describe the phenom-
ena occurring during the friction process [12, 13]. When 
selecting the factors affecting the COF, one should select 
those factors that significantly affect friction and are inde-
pendent of each other at the same time. The condition of 
the significance of the influence of individual factors can 
be verified at a later stage of building the model, inter alia, 
by means of a posteriori elimination. The significance level 
is the assumed error probability when assessing the signifi-
cance of the parameter. Usually, the significance level is set 
at α = 0.05. Variance as the mean square deviation of the 
value of a random variable from its mean value is a meas-
ure of the dispersion of possible variable values and is an 
indispensable tool for testing the significance of the entire 
regression equation [14].

Within the wide application of regression analysis in tri-
bology, particular attention should be paid to determining 
the value of the COF [15, 16] and to determining the effect 
of the load and the friction track on the wear rate [17]. The 
regression model proposed by Jurkovic et al. [18] took into 
account the influence of two factors, i.e., lubrication condi-
tions and sheet deformation, on the value of the COF at the 
die edge. Experimental verification of the analytical model 
of friction in the draw bead that has been developed based 
on the multiple regression method has confirmed the pos-
sibility of using it to determine the resistance of the sheet 
passing through the draw bead in SMF [19]. Research on 
the frictional wear of materials used for vehicle brake pads 
has shown a very good applicability of the artificial neural 
network (ANN) method to regression, taking into account 

Fig. 1  a The layout and b photography of the friction testing device

Table 1  Experimental design

Parameter Experimental parameters

Normal force, 
N

Average 
roughness of 
countersamples 
Sa, μm

Friction  
conditions

Volatility levels 31
61
92
122
152
183
213

0.44
0.72
1.57
2.36

Dry friction
Machine oil 

L-AN46
Gear oil 

SAE75W-80
Engine oil 

SAE5W-40
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more than 20 input variables [20]. However, the number of 
explained variables in the model is not a determinant of its 
quality.

ANNs are a tool of soft computing that enables the con-
struction of linear and nonlinear models which solve com-
plex classification and regression tasks [21]. The structure of 
the network and the essence of the operation is a reflection of 
the biological brain. ANNs consist of a set of interconnected 
elements called neurons that process information delivered 
to the input of the network based on the idea of parallel pro-
cessing. The architecture of the ANN includes, in addition 
to the input and output layers, one or more hidden layers. 
In most analyses, one hidden layer is sufficient to obtain 
satisfactory results [22]. As a result of the training process, 
ANNs can acquire the ability to predict output signals based 
on the sequence of input signals and the corresponding out-
put signals. The analysis of the possibility of using ANNs 
in tribological studies was carried out by Grymek et al. [23], 

pointing to the possibilities of using this technique in the 
analysis of tribological problems. According to the authors, 
the main error affecting the reduction of the quality of ANN 
predictions is the insufficient amount of training data used 
in the training process.

In the last two decades, the areas of successful incorpora-
tion of artificial intelligence generally and ANNs, in particu-
lar, have constantly been expanding in tribology research on 
brake performance [24, 25], wheel and rail wear [26], the 
surface roughness of extra deep drawing (EDD) steel [27], 
predicting of component hardness [28], surface roughness 
[29], and formability [30] in incremental sheet forming, fric-
tion in metal forming [31], and tool wear [32]. Increasing 
the accuracy of the ANN model was achieved by optimising 
the vector of explanatory variables with the use of genetic 
algorithms [31]. Rapetto et al. [33] studied the influence of 
surface roughness on real area of contact in rough contact 
by using a neural network. The ANN was able to prove the 

Fig. 2  Multilayer perceptron 
structures
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correlation between the roughness parameters and the real 
area of contact. A literature review on the use of ANNs in 
tribological applications was carried out by Frangu and Ripa 
[34]. The authors proved that ANNs are a useful tool dur-
ing the design stage as well as the running stage. A review 
of computer techniques in modelling tribological effects 
is presented by Trzos [35]. As the review shows, the dis-
semination and wide use of scientific research in the area of 
tribology are limited due to the specific conditions of these 
processes but rather due to the lack of properly organised 
data storage systems that would enable a wider group of 
users to exchange data in the field of common research areas. 
Yin et al. [36] introduced the concept of tribo-informatics. 
In their paper, guided by the framework of tribo-informatics, 
they reviewed the application of tribo-informatic methods 
in tribology. ANNs, k-nearest neighbour, support vector 
machine, and random forest (RF) methods are those most 
commonly used by tribo-informatic practitioners. Bhaumik 
et al. [37] designed a new lubricant with multiple friction 

modifiers using ANNs and a genetic algorithm which has 
been used for optimisation using the ANN models as the 
objective function. Experimental data generated by a pin-on-
disc tribometer was used to train the ANNs. Pantić et al. [38] 
presented the possibility of applying ANNs to solve complex 
nonlinear problems and to identify the tribological charac-
teristics of dental glass ceramics. An ANN model was used 
to describe the influence of input tribological parameters on 
COF and the rate of material wear. Gyurova and Friedrich 
[39] explored the potential for using ANNs for the prediction 
of the sliding friction properties of polyphenylene sulphide 
matrix composites based on the results of pin-on-disk slid-
ing wear tests. It was found that the trained ANNs possessed 
enough capability to generalise to predict input data that 
were different from the original training dataset. The results 
of the research by Bhaumik and Kamaraj [40] showed that 
ANN and multi-criteria decision-making approaches can be 
used in the analysis of a blend of biodegradable lubricants in 
investigating its tribological properties and in reducing the 

Table 2  COF values determined at dry friction conditions

Sa of counter-
samples, mm

Normal 
force, N

COF

Material B Material SB Material SSB

0.44 31 0.233 0.242 0.27
61 0.228 0.234 0.273
92 0.207 0.222 0.243
122 0.216 0.215 0.234
152 0.216 0.214 0.238
183 0.201 0.210 0.234
213 0.20 0.215 0.229

0.72 31 0.274 0.248 0.309
61 0.257 0.241 0.29
92 0.264 0.223 0.288
122 0.241 0.226 0.266
152 0.248 0.212 0.258
183 0.235 0.206 0.244
213 0.227 0.206 0.231

1.57 31 0.28 0.3 0.345
61 0.282 0.282 0.324
92 0.272 0.278 0.311
122 0.257 0.265 0.301
152 0.258 0.266 0.28
183 0.24 0.274 0.276
213 0.233 0.267 0.268

2.36 31 0.283 0.326 0.377
61 0.274 0.326 0.358
92 0.275 0.307 0.338
122 0.273 0.294 0.336
152 0.282 0.295 0.307
183 0.279 0.281 0.31
213 0.263 0.27 0.284

Table 3  COF values determined at machine oil L-AN46 lubrication

Sa of counter-
samples, mm

Normal 
force, N

COF

Material B Material SB Material SSB

0.44 31 0.199 0.221 0.207
61 0.191 0.222 0.209
92 0.187 0.20 0.194
122 0.182 0.199 0.198
152 0.168 0.187 0.178
183 0.164 0.184 0.169
213 0.161 0.174 0.168

0.72 31 0.227 0.214 0.237
61 0.23 0.20 0.232
92 0.222 0.201 0.22
122 0.22 0.188 0.214
152 0.206 0.178 0.199
183 0.206 0.176 0.201
213 0.188 0.164 0.182

1.57 31 0.255 0.246 0.28
61 0.244 0.22 0.258
92 0.239 0.223 0.245
122 0.228 0.204 0.244
152 0.207 0.211 0.242
183 0.212 0.195 0.234
213 0.202 0.182 0.225

2.36 31 0.223 0.267 0.302
61 0.229 0.27 0.305
92 0.219 0.254 0.260
122 0.206 0.255 0.249
152 0.212 0.239 0.26
183 0.195 0.243 0.225
213 0.192 0.231 0.217
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number of experiments required to design the desired lubri-
cant. Nasir et al. [41] applied a multilayer perceptron (MLP) 
to predict the COF of a glass fibre–reinforced thermosetting 
polyester. It was found that the tan-sigmoid transfer function 
exhibited the best performance for the work currently being 
carried out. Otero et al. [42] tested several different ANNs 
for predicting the lubricated friction coefficient in thermal-
elastohydrodynamic contacts. It was concluded that properly 
trained MLPs are able to give an excellent prediction with 
a high level of correlation between calculations and experi-
mental data. A perspective of the use of artificial intelligence 
in tribology has been provided by Rosenkranz et al. [43]. 
Analysis of the literature showed that ANNs and techniques 
that combined statistics and machine learning are suitable 
for highly complex, nonlinear applied problems, which 
makes them particularly interesting for various fields of tri-
bology. Artificial intelligence and machine learning, which 
is a sub-domain of computer science, provide opportunities 

to explore the complex processes in tribological systems 
and to classify their behaviour in an efficient or even real-
time way [43, 44]. Examples of the application of ANNs in 
tribological studies were presented, and important features 
of the data-driven modelling paradigm were discussed by 
Argatov [45].

The condition of a weak correlation of explanatory 
variables with each other is particularly important when 
building regression models. However, in the case of neu-
ral models, correlating the variables with each other has 
a much smaller negative impact on the quality of the 
model due to the natural ability of ANNs to weaken the 
influence of some inputs by minimising the weighting 
factors of neurons. The above-detailed issues, as well as 
the lack of well-defined requirements of the deep draw-
ing COF and the absence of referent predictional math-
ematical models, have motivated the authors to exam-
ine the investigation and prediction of the COF. This 
article uses the CatBoost machine learning algorithm 

Table 4  COF values determined at gear oil SAE75W-80 lubrication

Sa of coun-
tersamples, 
mm

Normal 
force, N

COF

Material B Material SB Materials SSB

0.44 31 0.167 0.202 0.19
61 0.159 0.178 0.182
92 0.164 0.184 0.169
122 0.148 0.17 0.168
152 0.154 0.166 0.167
183 0.145 0.168 0.163
213 0.142 0.15 0.15

0.72 31 0.199 0.181 0.199
61 0.186 0.178 0.213
92 0.18 0.181 0.196
122 0.191 0.175 0.185
152 0.173 0.167 0.189
183 0.174 0.158 0.176
213 0.173 0.152 0.178

1.57 31 0.193 0.219 0.255
61 0.197 0.214 0.247
92 0.184 0.202 0.232
122 0.196 0.199 0.225
152 0.187 0.198 0.213
183 0.178 0.191 0.21
213 0.185 0.181 0.193

2.36 31 0.205 0.252 0.24
61 0.199 0.236 0.221
92 0.176 0.235 0.22
122 0.188 0.226 0.207
152 0.168 0.227 0.18
183 0.164 0.22 0.179
213 0.164 0.218 0.18

Table 5  COF values determined at engine oil SAE5W-40 lubrication

Sa of counter-
samples, mm

Normal 
force, N

COF

Material B Material SB Material SSB

0.44 31 0.169 0.164 0.166
61 0.165 0.157 0.15
92 0.147 0.158 0.152
122 0.136 0.146 0.146
152 0.132 0.148 0.149
183 0.128 0.138 0.136
213 0.131 0.139 0.131

0.72 31 0.174 0.187 0.164
61 0.172 0.164 0.162
92 0.166 0.162 0.157
122 0.156 0.145 0.154
152 0.158 0.142 0.141
183 0.145 0.143 0.148
213 0.145 0.14 0.137

1.57 31 0.21 0.186 0.228
61 0.207 0.19 0.214
92 0.175 0.173 0.219
122 0.171 0.173 0.214
152 0.172 0.16 0.19
183 0.166 0.157 0.166
213 0.158 0.136 0.17

2.36 31 0.185 0.26 0.252
61 0.183 0.244 0.232
92 0.185 0.228 0.226
122 0.164 0.228 0.209
152 0.166 0.22 0.186
183 0.153 0.21 0.191
213 0.147 0.191 0.171
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newly developed by Yandex researchers and engineers 
as an open-source library for gradient boosting on deci-
sion trees. Furthermore, multilayer perceptron (MLP) 

structures were developed to predict COF values. The 
effectiveness of this algorithm was verified on the basis 
of predictive models of the COF of three grades of 

Fig. 3  Training parameters

Table 6  Details of training 
functions used in multilayer 
perceptron

Algorithm Acronym Long term

Trainlm LM Levenberg–Marquardt
Trainbfg BFG BFGS quasi-Newton
Trainrp RP Resilient backpropagation
Trainscg SCG Scaled conjugate gradient
Traincgb CGB Conjugate gradient with Powell-Beale restarts
Traincgf CGF Conjugate gradient with Fletcher-Reeves updates
Traincgp CGP Conjugate gradient with Polak-Ribiére updates
Trainoss OSS OnOne step secant
Traingdx GDX Gradient descent with momentum and adaptive learning rate
Trainbr BRB Bayesian regularisation backpropagation

2234 The International Journal of Advanced Manufacturing Technology (2023) 124:2229–2259



1 3

deep-drawing quality steel sheets. The most important 
parameters of the friction process, i.e., the surface rough-
ness of countersamples, normal force value, and lubrica-
tion conditions, were selected as input variables. Instead 
of constructing, running, and evaluating a new ANN 
model each time, analytical equations for the prediction 
of COF values were retrieved from the best model. As a 
result, a new method was developed; one of the novel-
ties and emerging findings of this research is to develop 
a neural network structure based on training and transfer 
functions with different conditions to extract the equa-
tion that predicts the COF from the best model that was 
implemented for the three different conditions. To the 
authors’ knowledge, such an experimental process and 
predictions have not been tested or described in the lit-
erature. Furthermore, as an aim and novelty in the scope 
of this paper, a joint partitioning weight of the neural 
network was adopted to assess the relative importance 
(RI) of COF parameters on the output. According to the 
review work by Marian and Tremmel [44], the current 
showstopper in ANN modelling is still the lack of avail-
ability of sufficient and comparable datasets as well as 
the handling of uncertainties regarding test conditions 
and deviations. So, in this respect, the underlying data-
bases and the corresponding models have been presented 
in appendices.

2  Materials and methods

2.1  Materials

Deep-drawing quality steel sheets commonly used in the 
automotive industry were used as test materials. According 
to PN-87/H-92143 [46], the drawability categories of these 
sheets are as follows:

– B (very deep drawing sheets),
– SB (sheets for very difficult drawpieces),
– SSB (sheets for particularly difficult drawpieces).

According to the international standard EN 10,130:2009 
[47], the drawability categories B, SB, and SSB are equiv-
alents of the drawability of the sheets DC03, DC04, and 
DC05, respectively.

2.2  Experimental setup

A specially designed tester (Fig. 1) mounted in a typical uniaxial 
tensile testing machine was used to carry out the strip draw-
ing test. This test is commonly used to modelling the friction 
conditions in the flange area of drawpiece in the sheet metal 
forming. The body of the device is mounted in the lower holder 
of the testing machine. The upper end of a strip specimen was 

Table 7  Details of transfer 
functions used in multilayer 
perceptron

x is the weighted sum of wi, b, and y of Eq. (2)

Acronym Long term Equations

Elliotsig Elliot sigmoid f(x) = elliotsig(x) = (x)/1 +|x|
Hardlim Positive hard limit f(x) = hardlim(x) = 1, if x >  = 0;

 = 0, otherwise
Hardlims Symmetric hard limit f(x) = hardlim(x) = 1, if x >  = 0;

 = -1, otherwise
Logsig Logarithmic sigmoid f(x) = logsig(x) = 1 / (1 + exp(− x))
Netinv Inverse f(x) = netinv (x) = 1/x
Poslin Positive linear f(x) = poslin(x) = x, if x >  = 0;

 = 0, if x <  = 0
Purelin Linear f(x) = purelin(x) = x
Radbas Radial basis f(x) = radbas(x) = exp (− x ^2)
Radbasn Radial basis normalised f(x) = radbasn(x) = exp (− x ^2) / sum(exp(− x^2))
Satlin Positive saturating linear f(x) = satlin(x) = 0, if x <  = 0;

 = x, if 0 <  = x <  = 1;
 = 1, if 1 <  = x

Satlins Symmetric saturating linear f(x) = satlins(x) =  − 1, if x <  = -1;
 = x, if -1 <  = x <  = 1;
 = 1, if 1 <  = x

Softmax Soft max f(x) = softmax(x) = exp(x)/sum(exp(x))
Tansig Symmetric sigmoid f(x) = tansig(x) = 2/ (1 + exp (− 2* x))-1
Tribas Triangular basis f(x) = tribas(x) = 1—abs(x), if − 1 <  = x <  = 1;

 = 0, otherwise
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mounted in the upper holder of the testing machine, crimped 
between two countersamples. Cylindrical countersamples with a 
radius of 20 mm were made of 145Cr6 cold-work tool steel. The 
countersamples were locked with fixing pins to prevent rotation. 
The left countersample was attached non-movably to the body of 
the testing device, while the right countersample was attached to 
a horizontal sleeve which could move horizontally in the body 
of the device. During the test, the lower holder of the uniaxial 
tensile testing machine with the mounted friction device did not 
move. Only the upper holder of the testing machine could move, 
causing the sheet metal strip to be pulled. Specimens for the fric-
tion test, approximately 200-mm long and 20-mm wide, were 
cut from the sheet metals along their rolling direction.

Normal force (thrust force) FN was set by means of a 
spring, the working length of which was changed using 

a set screw. The normal force value was changed in the 
range of 30–210 N with an increment of 30 N. The tan-
gential force (friction force) FT was recorded by the meas-
uring system of a uniaxial tensile testing machine. Both 
forces were acquired with the same frequency. After cor-
relating the force values in the Excel program, the average 
values of COF were determined using the formula:

Four sets of countersamples with surface roughness 
Sa = 0.44 µm, Sa = 0.72 µm, Sa = 1.57 µm, and Sa = 2.36 µm 
were used in the tests. Contrary to the roughness of the 
countersamples, the sheets were selected in such a way that 
their surface roughness was similar, allowing for independ-
ent checking of the COF results for the sheets with varying 
drawability properties. The average surface roughness of the 
sheets Sa is equal to Sa = 1.46 µm (for B sheet), 1.38 µm 
(SB), and 1.29 µm (SSB). The COF values determined in 
the strip drawing test varied between about 0.12 and 0.38, 
depending on the friction conditions. However, these values 
are only valid in the flange area of the workpiece. Therefore, 
the strip drawing test is commonly used to model the friction 
conditions in the flange area of the drawpiece in the sheet 
metal forming.

The purpose of using countersamples with such roughnesses 
was to provide training data with a wide range of variability 
for training neural networks. The friction tests were carried 
out under conditions of dry friction and with lubrication of the 
sheet surface with typical oils used in the metal forming indus-
try [48, 49]: machine oil L-AN46 (Orlen Oil), gear oil Systrans 
Z Longlife SAE75W-80 (Castrol), and Magnatec engine oil 
SAE5W-40. The viscosities of the oils provided by the manu-
facturers were as follows: gear oil SAE75W-85—55  mm2/s, 
machine oil LAN-46—43.9  mm2/s, and engine oil SAE5W-40 
C3—81  mm2/s. Before starting the tests, the surfaces of the sam-
ples and countersamples were degreased with acetone. In the 
tests performed under lubrication conditions, a layer of machine 
oil was applied to the sample on both sides. The lubricant was 
distributed uniformly on the surface of the samples at 2 g/m2 
[50]. The sample was pulled through the countersample sys-
tem with a constant top handle speed of 5 mm/s. Experimental 
matrix of friction tests is shown in Table 1.

2.3  CatBoost machine learning algorithm

CatBoost [51] is a high-performance open-source soft-
ware for boosting the decision tree gradient. Yandex 
researchers and engineers created the CatBoost machine 
learning algorithm which incorporates numerous fea-
tures. One of the key characteristics is the ability to use 
categorical data (non-numeric components) without the 

(1)� =
FT

2FN

Fig. 4  Flowchart of the MLP model that was developed
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need for pre-processing. In addition, converting such data 
to integers via encoding is not required [52].

On top of this, CatBoost makes accurate predictions with 
default values, eliminating the need to modify parameters 
[53]. CatBoost creates 1000 trees by default, fully symmetri-
cal binary trees with six in-depth, and two leaves. The learning 
rate is calculated automatically based on the training dataset’s 
attributes and the number of iterations. The learning rate chosen 

automatically should be close to ideal. For faster training, the 
number of iterations can be reduced, but the learning rate must 
be increased.

2.4  Multilayer perceptron

Net topology is the arrangement or structure of network 
elements and their connections, inputs, and outputs. The 

Fig. 5  Linear regression between the targets and outputs for sets: a training, b validation, c testing, and d all sets
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number of input and output layers and the transfer func-
tions between these levels and the number of neurons in 
each layer can be used to describe the topology of an ANN 
[54]. The input and output layers of an ANN are separated 
by at least one hidden layer. Several neurons are present in 
each layer of the net. The number of input variables equals 
the number of input neurons, and the number of outputs 
associated with each input equals the number of output neu-
rons. These neurons in the layers allow for the backward and 
forward transfer of weight between the layers based on the 
transfer function or the so-called activation function [55]. 
The current study uses a backpropagation learning approach. 
Werbos proposed the MLP idea in 1974, and Rumelhart, 

McClelland, and Hinton proposed it in 1986 [56]. The mul-
tilayer perceptron is defined as follows in Eq. (2):

where y is the output and x is input, wi are the weights, and 
b is the bias [57].

MLP structures were developed using MATLAB R2022a 
[58] to predict COF values. According to the purpose of 
this study, each net structure had one hidden layer with ten 
neurons connecting to the input and output layers, as shown 
in Fig. 2. Inputs have been obtained and target datasets using 

(2)y = f (net) = f

(
n∑
i=1

wix + b

)

Fig. 6  Neural network training 
performance

Table 8  Validation metrics for checking CatBoost methods used for 
predicting the COF for material B

Validation metrics Training Testing Training and testing

ME  − 0.0022  − 0.0008  − 0.0020
MAE 0.0056 0.0083 0.0061
MSE 0.0001 0.0001 0.0001
RMSE 0.0074 0.0098 0.0080
MRE 0.0292 0.0407 0.0315
SD 0.0071 0.0100 0.0078
SEM 0.0008 0.0021 0.0007
R2 0.9668 0.9281 0.9602
adj. R2 0.9682 0.9360 0.9621

Table 9  Validation metrics for checking CatBoost methods used for 
predicting the COF for material SB

Validation metrics Training Testing Training 
and testing

ME 0.0013  − 0.0042 0.0002
MAE 0.0051 0.0114 0.0064
MSE 0.0001 0.0002 0.0001
RMSE 0.0073 0.0147 0.0093
MRE 0.0275 0.0528 0.0327
SD 0.0072 0.0144 0.0094
SEM 0.0008 0.0030 0.0009
R2 0.9722 0.8818 0.9547
adj. R2 0.9699 0.8426 0.9485
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actual measured data from the experiments of three different 
materials have been adopted. The inputs have three neu-
rons: Ra_roll (µm), force (N), friction conditions: dry and 
using oil, the COF values are the outputs. In the range of 
conditions using oil, three different oils have been selected: 
OrlenOil L-AN46 machine oil, Castrol Syntrans Z Longlife 
SAE75W-80 gear oil, and Castrol Magnatec SAE5W-40 C3 
engine oil. The values of COF for all analysed friction cndi-
tions are listed in Tables 2, 3, 4, and 5.

The other important parameters used for training in this 
study are a learning rate of 0.01, a performance target of 
0.0001, and 1000 epochs, as shown in Fig. 3. Different train-
ing and transfer functions (see Tables 6 and 7) were tried and 
trained to identify the optimal model.

Table 10  Validation metrics for checking CatBoost methods used for 
predicting the COF for material SSB

Validation metrics Training Testing Training and testing

ME  − 0.0007  − 0.0047  − 0.0015
MAE 0.0062 0.0092 0.0068
MSE 0.0001 0.0002 0.0001
RMSE 0.0082 0.0132 0.0094
MRE 0.0298 0.0412 0.0321
SD 0.0082 0.0126 0.0093
SEM 0.0009 0.0026 0.0009
R2 0.9774 0.9324 0.9693
adj. R2 0.9768 0.9224 0.9674

Fig. 7  Summary plot of SHAP 
value impact on COF for mate-
rial B

Fig. 8  Summary plot of SHAP 
value impact on COF for mate-
rial SB

Fig. 9  Summary plot of SHAP 
value impact on COF for mate-
rial SSB
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Figure 4 depicts the training flowchart in the model that 
was generated and the testing procedure utilising test data. 
During the running process, three primary conditions make 
decisions. The model and any variables with low condition 
limits are saved in the first loop, which is blue. After the first 
condition occurs, the second red loop is activated and stops. 
The second loop locates the training and variables, compares 
them to variables saved from prior training, and repeats the 
process until 1000 iterations have been completed. Green 
arrows indicate shared step loops.

The optimisation strategy is used in neural networks to 
tune and identify a set of network weights for construct-
ing a suitable prediction map. Various optimisation algo-
rithms, often known as training functions, exist. The training 

function is an algorithm for teaching the network to recog-
nise and map a particular input to a specific output. Many 
factors influence the training function, including the trained 
dataset, weights, and biases, and the performance target. 
Selecting a suitable training function for the network is one 
problem in building good, rapid, and genuinely accurate pre-
dictions. Keeping this in mind, ten distinct forms of learning 
algorithms were used to map outputs to inputs in current 
MLP nets in the scope of this work. Table 6 lists the associ-
ated training functions.

The sums of each node are weighted in machine learn-
ing, and the accumulated weights are processed through 
an activation function “transfer function,” which computes 
the output of each layer by using the summed weights that 

Fig. 10  SHAP decision plot for 
all prediction values of COF for 
material B

Fig. 11  SHAP decision plot for 
all prediction values of COF for 
material SB

Fig. 12  SHAP decision plot for 
all prediction values of COF for 
material SSB
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enter that layer. Setting correct transfer functions is a diffi-
cult undertaking that depends on various elements, the most 
important of which is network structure. There are many 
functions that are commonly used for pattern recognition; 
different transfer functions were used to increase prediction 

accuracy in this study. Table 7 summarises all the transfer 
function algorithms employed in this work, along with their 
corresponding equations.

The structures and models constructed and trained 
as part of this study to produce COF values as network 

Fig. 13  Positive SHAP values: 
a SHAP decision plot and b 
SHAP bar plot

Fig. 14  Negative SHAP values: 
a SHAP decision plot and b 
SHAP bar plot
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outputs used actual experimental values as input data. 
Data must be split into different subsets, such as training, 
validation, and testing datasets. In fact, splitting the data-
set into training and testing subsets considerably impacts 
prediction accuracy and training performance [59]. Incor-
rect subgroups have a negative impact on benchmark per-
formance. Shahin [60] asserted that the splitting ratio of 
the dataset has no obvious relationship, while Zhang et al. 
[59] said that it is one of the significant issues. As of now, 
there is no general solution accessible. Most research-
ers divided the datasets into lines with varying ratios 

of subgroups based on their surveys. The most widely 
used ratios for teaching and assessment are 90 to 10%, 
80 to 20%, or 70 to 30%. The optimal prediction was 
produced as part of a training run implemented for this 
paper which divided the actual data (112 samples) by 80% 
vs. 20% related to the input data. The data were randomly 
divided into training and testing sets; the training dataset 
was partitioned into validation and test subsets to ensure 
the model learned all data samples. Ninety percent of 
the training dataset was used for training, 5% for valida-
tion, and 5% for testing. The final testing dataset (20%) 

Fig. 15  Positive and negative 
SHAP values: a SHAP decision 
plot and b SHAP bar plot

Table 11  Validation metrics of 
the best multilayer perceptron 
(MLP) models for predicting 
COF (materials B, SB, and SSB)

Material Material B Material SB Material SSB

Training function Levenberg–Marquardt (LM)—Trainlm

Transfer function Positive saturating linear—
Satlin

Radial basis—Radbas Radial basis—Radbas

validation metric Training Testing Training Testing Training Testing

ME  − 0.0013  − 0.0003  − 0.0010  − 0.0035 0.0011  − 0.0021
MAE 0.0054 0.0064 0.0049 0.0066 0.0050 0.0071
MSE 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001
RMSE 0.0068 0.0078 0.0064 0.0086 0.0063 0.0094
MRE 0.0279 0.0316 0.0239 0.0306 0.0240 0.0299
SD 0.0067 0.0080 0.0064 0.0080 0.0062 0.0094
SEM 0.0007 0.0017 0.0007 0.0017 0.0007 0.0020
R2 0.9703 0.9662 0.9759 0.9730 0.9848 0.9783
adj. R2 0.9711 0.9649 0.9746 0.9697 0.9843 0.9780
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did not contain the training dataset. It is worth mention-
ing that conditions (dry or oil) were put in binary form 
and encoded using ordinal encoding. The so-called early 
stopping strategy enhanced generalisation in the MLP 
network developed to predict COF values in this study. 
All supervised network generation functions, including 
backpropagation networks, use the early stopping strategy 
as a default method. The training dataset is divided into 
three subsets: training, validation, and testing (Fig. 5).

Validating performance at each stage tries to fit the results 
and ensure that they conform with the pre-set goal at the 
desired level. Validation necessitates that performance meets 
or exceeds the goals set for the model. Figure 6 shows the 

matching results of training, validation, and test, which 
together and overall indicate the performance of the model 
once trained.

Several validation metrics are available, but select-
ing the right one is critical for evaluating a predictive 
model. This study examined and verified various training 
and transferring algorithms to evaluate the agreement 
between the actual and predicted values. Selecting the 
appropriate validation metric is critical and difficult for 
evaluating outcomes and eliminating errors. All models 
trained and tested in this study were compared based on 
their evaluation by using the relevant metrics to assess 
findings regarding test performance.

Fig. 16  Relative importance of 
different input variables for the 
COF for material (B) in garson, 
connection weights, most 
squares, and average RI

Fig. 17  Relative importance of 
different input variables for the 
COF for material (SB) in gar-
son, connection weights, most 
squares, and average RI
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3  Results and discussion

3.1  ANN modelling

The best findings resulting from applying various models 
to forecast the COF have been summarised for Catboost 
and MLP, with the other detailed analyses presented in the 
Appendix. Tables 8, 9, and 10 show the values of several 
validation metrics used to check the performance of Cat-
boost methods when materials B, SB, and SSB are utilised. 
The statistical parameters listed in these tables are as fol-
lows: ME, mean error; MAE, mean absolute error; MSE, 
mean square error; RMSE, root mean square error; MRE, 
mean relative error; SD, standard deviation; SEM, standard 

error mean. R2 and adj. R2 are used to evaluate the models 
and structures in question, as an R2 value near 1 indicates 
good performance. A situation where the MAE and RMSE 
values are close to 0 indicates that the model is perform-
ing well. Despite this, there are considerable differences in 
error distribution due to the significant variance between 
RMSE and MAE values. If MAE is more stable, RMSE is 
more vulnerable to error. Standard error mean SEM was 
used to validate the distribution of prediction values, where 
SEM is the standard deviation of the sampling distribution 
of the sample mean. In other words, sample mean variance 
is inversely proportional to sample size, and SEM is the 
SD of the original sample size over the square root of the 
sample size.

Fig. 18  Relative importance of 
different input variables for the 
COF for material (SSB) in gar-
son, connection weights, most 
squares, and average RI

Fig. 19  Average relative impor-
tance of different input variables 
on COF for material (B), mate-
rial (SB), and material (SSB)
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CatBoost is a competent tool that can predict various tar-
gets with default parameters. In this study, Catboost was able 
to predict the COF for material B with R2 values of 0.9668 
and 0.9281 for training and testing, respectively, as well as 
R2 values of 0.9699 and 0.8426 for material SB and 0.9768 
for training vis a vis 0.9224 for testing when predicting the 
COF for material SSB.

Figure 7 for material B, Fig. 8 for material SB, and 
Fig. 9 for materials SSB are the summary plot predic-
tion of COF which highlights each feature’s relevance 
to the other features’ effects in the same row. The idea 
of Shapley additive explanations (SHAP) was to calcu-
late the Shapley values for each feature of the sample 
as proposed by Lundberg and Lee [61], and its interpre-
tation has been influenced by different methodologies 
[62–64]. Each point on the summary graphic indicates 
a feature’s Shapley value. The feature’s level is deter-
mined by axis Y, and Shapley values are displayed on 
axis X. The colour of the plots indicates the importance 
of the trait from low to high. The features are ordered by 
importance. The Shapley’s values represent the relative 
distribution of predictions among the features. It is worth 
noting that identical values can contribute to different 
outputs depending on the values of other features in the 
same row.

On axis X, every data point in each dataset feature is repre-
sented as a single SHAP value, and each feature is represented 
on axis Y. The value of the feature is shown by the bar colour: 
red indicates high values, and blue shows low values. Grey 
points represent categorical inputs. The right-hand values have 
a “positive” effect on the output, whereas the left-hand values 
have a “negative” effect. Positive and negative are simply direc-
tional phrases that refer to how the model’s output is influenced. 
However, they reflect the model’s performance. For example, in 
the third row of Fig. 7, the most distant left point for force has 
a low value for the force feature in the third row. This low force 
has a − 2 effect on COF as a model outcome. Without it, the 
predictive model would have anticipated a value of 2 or higher. 
Similarly, the lack of the rightmost bluepoint of the force with a 
value of 2 predicts a COF of − 2 less. The most effective features 
are revealed by extending the data point further.

A SHAP decision plot, which uses cumulative SHAP val-
ues, was used to depict COF prediction models. Each line 
on the graph represents a single model prediction. All of the 
COF calculations are plotted in Figs. 10, 11, and 12.

As a result, this analysis demonstrates that each process 
condition is distinct and that various factors interact and 
have varying effects on individual results. Aside from cases 
of “dry” friction, conditions using different oils show vari-
able COF. The same can be said for various forces and the 
Ra roll.

In other words, each value is represented individually; 
for example, Fig. 13 shows the total positive features values, 

Fig. 14 shows the total negative features values, and Fig. 15 
shows combined positive and negative features values.

It is good to predict the results and expectations of the 
outcome of the experimental process before starting actual 
new experimental work using ANN techniques. Neverthe-
less, the ANN process requires the building of different 
structures and models, and most importantly, the prediction 
process cannot be carried out without previous actual data 
apart from the time of running. Predicting is a practical, 
cost-reducing, and effective method, but what if research-
ers want to predict new parameters without historical data? 
Instead of constructing, running, and evaluating a new ANN 
model each time, analytical equations for COF prediction 
were retrieved from the best model. As a result, a new 
method was developed; one of the novelties and emerging 
findings of this research is to develop a neural network struc-
ture based on training and transfer functions with different 
conditions to extract an equation for the prediction of COF 
from the best model that was implemented for the three dif-
ferent conditions. These equations can be used directly to 
predict the results by adding new parameters selected. Thus, 
Tables 12, 13, and 14 in the Appendix show the values of 
different validation metrics used to verify performance when 
predicting the COF for materials B, SB, and SSB, respec-
tively, in various models.

It is critical to distinguish between test and training 
errors. The data used to train the model is utilised to cal-
culate training errors, while the test error is derived using 
a whole dataset unknown to the model. The R2 value of the 
training dataset reflects variance within the trained samples 
as a result of the model, and the R2 value of the testing data-
set indicates the model’s predictive quality. Tables 12, 13, 
and 14 in the Appendix show that many models developed 
can predict the COF efficiently and accurately. However, 
When the R2 of the testing was compared between the algo-
rithms, it was discovered that the Levenberg–Marquardt 
(LM)—Trainlm performed the best as a training function in 
predicting the COF for all the materials (B, SB, and SSB). 
Positive saturating linear—Satlin was the best as a transfer 
function to predict the COF for material B with R2 values 
equal to 0.970 for training and 0.966 for testing. The radial 
basis transfer function produced the best prediction of the 
COF for the other two materials (SB and SSB), which shows 
the highest R2 value as a model performance. As a result, 
Table 11 shows the results of various validation metrics used 
to evaluate the best algorithms for predicting the COF for 
materials B, SB, and SSB.

Equations (3) and (10) are satlin and radbas transfer func-
tions. Equation (4) is the COF prediction equation for metal 
B before weights and biases, and Eq. (5) is the transfer func-
tion variable. Equation (5) into Eq. (4) produces Eq. (6). Equa-
tion (7) substitutes weights and biases, and Eq. (8) describes 
the outcomes. Equation (9) for predicting the COF of material 
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B using the best-performing ANN network’s constant weights 
and biases. Equations (11) and (12) predict COF for metals SB 
and SSB before adding weights and biases. Consequently, Eqs. 
(13) and (14) were created for materials SB and SSB, requiring 
constant weights and biases from the best-performing ANN 
network. The ANN network weights and biases retrieved served 
as a single input weight (IW) and the layered weight (LW). The 
IW represents the connection between the inputs and the hid-
den layer, while the LW represents the connection between the 
hidden and output layers, and b1/b2 are the biases for each layer. 
Tables 15, 16, and 17 in the Appendix contain b1, b2, IW, and 
LW from the best trained ANN model for the COF for materials 
B, SB, and SSB, respectively. These equations can predict the 
COF with accuracies of 0.966, 0.974, and 0.981 as R2 values 
for materials B, SB, and SSB. Table 18 summarises the actual 

and predicted values of the COF (training and testing sets) for 
materials B, SB, and SSB.

Material B: 

(3)f (x) = satlin(x) =

⎛
⎜⎜⎝

0, if x <= 0;

x, if 0 <= x <= 1;

1, if 1 <= x.

⎞
⎟⎟⎠

(4)
Coefficient of friction

predict

i
= b2 + LW × satlin

(
b1 + IW × x

)

(5)x = satlin
(
b1 + IW × x

)

(6)Coefficient of friction
predict

i
= b2 + LW × x

(7)
x = satlin

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.5153

1.8021

2.0233

0.6134

0.8628

2.0542

1.0798

0.0882

1.9710

−0.0544

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

IW

⎡⎢⎢⎢⎢⎣

0.0990 −2.1423 −0.3941 −0.2760 −0.1587 −0.4130 −0.1317 −0.1427 −2.7457 0.0075

0.0005 0.0194 0.0006 0.0025 0.0049 −0.0702 0.0004 −0.0005 −0.0006 0.0001

0.5210 0.4194 −0.2235 0.0209 −0.3164 −0.0126 −0.3104 0.1254 0.1577 0.0129

⎤⎥⎥⎥⎥⎦

×

x

⎡⎢⎢⎢⎢⎣

R_roll,�m

Force,N

Conditions

⎤⎥⎥⎥⎥⎦

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Material SB and material SSB: 

(8)x =

⎛
⎜⎜⎝

0, if x <= 0;

x, if 0 <= x <= 1;

1, if 1 <= x.

⎞⎟⎟⎠

(9)
Coefficient of friction

predict

i
=

b2

[0.1762]

LW

+

[
−0.0028 0.0033 0.0659 −0.1163 0.0134 0.0087 0.1075 0.1031 −0.0481 −0.2114

] × x

(10)f (x) = radbas(x) = exp−x
2

(11)

Coefficient of friction
predict

i
= b2 + LW × radbas

(
b1 + IW × x

)

(12)
Coefficient of friction

predict

i
= b2 + LW × exp−(b1+IW×x)2
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Material SB: 

Material SSB: 

3.2  Contribution analysis of input variables

A feature’s contribution and the calculation of the con-
tributions of the features that have been implemented to 
reach the prediction amounts to presenting the input vari-
ables and how they affect the output, which is the COF. 
A feature’s importance, variable importance, or relative 
importance refers to the analysis of the contribution of 
input variables to the corresponding outputs. On the other 
hand, this study shows changes in the averages of pre-
dictions when the feature value changes, indicating the 
relative relevance of each feature in the model driving 
a prediction. When variables with lower relative impor-
tance (RI) values substitute high RI input variables, the 
outcomes are significantly different [54, 65, 66]. Garson 
[67], most squares [68], and connection weights [69] are 
some of the methods for calculating the importance of 
a feature. The importance of a feature calculated on the 

(13)

Coefficient of friction
predict

i
=

b2

[0.0462]

LW

+

⎡
⎢⎢⎢⎢⎣

0.0591 −0.0276 0.0122 0.0036

−0.0373 −0.9140 0.1753

0.0007 0.0134 0.0530

⎤
⎥⎥⎥⎥⎦

×exp

−

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b1

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−2.7486

1.0488

12.4986

0.0792

4.8382

6.2705

−0.0603

6.2339

0.9833

−4.1847

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

IW

⎡
⎢⎢⎢⎢⎣

0.9706 −1.0311 −8.2366 2.4506 2.2511 −6.0934 0.1083 −0.5598 8.6841 0.8066

−0.0027 −0.3357 0.0179 −0.0127 0.0153 −0.0014 −0.0015 −0.0019 −0.2910 0.0022

0.0303 0.0313 0.9374 −1.0886 −1.1468 0.3067 −0.1319 −1.7073 15.9755 2.4511

⎤
⎥⎥⎥⎥⎦

×

x

⎡
⎢⎢⎢⎢⎣

R_roll,�m

Force,N

Conditions

⎤
⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(14)

Coefficient of friction
predict

i
=

b2

[0.4451]

LW

+

�
−0.3456 0.0053 0.0350 −0.0276 −0.0032 −0.0025 0.0342 −0.0460 0.0023 0.0496

�

×exp

−

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.6990

0.8577

−8.2426

−7.6214

−7.7505

−0.2955

−1.5801

5.1172

−5.6255

3.8252

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

IW

⎡⎢⎢⎢⎢⎣

−0.1380 −0.5129 3.3903 1.2286 2.1771 3.1502 1.2511 1.3836 −1.8754 −0.2856

0.0011 −0.0147 0.0065 −0.0010 0.0013 0.0173 0.0043 −0.0197 0.1052 −0.0001

0.0686 −0.4789 0.4396 1.5300 1.4172 −0.6911 −0.0821 −0.0138 0.1589 −2.9979

⎤⎥⎥⎥⎥⎦

×

x

⎡⎢⎢⎢⎢⎣

R_roll,�m

Force,N

Conditions

⎤⎥⎥⎥⎥⎦

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

basis of these methods is established based on the con-
nection weights of neurons and is depicted in Eqs. (7), 
(13), and (14), respectively, for materials B, SB, and SSB.

Figure 16, 17, and 18 indicate significant parameters 
impacting the COF in terms of relative importance and 
weight analysis, which explains how each feature contrib-
utes to and influences the model. This technique estimates 
each feature’s contribution to each row of the dataset. 
Based on weights and biases for determining the contri-
butions of input variables impacting output (COF), all 
approaches reveal that changes in Ra_roll and condition 
(dry or using oil) significantly affect the COF for the 
three types of materials, with minimal variance. Further-
more, nominal force is always ranked at the bottom of 
the importance list because it has an almost negligible 
impact. The average relative importance of different input 
variables on COF of all materials is shown in Fig. 19.
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4  Conclusions

In this article, the CatBoost machine learning algorithm 
developed by Yandex researchers and engineers is used for 
modelling and parameter identification of the coefficient of 
friction for three grades of deep-drawing quality steel sheets. 
A Shapley’s decision plot, which uses cumulative Shapley 
additive explanations (SHAP) values, was used to depict 
the COF prediction models. One of the emerging findings 
of this research is the value of developing a neural network 
structure based on training and transfer functions with dif-
ferent conditions to extract the equation for the prediction 
of COF from the best model that was implemented for the 
three different conditions. The following conclusions can be 
drawn from the research.

1. CatBoost was able to predict the coefficient of friction 
with R2 values between 0.9668 and 0.9774 for the train-
ing dataset, between 0.8818 and 0.9324 for the testing 
dataset, and between 0.9574 and 0.9693 as an average 
for the training and testing dataset, depending on the 
grade of steel sheet.

2. It was discovered that, for all the materials tested, the 
Levenberg–Marquardt training algorithm performed the 
best in predicting the coefficient of friction.

3. As a result, this analysis demonstrates that each process 
condition is distinct and that various factors interact and 
have varying effects on individual results. Aside from 
cases of dry friction, conditions with different oils show 
a variable COF. The same can be said for various normal 
forces and the surface roughness of the countersamples.

4. The radial basis transfer function produced the best 
prediction of the COF for two materials SB and SSB. 
The positive saturating linear—Satlin transfer function 
provided the best COF prediction for material B with R2 
values greater than 0.96.

5. All approaches reveal that changes in the surface rough-
ness of the countersamples and conditions (dry or using 
oil) significantly affect the COF for three types of mate-
rials, with minimal variance. Moreover, nominal force 
always has the almost negligible impact.

Table 12
Table 13
Table 14
Table 15
Table 16
Table 17
Table 18
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Table 15  Weights and biases of the best MLP model for predicting 
COF (Trainlm with Satlin—material B)

b1 b2 IW LW

 − 0.5153 0.1762 0.0990 0.0005 0.5210  − 0.0028
1.8021  − 2.1423 0.0194 0.4194 0.0033
2.0233  − 0.3941 0.0006  − 0.2235 0.0659
0.6134  − 0.2760 0.0025 0.0209  − 0.1163
0.8628  − 0.1587 0.0049  − 0.3164 0.0134
2.0542  − 0.4130  − 0.0702  − 0.0126 0.0087
1.0798  − 0.1317 0.0004  − 0.3104 0.1075
0.0882  − 0.1427  − 0.0005 0.1254 0.1031
1.9710  − 2.7457  − 0.0006 0.1577  − 0.0481
 − 0.0544 0.0075 0.0001 0.0129  − 0.2114

Table 16  Weights and biases of the best MLP model for predicting 
COF (Trainlm with Rsdbas—material SB)

b1 b2 IW LW

 − 2.7486 0.0462 0.9706  − 0.0027 0.0303 0.0591
1.0488  − 1.0311  − 0.3357 0.0313  − 0.0276
12.4986  − 8.2366 0.0179 0.9374 0.0122
0.0792 2.4506  − 0.0127  − 1.0886 0.0036
4.8382 2.2511 0.0153  − 1.1468  − 0.0373
6.2705  − 6.0934  − 0.0014 0.3067  − 0.9140
 − 0.0603 0.1083  − 0.0015  − 0.1319 0.1753
6.2339  − 0.5598  − 0.0019  − 1.7073 0.0007
0.9833 8.6841  − 0.2910 15.9755 0.0134
 − 4.1847 0.8066 0.0022 2.4511 0.0530

Table 17  Weights and biases of the best MLP model for predicting 
COF (Trainlm with Rsdbas—material SSB)
b1 b2 IW LW

 − 0.6990 0.4451  − 0.1380 0.0011 0.0686  − 0.3456
0.8577  − 0.5129  − 0.0147  − 0.4789 0.0053
 − 8.2426 3.3903 0.0065 0.4396 0.0350
 − 7.6214 1.2286  − 0.0010 1.5300  − 0.0276
 − 7.7505 2.1771 0.0013 1.4172  − 0.0032
 − 0.2955 3.1502 0.0173  − 0.6911  − 0.0025
 − 1.5801 1.2511 0.0043  − 0.0821 0.0342
5.1172 1.3836  − 0.0197  − 0.0138  − 0.0460
 − 5.6255  − 1.8754 0.1052 0.1589 0.0023
3.8252  − 0.2856  − 0.0001  − 2.9979 0.0496
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Table 18  All actual and predicted values of COF (training and testing sets) for materials B, SB, and SSB

Training Testing

S Material B Material SB Material SSB S Material B Material SB Material SSB

Actual Predicted Actual Predicted Actual Predicted Actual Predicted Actual Predicted Actual Predicted

1 0.263 0.256 0.158 0.157 0.302 0.297 91 0.248 0.242 0.184 0.181 0.339 0.349
2 0.228 0.226 0.200 0.208 0.225 0.227 92 0.131 0.126 0.173 0.177 0.146 0.144
3 0.147 0.143 0.221 0.219 0.164 0.166 93 0.279 0.261 0.164 0.169 0.309 0.293
4 0.216 0.204 0.270 0.267 0.247 0.243 94 0.280 0.277 0.175 0.174 0.245 0.254
5 0.200 0.196 0.231 0.223 0.378 0.380 95 0.200 0.193 0.270 0.260 0.232 0.230
6 0.212 0.210 0.226 0.218 0.213 0.205 96 0.255 0.244 0.143 0.140 0.210 0.207
7 0.205 0.202 0.191 0.194 0.195 0.199 97 0.192 0.202 0.157 0.154 0.154 0.155
8 0.158 0.152 0.164 0.169 0.186 0.194 98 0.188 0.175 0.176 0.177 0.244 0.233
9 0.196 0.187 0.206 0.200 0.270 0.267 99 0.169 0.169 0.138 0.136 0.152 0.147
10 0.207 0.220 0.214 0.216 0.148 0.147 100 0.235 0.234 0.157 0.164 0.358 0.364
11 0.167 0.172 0.274 0.265 0.150 0.156 101 0.257 0.264 0.280 0.277 0.213 0.220
12 0.228 0.228 0.152 0.152 0.168 0.173 102 0.180 0.185 0.199 0.199 0.182 0.183
13 0.240 0.250 0.241 0.227 0.171 0.172 103 0.227 0.234 0.178 0.183 0.219 0.215
14 0.164 0.157 0.228 0.233 0.178 0.172 104 0.156 0.159 0.300 0.281 0.168 0.169
15 0.168 0.169 0.148 0.143 0.157 0.158 105 0.191 0.193 0.139 0.129 0.305 0.280
16 0.164 0.164 0.246 0.228 0.199 0.206 106 0.230 0.228 0.242 0.228 0.226 0.219
17 0.173 0.160 0.202 0.189 0.238 0.240 107 0.175 0.186 0.326 0.311 0.288 0.276
18 0.171 0.176 0.222 0.212 0.218 0.215 108 0.187 0.179 0.200 0.204 0.166 0.185
19 0.223 0.226 0.195 0.198 0.259 0.260 109 0.202 0.206 0.226 0.235 0.290 0.286
20 0.257 0.264 0.239 0.237 0.273 0.262 110 0.136 0.140 0.214 0.211 0.131 0.133
21 0.264 0.257 0.140 0.133 0.214 0.222 111 0.207 0.220 0.210 0.206 0.189 0.187
22 0.272 0.268 0.227 0.228 0.196 0.198 112 0.147 0.149 0.248 0.229 0.252 0.244
23 0.222 0.221 0.244 0.240 0.201 0.198
24 0.274 0.278 0.150 0.149 0.168 0.173
25 0.164 0.168 0.210 0.213 0.240 0.245
26 0.165 0.159 0.198 0.186 0.310 0.301
27 0.207 0.196 0.266 0.268 0.193 0.205
28 0.190 0.179 0.160 0.162 0.176 0.180
29 0.239 0.235 0.222 0.222 0.324 0.326
30 0.187 0.186 0.166 0.163 0.234 0.233
31 0.154 0.143 0.182 0.189 0.169 0.176
32 0.205 0.201 0.236 0.252 0.209 0.205
33 0.282 0.265 0.234 0.225 0.207 0.205

34 0.164 0.162 0.181 0.180 0.190 0.189
35 0.178 0.173 0.191 0.177 0.180 0.173
36 0.275 0.273 0.164 0.168 0.307 0.315
37 0.258 0.258 0.187 0.176 0.260 0.238
38 0.219 0.217 0.212 0.213 0.268 0.268
39 0.142 0.139 0.295 0.287 0.214 0.213
40 0.283 0.282 0.178 0.185 0.258 0.266
41 0.128 0.126 0.170 0.170 0.231 0.240
42 0.166 0.167 0.187 0.189 0.170 0.171
43 0.173 0.166 0.219 0.218 0.229 0.222
44 0.241 0.251 0.173 0.169 0.266 0.268
45 0.166 0.160 0.143 0.147 0.300 0.299
46 0.210 0.205 0.267 0.266 0.232 0.229
47 0.183 0.185 0.178 0.187 0.280 0.287
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Table 18  (continued)

Training Testing

S Material B Material SB Material SSB S Material B Material SB Material SSB

Actual Predicted Actual Predicted Actual Predicted Actual Predicted Actual Predicted Actual Predicted

48 0.164 0.154 0.282 0.277 0.169 0.183
49 0.197 0.203 0.210 0.210 0.220 0.219
50 0.282 0.272 0.200 0.200 0.162 0.163
51 0.145 0.142 0.295 0.296 0.220 0.220
52 0.172 0.176 0.252 0.260 0.190 0.197
53 0.216 0.213 0.162 0.161 0.136 0.140
54 0.153 0.151 0.188 0.193 0.163 0.165
55 0.145 0.145 0.214 0.216 0.228 0.229
56 0.227 0.225 0.206 0.207 0.249 0.250
57 0.205 0.209 0.223 0.223 0.234 0.225
58 0.148 0.150 0.243 0.242 0.255 0.252
59 0.158 0.153 0.184 0.176 0.180 0.183
60 0.185 0.166 0.136 0.147 0.149 0.142
61 0.188 0.194 0.158 0.160 0.243 0.252
62 0.161 0.163 0.190 0.185 0.207 0.212
63 0.199 0.200 0.174 0.173 0.141 0.151
64 0.195 0.207 0.260 0.248 0.214 0.206
65 0.145 0.137 0.220 0.223 0.198 0.193
66 0.193 0.210 0.223 0.218 0.225 0.218

67 0.244 0.240 0.202 0.203 0.237 0.234
68 0.185 0.175 0.204 0.212 0.261 0.267
69 0.186 0.192 0.326 0.317 0.191 0.183
70 0.184 0.195 0.181 0.180 0.232 0.235
71 0.199 0.192 0.186 0.193 0.244 0.251
72 0.132 0.131 0.255 0.245 0.137 0.141
73 0.185 0.194 0.199 0.194 0.345 0.340
74 0.273 0.269 0.254 0.253 0.312 0.312
75 0.173 0.173 0.267 0.260 0.336 0.330
76 0.159 0.165 0.146 0.150 0.221 0.230
77 0.233 0.233 0.228 0.226 0.234 0.246
78 0.174 0.185 0.265 0.271 0.150 0.154
79 0.212 0.213 0.215 0.219 0.183 0.188
80 0.220 0.215 0.145 0.154 0.276 0.277
81 0.199 0.199 0.218 0.218 0.210 0.213
82 0.176 0.182 0.307 0.304 0.185 0.192
83 0.182 0.179 0.168 0.165 0.166 0.159
84 0.233 0.243 0.220 0.220 0.284 0.288
85 0.229 0.221 0.215 0.209 0.179 0.188
86 0.274 0.270 0.181 0.194 0.244 0.242
87 0.166 0.159 0.236 0.244 0.225 0.226
88 0.172 0.168 0.167 0.166 0.280 0.278
89 0.206 0.212 0.278 0.274 0.180 0.194
90 0.168 0.171 0.220 0.223 0.199 0.208
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