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Abstract
The digital industrial revolution calls for smart manufacturing plants, i.e. plants that include sensors and vision systems
accompanied with artificial intelligence and advanced data analytics in order to meet the required accuracy, reliability and
productivity levels. In this paper, we introduce a surface analysis and classification approach based on a deep learning
algorithm. The approach is intended to let machining centres recognise the adequacy of process parameters adopted for the
milling operation performed, based on the phenomenological effects left on the machined surface. Indeed, the operator will
be able to understand how to change process parameters to improve workpiece quality of subsequent parts by a reverse
engineering procedure that reconstructs the process parameters that generated the analysed surface. A shallow convolutional
neural network was proposed to work on surface image patches based on a limited training dataset of optimal and undesired
cutting conditions. The architecture consists of a series of 3 stacked convolutional blocks. The performance of the proposed
solution was validated through 5-fold cross-validation, measuring the mean and standard deviation of the f1-score metric.
The algorithm arrived at outperformed the best state-of-the-art approach by 4.8% when considering average classification
performance.

Keywords Surface classification · Milling · Neural networks · Process parameters · Inference

1 Introduction

Industry 4.0 introduced the paradigm of smart manu-
facturing plants and machining centres. The term smart
underlies the capability of manufacturing technology to
use advanced data analytics to improve machining perfor-
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mance and support the operator [1, 2]. In recent decades,
many techniques were developed to deal with this goal,
most of them being in the realm of artificial intelligence.
Research in artificial intelligence received a boost espe-
cially due to advances in information processing technol-
ogy and machine learning techniques, capable of learning
models and decision rules from training sensorial or pic-
torial data [3]. Machine learning algorithms constituted
the benchmark for the approach arrived at in this paper.
With the advent of cheaper sensors, increased storage
capacities and more powerful computers, deep learning
started to become more attractive with the implementation
of neural networks and the discovery of more effective
training algorithms for them. Deep learning represented
the natural evolution of machine learning, gaining the
capacity to automatically identify discriminatory charac-
teristics of signals and pictures from training data [4, 5].
Machine learning firstly, and deep learning, secondly, were
involved in many fields related to image processing and
classification ranging from land-use categories classifica-
tion [6], object recognition and classification in road scans
[7], to traffic signs recognition [8], texture analysis in
turning processes [9] and surface defect recognition [10–
15], as well as prediction of car prices from images [16],
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robot assembly operations [16] and manufacturing trajec-
tory smoothing [17].

In this paper, we propose a deep learning approach
with the aim of improving the choice of machining
parameters and detecting undesirable machining conditions.
The innovation brought by the presented research regards
the analysis of the phenomenological effects of the milling
process on the machined surface. Thus, the technological
footprint of the milling operation is analysed through
images processing, in order to make inference on the
process. The proposed approach has the goal to perform
a reverse engineering task, thus it is able to reconstruct
both technological and process parameters used to machine
the surface. Indeed, undesired cutting conditions (i.e.
tool chippings and excessive run-out) and inappropriate
cutting parameters are detected through image analysis. The
approach arrived at is based on a shallow convolutional
neural network (CNN) capable of detecting wrong cutting
speeds, feed per tooth, and machining conditions, as well as
technological parameters from machined workpiece surface
images. Thus, from the CNN, the operator can retrieve
useful information on how to take corrective actions on
process parameters to reach higher production quality levels
for subsequent parts to be machined.

The structure of this paper is as follows: in Section 2,
a state-of-the-art view of traditional texture descriptors,
machine learning and deep learning classifiers is presented;
in Section 3 the setup, the experimentation and dataset pre-
sentation are thoroughly explained, together with the defini-
tion of the f1-score performance metric; in Section 4.1, the
extraction of state-of-the-art texture descriptors and appli-
cation of machine learning classifiers to our problem (with
benchmark purposes) are described; in Section 4.2, the CNN
architecture arrived at and selection of hyperparameters are
set out; in Section 5, the f1-score performance metric (mean
and standard deviation) is compared when using state-of-
the-art approaches and the CNN developed, together with
a proper discussion of the results; finally, conclusions are
drawn at the end of the paper, in Section 6.

2 State-of-the-art

2.1 Traditional texture descriptors

In order to prepare images for machine learning classifi-
cation, it is necessary to manually extract features from
them. Traditional texture features may belong to the spec-
tral, structural and statistical world [9] or come from fractal
analysis [18]. When dealing with milled surface images, sta-
tistical features are the most commonly used and relevant
for analysis. Four of them are the most used: Grey-Level
Co-Occurrence Matrix (GLCM), Histogram of Oriented

Gradients (HOG), Local Binary Pattern (LBP) and Dual
Cross Patterns (DCP).

GLCM is a second-order statistical texture descriptor, i.e.
it accounts for the relative position of two pixels. In fact,
GLCM computes the number of occurrences of pairs of
pixels with a given intensity and a given displacement [9].
GLCM was introduced by Haralick et al. [6] and was widely
used in many image classification and analysis problems,
while being selected as a benchmark for deep learning
algorithms for performance evaluation [9, 12, 13]. HOG
computes the frequency of occurrence of the orientation
of the gradient in a localised portion of an image. HOG
was created for object detection in images and was adopted
in image classification and analysis problems [5, 16, 19]
(even as a benchmark). LBP computes the histogram of
a transformation of 8 digit binary numbers obtained on
3x3 pixel cells of the image to decimal format. LBP was
identified as one of the most used and effective statistical
descriptors for classification tasks on textures. Its success
was related to its invariance in relation to grayscale and
rotation. Several modifications to its definition were also
developed to overcome some related challenges, e.g. noise
sensitivity [10]. LBP was applied in several contexts,
not only related to machining: Song et al. applied it for
defect recognition [10], Garcia-Ordas et al. employed it
for tool wear monitoring based on computer vision [19],
Fu et al. used it as a benchmark for steel surface defect
classification [13] and Hou et al. used it as a benchmark for
classifying cancer sub-types [20]. DCP represents a second-
order image descriptor, with the goal of performing local
sampling and pattern encoding. It encodes discriminatory
characteristics of images in the main eight directions. DCP
was born for face recognition [21], but recently found
applications in the detection of steel surface defects, like
in [15].

2.2 Machine learning classifiers for texture
descriptors

Machine learning classifiers are based on the manual
extraction of features/descriptors. Thus, GLCM, HOG, LBP
and DCP are given as input to machine learning approaches
to assign classes to the original data. Machine learning
approaches can perform this task without being explicitly
programmed, but by proper learning from training data [3].
Some of the most common machine learning approaches for
classification purposes are k-Nearest Neighbours (KNN),
Support Vector Machine (SVM) and Random Forest (RF)
classifiers [22, 23].

KNN is a simple classifier based on the maximum occurring
class in the k nearest training data according to a
specific distance measurement [24]. It was widely used
in literature for classification tasks, such as steel surface
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defect detection [10, 13]. SVM finds the optimal hyperplane
for separating features that belong to two or more groups.
It has been applied in the medical sector through image
classification [25], steel surface defects detection [10],
object detection in road environments [7], tool wear
classification [19] and benchmarking [13, 16, 26, 27]. RF
combines a set of trivial classifiers (called decision trees)
and select the output class based on a voting system [28].
RF were used in classification tasks such as object detection
of RGB-D images (RGB images with depth information),
unordered point set context prediction [29] and as a
benchmark [5].

2.3 Convolutional neural networks are end-to-end
classifiers

Deep learning methods typically assume the form of deep
neural networks. Deep learning has the advantage, over
machine learning, of automatically extracting discrimina-
tory features and descriptors from training data. In this way,
they work directly on raw input data/images. Nevertheless,
they typically require a huge amount of training data to learn
how to classify the data provided [4], thus generally prevent-
ing their use for limited datasets. The most used architecture
for classification of images is the CNN [20]. CNNs are
based on stacked convolutional layers that perform auto-
matic extraction of low-level and high-level features across
the layers, while simultaneously classifying images with the
last one. In the recent years, there has been a succession
of many standard architectures, trying to solve commonly
faced problems and increase the performance of CNNs.
The deeper the network is, the more accurate and power-
ful it is. Based on this evidence, He et al. [30] introduced
the so-called Residual Neural Networks (ResNets). ResNets
made it possible to overcome the problem related to the
fact that a deeper and more sophisticated network architec-
ture may collapse on its shallower counterpart simply with
a layer learning the identity function [30]. Facing the gra-
dient vanishing effect problem during training of deeper
and deeper CNNs, Huang et al. proposed Dense Networks
(DenseNets) by connecting multiple layers of CNNs via
short paths [31]. This architecture reached ResNets’ perfor-
mance levels with fewer parameters, lower computational
costs and less optimisation difficulties. Tan et al. intro-
duced a novel compound method to uniformly scale network
architectures, developing the so-called Efficient Networks
(EfficientNets) [32]. Howard et al. proposed a new gen-
eration of Neural Networks specifically designed for their
efficiency, i.e. computational costs. They were thought to
work on mobile devices and were thus called Mobile Net-
works (MobileNets V3) [33]. Finally, several researches
tried to deal with large images and high-resolution images,

that naturally lead to computationally expensive CNN net-
works. Patch-based CNNs were introduced by analysing
patches of large images [8, 26].

CNNs, with all their architectures, were applied to sev-
eral classification tasks based on pictorial input data: object
classification, street view house number recognition [31],
industrial inspection and surface defect detection [4, 5],
face detection and image recolouring [34], and traffic sign
detection and recognition [8] are just a few examples.

Unlike state-of-the-art CNN architectures, typically
featuring wide and deep structures, in this paper we
introduce a shallow architecture made up of 3 stacked
convolutional blocks. This choice was made to respond
to common challenges of deep learning approaches, i.e.
to rely on large and exhaustive training datasets (typically
featuring more than 50,000 images). The CNN is thought to
learn from patches of images in order to limit the number
of parameters and reduce architecture complexity when
dealing with high-resolution images. Moreover, a CNN was
never used as a means to infer the correctness of cutting
conditions, in terms of process parameters, from images of
the machined surfaces. In the future this will open up the
possibility of retrieving process parameter corrective actions
from the CNN for adaptive control strategy purposes.

3Materials

This section presents the milling parameters of interest for
this paper and how the ability of producing many specimens
influenced the overall classifier development process in
terms of the data pre-processing and evaluation metric.

3.1 Experiments

The research activity focused on developing models that are
able to recognise and classify different process and techno-
logical parameters for milling operations by leveraging only
images of machined surfaces. The parameters of interest
were:

– Process parameters: machining conditions, feed rate
and cutting speed;

– Technological parameters: tool diameter and insert nose
radius.

An experimental campaign was designed and carried out
in order to produce the specimens required to collect the
images to be analysed using the classification models. The
specific values of the parameters of interest for the purpose
of this paper are shown in Table 1. To reduce the required
number of specimens, machining costs and times, it was
decided to mill up to 2 sides of the prismatic specimens,
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Table 1 Parameters of interest for which the experimental campaign
was carried out

Parameter type Parameter Values

process machining conditions nominal, run-out,

chipped tooth

feed rate [mm/tooth] 0.10, 0.15, 0.20,

0.60, 0.70, 0.80

cutting speed [m/min] 80, 150, 220

technological tool diameter [mm] 27.9, 32.0

nose radius [mm] 0.4, 0.8, 1.0,

1.2, 1.5

and to machine different portions of the same surface with
different combinations of cutting parameters (Fig. 1).

The starting dataset consisted of 100 very high-resolution
(on average about 8 megapixels) RGB images with a
portrait aspect ratio, similar to those shown in Fig. 1
and in Fig. 2 (left). The images were collected using
a Keyence VHX-7000 digital microscope focused on a
machined area of the specimen (using 20x magnification).
Different combinations of milling parameters lead to
different patterns on the surfaces (Fig. 1), and some of
these patterns can be recognised with ease, while some
cannot. The first objective of the classifiers was to detect
if surface quality is acceptable or not. A surface was
declared unacceptable based on three main aspects: average
rugosity Ra higher than 1μm for finishing operations;
too low shininess (related to low cutting speeds and,
consequently, built-up edge) and scratched surface (related
to chipped tools and excessive run-out). This led to 51
unacceptable surfaces and 49 acceptable ones. Then the
classifiers perform a reverse engineering task, in order to
correctly recognise technological and process parameters
by analysing the input images. The reconstruction of both
technological and process parameters used to produce the
specific surface allows to infer which parameter caused the
surface to be unacceptable.

3.2 Data pre-processing and dataset preparation

The images collected featured very high resolution (about 8
megapixels). Independently of the classification approach,
dealing with a high number of pixels would be cumbersome
and, more importantly, would imply excessive computa-
tional costs. For context, state-of-the-art classification mod-
els were trained using image sizes ranging from 32x32 [4,
5, 16, 30, 31] to 600x600 pixels [32], with one of the
most commonly adopted being 224x224 pixels [13, 16,
23, 30–33]. Furthermore, due to experimental costs related
to machining, the resulting dataset was quite small, and

A1 A2 A3 A4

B1 B2 B3 B4

Fig. 1 Example of a specimen used for the milling tests. Red arrows
show machined sides, divided in portions with different combinations
of cutting parameters indicated by square brackets. Milled surface
images samples are reported as example (all with tools in Nominal
conditions and Largest tool diameter). Samples with label A were
obtained with the Lowest nose radius, while B ones with a High nose
radius. A1: feed - VVL, cutting speed - H; A2: feed - VVL, cutting
speed - L; A3: feed - L, cutting speed - H; A4: feed - L, cutting speed
- L; B1: feed - L, cutting speed - L; B2: feed - VVL, cutting speed -
H; B3: feed - L, cutting speed - H; B4: feed - VVL, cutting speed - L
(where VVL is Very very low, L is Low and H is High)

consisted of 100 total samples. For reference, to train state-
of-the-art classification neural networks, researchers lever-
aged datasets such as Imagenet [35], CIFAR-10 [36] and
MNIST [37] consisting of 14 million, 60,000 and 70,000
images, respectively.

To overcome these limitations, it was decided to split
each raw image into smaller patches [8, 19, 20, 26] with a
dimension of 224x224 pixels. Thanks to this operation, it
was possible to:

– Reduce the dimensions of the input images, dramat-
ically decreasing the computational costs required to
develop and evaluate the models.

– Increase the number of samples in the dataset, since
each raw image got split in about 150 patches.

– deal with overlapping passes and milling strategies with
radial engagements different from 100% without the
need for dedicated training samples. This is possible
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Fig. 2 Left: raw image of a milled surface sample. Right: pre-
processing of the same sample image of milled surface: patches
of 224x224 pixels are extracted from the image, then converted to
grayscale. If this sample image is selected for training purposes, then
all of its patches are assigned to the training set

since patches can be drawn from small regions of the
milled surface, where no overlap occurs.

With that being said, it must be highlighted that patches
from the same image should not be treated as completely
distinct samples: as visible from Fig. 2, two neighbouring
patches are likely to be characterised by similar patterns. If
one of those patches would be used to train the classifier
but the other one to test it, their similarity could be a source
of information leakage, i.e. leading to an overestimation of
the model’s prediction capabilities and hiding the model’s
actual prediction performance. Therefore, to avoid any
information leakage between the train and test partitions, it
was decided to proceed as follows:

1. For each parameter of interest, separate the 100
available raw images into train and test partitions.

2. Split each raw image into as many 224x224 pixel
patches as possible.

Consequently, the image pre-processing pipeline is
completed by the following steps, which are commonly
adopted in literature [12]:

1. Convert the images’ colour space from RGB to
grayscale.

2. Scale the pixels values of each sample from the range
[0,255] to the range [0,1];

3. Compute pixels mean value across the training fold
(xtr ).

4. Centre each training and test sample by subtracting the
mean pixel value of the training partition. Thus, subtract
the training mean xtr from each training and test
sample xi,tr and xj,te (where xi,tr and xj,te are vectors
containing all the pixel values of training sample i and
test sample j , respectively).

A factor that can negatively influence the performance of
the classifiers is the different percentage of samples within
each class, which leads to unbalanced datasets. For instance,
in the case of the machining condition parameter, collecting
data from undesired machining conditions is not trivial and
can be expensive as well as risky. Thus, of the 100 available
samples, a large portion belonged to nominal conditions,
whereas only a limited number of samples to chipped tooth
and run-out. Having fewer samples for a given class means
that the classifier will struggle to learn relevant features for
that class, hindering its overall performance. To compensate
for this limitation the classifiers were developed leveraging
a 5-fold cross-validation process. This process consisted of
evaluating a classifier by looking at a metric averaged over
5 different train-test splits. At each split, a different set
of 20% of the available samples was reserved for testing.
Furthermore, since some target parameters (both process
and technological) presented classes populated by a very
limited number of samples (fewer than 10), a stratified split
approach was used to preserve the percentage of samples for
each class in each train-test split.

3.3 Evaluationmetric

Because of its simplicity and interpretability, accuracy is the
most widely used classification metric, and it is defined as:

accuracy = correctpredictions

totalpredictions
(1)

However, this metric is not suitable for unbalanced datasets.
For instance, if a model was to be trained with a dataset
consisting of 99 images collected from nominal machining
conditions and 1 image collected from run-out, it could
simply learn to assign the 100 samples to the first class
and still score 99% accuracy. Once deployed for production,
it would still assign any new sample to the first class,
since it did not learn how to distinguish between different
machining conditions.

For this reason, a different classification metric was
chosen to better quantify the performance of the classifiers
when dealing with unbalanced datasets: the f-score. This
metric is defined in [38] as the harmonic mean of precision
and recall:

Fβ = (β2 + 1)(P · R)

β2(P + R)
(2)

where:
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– β is a parameter that controls a balance between
precision and recall;

– P is precision, defined as true positive
true positive + f alse positive

;

– R is recall, defined as true positive
true positive + f alse negative

.

When the same weight is assigned to precision and recall,
meaning β = 1, the f-score becomes what is commonly
referred to as f1-score [39]:

F1 = 2 P R

P + R
(3)

Considering the previous example, the classifier returns an
f1-score equal to 0, highlighting the fact that it actually
did not learn anything useful and can’t be deployed for
production.

In Section 5, the classifiers performance will be
evaluated, for the 5-folds, in terms of mean value and
standard deviation of testing f1-score.

4Methods

This section presents the traditional texture descriptors,
namely LBP, DCP, HOG and GLCM, that were used to train
the machine learning models (SVM, KNN, RF) to classify
the milled surfaces images according to the parameters of
interest (explained in Section 3.1). The results obtained
using these approaches constitute the benchmarks for the
performance of the deep learning approach arrived at. As
a final remark, it is necessary to remind readers that the
data pre-processing steps implemented before computing
the texture descriptors are the same as those presented in
Section 3.2, and the evaluation metric is as presented in
Section 3.3.

4.1 Theoretical background

4.1.1 Traditional texture descriptors: LBP, DCP, HOG, GLCM

From a general point of view, the common starting point
for each traditional texture descriptor are the pre-processed
images. Once the descriptors are computed, it is possible to
proceed in two ways:

1. Use the resulting images as inputs to the ML models.
2. Perform a further step and compute features from the

resulting images, and use those features as input to the
ML models.

Because the ML models implemented in this paper are
not compatible with images (images in the form of 2D
arrays), it was decided to implement option 2. It could be
argued that the images can be converted into a stack of 1D

arrays, but this implies working with very large inputs, that
dramatically increase the computational costs. Furthermore,
it would lead to a situation in which the number of features
vastly exceeds the number of samples, commonly referred
to as the curse of dimensionality [40]. Consequently, once
the LBP, DCP, HOG and GLCM descriptors were computed
for each starting sample, a further reduction step was added
to each descriptor (e.g. histogram extraction, principal
component analysis), obtaining a set of limited feature
vectors. This reduction step was specific for each texture
desciptor. Indeed it will be explained, together with the
associated descriptor in the following.

LBP computes a histogram with the distribution of the
binary configurations of the pixels of the image, based on
thresholding the surrounding window of each pixel with the
intensity of the centre pixel. Generally, the LBP descriptor
works on 3x3 pixels cells, and the centre pixel’s value sets
the threshold. Each neighbouring pixel is converted into a
binary value according to this criterion:

– If the neighbouring pixel’s value is larger than the
threshold, the pixel is converted to 1.

– If the neighbouring pixel’s value is smaller than the
threshold, the pixel is converted to 0.

The resulting sequence of zeros and ones is converted to
a binary number and thus to an integer number (according
to the binary conversion system). This value is assigned to
the centre pixel of the starting 3x3 cell; the same procedure
is repeated for all the other pixels in the image to obtain
an output image. Figure 3 clarifies how a sample 500x500
pixels window changes when LBP is computed, while Fig. 4
relates to a 100x100 pixels window from the same original
sample. A histogram of the output image was computed and
its histogram bin values were selected as the feature vector.
The idea is that surfaces that show different patterns should
present different LBP histograms, and thus, the bins should
have different values. Indeed, it should be possible to train
ML classifiers to recognise those differences.

Fig. 3 Left: 500x500 pixels bottom-left corner of a sample image.
Right: 500x500 pixels of the same portion plotted in terms of LBP
values
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Fig. 4 Left: 100x100 pixels bottom-left corner of a sample image.
Right: 100x100 pixels of the same portion plotted in terms of LBP
values

DCP allows to extract two different pixel maps, encoding
the texture patterns of machined surfaces. DCP works on a
two-level scale defined by an internal and external radius
(Rin and Rext , respectively). Here, Rin = 4 and Rext = 6,
following [21]. Eight pixel values are drawn on the internal
circle and eight on the external circle from a central pixel,
with angle steps of π/4 radians. A decimal number is
assigned to each direction through a two-step difference
(i.e. difference from inner radius to centre and difference
from external radius to inner radius). This number is then
binarised with a threshold at the zero level. The binarised
pixel values are then grouped into two crosses (from which
the descriptor takes its name) and encoded into a pixel value
assigned to the central pixel. The procedure is repeated for
each pixel in the original image, with each cross generating
a processed image. Figures 5 and 6 show the two images
produced by the two DCP crosses for a 500x500 sample and
a 100x100 sample, respectively. Histograms of these images
are computed and concatenated in the texture descriptor
itself. More details on DCP computation can be found
in [15, 21].

HOG descriptors are mainly used to describe the
structural shape and appearance of an object. However,
since HOG is able to capture the local intensity gradients
and edge directions, it is also a good texture descriptor.
By focusing on the gradient and orientation of the edges

(magnitude and direction), it is possible to understand
whether the pixels belong to an edge and find its orientation.
The idea is to leverage the edges and their orientations
to distinguish between different cutting parameters that
generate different patterns on the metallic surfaces. The
orientations were calculated in localised portions, meaning
that the starting image was decomposed into smaller regions
(or cells) and, for each region, the gradients and orientations
were calculated. Consequently, a histogram for each region
was generated from the gradients and orientations of the
pixel values. An example of the output from the HOG
descriptor is shown in Fig. 7 for a window of size 500x500
pixels in size and Fig. 8 for a window of size 100x100 pixels
in size. Moreover, from Fig. 8 it is possible to see how
the starting image was broken down into smaller regions
(with dimensions 32x32 pixels) and a total of 9 possible
orientations was set. To limit the issues caused by the very
high dimensionality implied by the adoption of these texture
descriptors, it was decided to pass the HOG values through
a principal component analysis (PCA) [41] stage to obtain a
feature vector with a length of 8 for each sample.

GLCM consists of computing statistical experiments on
the matrix (or matrices) that contain the co-occurrences of
the pixel intensities at given angles and distances. These
statistical experiments intuitively provide measurements of
properties such as smoothness, coarseness and regularity on
the distribution of pixels within the texture. By definition
a GLCM is the probability of the joint occurrence of grey-
levels i and j, where i ≤ G and j ≤ G and G identifies
the grey-level depth of the image, within a defined spatial
relation in an image. This spatial relation is defined in
terms of a distance D and an angle θ . From the GLCM, it
is possible to compute statistical features that can then be
stacked together to build the feature vector. In particular, the
features evaluated according to [42] were:

– contrast;
– dissimilarity;
– homogeneity;
– energy;
– correlation.

Fig. 5 Left: 500x500 pixels of
bottom-left corner of a sample
image. Centre: 500x500 pixels
of the same portion plotted in
terms of DCP values with cross
at [0, π/2, π, 3π/2] directions.
Right: 500x500 pixels of the
same portion plotted in terms of
DCP values with cross at
[π/4, 3π/4, 5π/4, 7π/4]
directions
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Fig. 6 Left: 100x100 pixels of
bottom-left corner of a sample
image. Centre: 100x100 pixels
of the same portion plotted in
terms of DCP values with cross
at [0, π/2, π, 3π/2] directions.
Right: 100x100 pixels of the
same portion plotted in terms of
DCP values with cross at
[π/4, 3π/4, 5π/4, 7π/4]
directions

In this paper, to compute the 5 features it was decided
to set D equal to 100 and θ equal to 0◦. These values
might not be the best ones, and evaluating the best possible
combination is actually very time consuming since a sweep
of all possible combinations would be required. This is
one of the disadvantages of trying to classify images when
leveraging highly engineered features such as GLCMs.

An example of the GLCM evaluated is shown in Fig. 9
for two different cutting speed values. It is possible to
notice that the resulting GLCMs were slightly different,
and these matrices were leveraged to compute the statistical
parameters mentioned above. In this example, the difference
between the two raw samples was highlighted by the
contrast feature, while the other features didn’t highlight
large differences.

4.1.2 Machine learning classifiers: SVM, KNN, RF

To establish a performance baseline for the classification
problem presented in this paper, it was decided to utilise
three of the most widely known supervised machine
learning classifiers, namely SVM, KNN and RF.

Considering a binary classification problem, meaning
classifying between just two classes, the objective of the
SVM was to find the hyperplane that maximises the distance
to the nearest input data point of any class, as per Fig. 10
(the distance is called margin, the nearest sample is called

Fig. 7 Left: 500x500 pixels bottom-left corner of a sample image.
Right: 500x500 pixels of the same portion plotted in terms of HOG

support). SVMs proved to be able to perform both linear and
non-linear classification; for the latter, a kernel trick [43] is
exploited to map the input data onto a higher dimensional
space. The idea behind the kernel trick is that if the input
data is not linearly separable in the current space, it may
be separable at a higher dimension, as shown in Fig. 11,
computed using combinations of simple functions and the
starting input data. Two of the best known kernel functions
are polynomial and gaussian radial basis functions. The
disadvantage of the kernel trick is that by increasing the
dimensionality of the problem, the testing error increases,
too; thus, to compensate for this, more data is required to
train the SVM.

The KNN classification algorithm [24] is quite intuitive:
for any new sample, a distance metric is computed to find
the k-nearest samples and assign it to a class according
to a voting mechanism based on the most recurring class
among the k-neighbours (Fig. 12). The main parameter that
has to be tuned is k, which sets the number of neighbours
considered to classify a new sample (i.e. participants in the
voting mechanism):

– If k is too high the testing error increases because the
boundaries between classes are less distinct. This means
that samples of different classes can be mixed together
and assigned to a single region (underfitting). When
a new sample falls within that boundary, it may be

Fig. 8 Left: 100x100 pixels bottom-left corner of a sample image.
Right: 100x100 pixels of the same portion plotted in terms of HOG
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Fig. 9 Top: two raw samples representing different cutting speed
values (a: high cutting speed, b: low cutting speed). Middle: GLCM
from raw samples (a) and (b). Bottom: features computed from GLCM
(a) and (b) respectively

incorrectly classified because the most recurring class
among its k-neighbours is actually different from that
for the region (which is the correct one).

– If k is too low the computational cost and time increase
dramatically, especially if the dataset is large and the
samples have high dimensionality. Furthermore, KNN
may end up learning the noise (overfitting).

So, k is usually tuned by applying some optimisation
methods that test different possible values and evaluate the
performance of the KNN classifier accordingly.

optimal hyperplane

max. margin

x1x1

x2 x2

Fig. 10 SVM defines the hyperplane that maximises the margin
between the samples of the two classes

x1

x2

x2

x1

x3

Fig. 11 SVM: example of kernel trick application and how it makes
it possible to define a plane that separates the two classes in a higher
dimensional space

Random forest classifiers are built by combining multiple
decision trees that operate as an ensemble [28]. The main
features that characterise the random forest classifiers are:

– Bootstrap aggregating algorithm (bagging), leveraged
to assign the input data to each decision tree.

– Each decision tree operates on a random subset of
features to reduce the correlation between different
trees.

– The classification output of the random forest is
selected based on the most voted class by the decision
trees.

To better adapt the random forest classifier to the specific
task it is possible to tune a variety of parameters, such
as: the number of estimators (decision trees), the number
of features for each estimator and the maximum depth of

k=3

k=5

Feature 1

Fe
at

ur
e 

2

Fig. 12 KNN: example of classification with a different number of
neighbours
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each estimator. The number of estimators sets the number
of decision trees that will be used to build the random forest
classifier. It is not always clear if this parameter should
be tuned or set to the maximum value possible given the
available computing resources [44]. The number of features
for each estimator sets the number of features that will be
leveraged by each decision tree to classify any given sample,
and it is usually set equal to the square root of the number of
total features available. The depth of the estimators can be
limited to a maximum value to avoid overfitting the training
data and to improve the bias-variance trade-off (very deep
decision trees lead to very good performance at the expense
of becoming very sensitive to small variations in the input
data, which leads to large variations in the predicted class).

From an operative perspective, the three algorithms
(SVM, KNN, RF) were tuned and trained using a
common strategy that leveraged a combination of cross-
validation and grid-search. As reported in the pseudo-
code in Algorithm 1, the first step was loading the data
(meaning the raw images) and computing a set of traditional
feature descriptors such as LBP, DCP, HOG or GLCM. The
different sets of tuneable hyperparameters characterising
each model in this paper were the following:

– SVM: C, kernel, polynomial kernel degree.
– KNN: number of neighbours, weights, power parameter

for Minkowski distance.
– RF: number of estimators, maximum number of

features.

For each hyperparameter multiple possible values were
set. The second for loop, split the dataset into an 80%-
20% training-testing proportion. In the third for loop, the
model was tuned and trained. Here, two approaches were
deployed at the same time: grid-search was used to generate
all possible hyperparameters’ value combinations, 5-folds
cross-validation was used to evaluate which combination led
to the best testing results. The third for loop, was actually
repeated 20 times (see line 7 in Algorithm 1): the objective
was to find the most recurring best architecture from the
grid-search cross-validation process to limit the detrimental
effects of imbalanced datasets as much as possible.

4.2 Custom CNN for surface classification

This section explains the proposed CNN model’s architec-
ture, highlighting some of the design choices that were made
to compensate for the limitations introduced in Section 3.2.

It is possible to notice from the graph in Fig. 13 that
the proposed CNN was very shallow and consisted of a
series of stacked convolutional blocks. This went against the
design trends of deeper (and sometimes wider) models that
characterised recent state-of-the-art convolutional neural

Algorithm 1 SVM, KNN, RF train-test loop.

networks for image classification such as ResNets [30],
DenseNets [31] and EfficientNets [32], just to name a few.

Keeping the network shallow and limiting the number
of trainable parameters was necessary due to the dataset
shortcomings highlighted in Section 3.2:

– Training deep models, with many trainable parameters,
leveraging only a limited number of samples would
inevitably lead to overfitting. This overfit tendency
would hinder the model’s performance when deployed
for production.

– Having a model with few trainable parameters facili-
tates the training and inference processes when dealing
with limited computing resources.

Nonetheless, if necessary, it is possible to increase the
depth of the proposed model by stacking more convolutional
blocks. Similarly, the model can be widened by increasing
the number of filters generated by each convolution
operation.

From an operating perspective, the input images were
fed into a first convolutional block (stem block), with
the purpose of increasing the number of channels while
decreasing the spatial dimensions. The stem was very
similar to implementations found in literature, consisting of
a convolutional layer with a large filter size followed by
the batch normalisation, rectified linear unit (relu) activation
function and a max pool operation for further down-
sampling. The resulting outputs were passed through a stack
of three inverted residual linear blocks (called conv block,
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CONV BLOCK 1

CONV BLOCK 2

CONV BLOCK 3

CLASSIFIER

Input image

Output class

Fig. 13 Compact CNN architecture overview

based on MobileNetV3 [33] and EfficientNets) detailed in
Fig. 14: the conv blocks were characterised by state-of-the-
art features such as depth-wise convolutions, squeeze-excite
blocks, residual connections and hard-sigmoid activation
function. The inverted residual linear block was integrated
into the proposed CNN and custom developed to:

– Be lightweight.
– Optimise the accuracy-latency trade-off on limited

resources (mobile devices), which are desirable features
for this paper’s research purposes.

– Efficiently generate feature maps that synthesise
meaningful information from each sample, making
it possible to recognise the different machining
parameters of interest.

The last stage of the proposed CNN was the classifier
block, where the output filters were averaged and passed
through a convolutional layer and softmax layer combina-
tion in order to obtain the predicted classifications.

A detailed summary of all the parameters that defined the
architecture of the proposed CNN (dimensions, kernel sizes,
filters, strides, activation functions) is given in Table 2.
Some further details regard the squeeze-excite block, which
adopted convolutional layers as weight layers and it was
characterised by the absence of batch-normalisation layers.

Fig. 14 Convolutional block detailed view

The reduction factor was set to 8. In the classifier block the
dropout layer had a survival probability of 90%.

The proposed CNN model was trained using the
stochastic gradient descent algorithm (SGD) with an initial
learning rate 0.9 and momentum 0.9. The learning rate
was adjusted after every batch according to the OneCycle
policy [45]. The number of epochs was set to 20 and batch
size to 128.

5 Results

In this section the classification results obtained from the
two approaches are reported, that is:

– Traditional texture descriptors (LBP, DCP, HOG,
GLCM) and machine learning classifiers (SVM, KNN,
RF);

– End-to-end classifier model (CNN).

Firstly, the acceptability of the surface is classified, then
for each process (machining condition, feed rate, cutting
speed) and technological (tool diameter, tool nose radius)
parameter, the classifiers’ performance was evaluated via
the f1-scores over the 5-fold cross-validation process. The
results in the following tables describe the classification
performance levels in terms of testing f1-score mean value
and its standard deviation.
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Table 2 Custom CNN architecture

Output size Layers Activation

54x54 conv, 11x11, 32, stride=4 relu

26x26 max pool, 3x3, stride=2

13x13

⎡
⎢⎣

conv, 1x1, 64

dwconv, 3x3, 64, stride = 2

conv, 1x1, 48

⎤
⎥⎦ x1 relu

7x7

⎡
⎢⎣

conv, 1x1, 96

dwconv, 3x3, 96, stride = 2

conv, 1x1, 64

⎤
⎥⎦ x1 hard-sigmoid

7x7

⎡
⎢⎣

conv, 1x1, 128

dwconv, 3x3, 128, stride = 2

conv, 1x1, 64

⎤
⎥⎦ x1 hard-sigmoid

1x1
global average pool

dropout

1x1 conv, 1x1, classes softmax

5.1 Surface acceptability classification results

Table 3 shows the testing performance levels of each model
when classifying the surface samples as:

– Acceptable.
– Unacceptable.

The proposed CNN was the best performing model when
classifying the acceptability of a surface. The CNN
marginally outscored the RF+HOG combination (0.91801
and 0.91667, respectively). All the other state-of-the-art
combinations led to lower f1-scores, ranging from 0.61667
to 0.88750. The CNN showed a higher reliability in
the classes prediction, which was highlighted by lower
standard deviation of the f1-score. In fact, CNN standard
deviation was ±0.02953, which is about three times lower
with respect to the RF+HOG combination (±0.08756).
This may be associated to the capability of the deep
learning algorithm to extract meaningful features compared
to traditional descriptors. In general, the recognition of an
unacceptable surface seem to be an easy task, aided by
the fact that it is a binary classification problem. Machine
learning algorithms seem to have a low influence on the
classification results, which are mainly driven by the feature
extraction process. GLCM was the worst descriptor for
this case, performing badly with any machine learning
algorithm (0.61667 is the lowest f1-score, obtained with
KNN, whereas 0.71364 is the highest one when paired
with SVM). DCP slightly outscored GLCM, still resulting
ineffective for the classification of the surface quality.
Despite HOG and LBP resulted to be good traditional
surface quality descriptors, they did not allow to reach the
CNN results.

5.2 Machining condition classification results

Table 4 shows the testing performance of each model
when classifying the samples according to the machining
conditions. We wish to remind that the available samples in
the dataset were collected for 3 machining conditions:

– Nominal.
– Run-out.
– Chipped tooth (insert).

When classifying the three machining conditions, the
best performing model was the proposed end-to-end
CNN, which marginally outscored the KNN+GLCM and
RF+LBP combinations (0.86838 compared to 0.86667 and
0.86364). It is interesting to note how the CNN showed
slightly more reliable testing performance, highlighted by a
lower standard deviation than KNN+GLCM (±0.02786 vs
±0.03275). This could be an indicator of the CNN’s better
generalisation capabilities compared to KNN+GLCM, and
of its effectiveness in learning synthetic features that capture
meaningful information within each sample. With that being
said, the classifier and feature pairs were able to perform
very well on average, with f1-scores comfortably above
the 80% threshold. Unexpected behaviour was shown by
SVM when paired with LBP, DCP and GLCM: SVM
was completely unable to properly separate the samples
when leveraging features obtained from these three texture
descriptors, and this was true across the different parameters
analysed (see tables in the pages that follow). Considering
that the SVM’s hyperparameters were tuned using a grid-
search approach and that the samples were cycled by cross-
validation, it is fair to assume that this phenomenon is due

Table 3 Surface acceptability classification results

ML algorithm Texture descriptor F1-score (5-fold)

SVM LBP 0.82000 ± 0.07888

DCP 0.72500 ± 0.11292

HOG 0.86818 ± 0.07833

GLCM 0.71364 ± 0.07103

KNN LBP 0.85000 ± 0.07906

DCP 0.70000 ± 0.05477

HOG 0.88750 ± 0.06440

GLCM 0.61667 ± 0.07906

RF LBP 0.84167 ± 0.07360

DCP 0.69286 ± 0.07868

HOG 0.91667 ± 0.08756

GLCM 0.66875 ± 0.06512

CNN 0.91801±0.02953

Bold line represent the algorithm with the best f1-score
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Table 4 Machining condition classification results

ML algorithm Texture descriptor F1-score (5-fold)

SVM LBP 0.10000 ± 0.00000

DCP 0.10000 ± 0.00000

HOG 0.83750 ± 0.03536

GLCM 0.10000 ± 0.00000

KNN LBP 0.80714 ± 0.07319

DCP 0.86250 ± 0.03536

HOG 0.84615 ± 0.04770

GLCM 0.86667 ± 0.03257

RF LBP 0.86364 ± 0.02335

DCP 0.85556 ± 0.01667

HOG 0.85000 ± 0.00000

GLCM 0.83000 ± 0.02582

CNN 0.86838±0.02786

Bold line represent the algorithm with the best f1-score

to a poor choice in the features selection process (namely in
terms of type of features and quantity of features). It is also
true that LBP, DCP and GLCM features did perform well
when leveraged to train other ML models, so this problem
appears to be limited to the SVM.

5.3 Feed rate classification results

Table 5 shows the testing performance of each model
when classifying the samples according to the feed rate.
Remember that the available samples in the dataset were
collected for a total of 6 different feed rate classes:

Table 5 Feed rate classification results

ML algorithm Texture descriptor F1-score (5-fold)

SVM LBP 0.10000 ± 0.03536

DCP 0.54167 ± 0.07360

HOG 0.47500 ± 0.08018

GLCM 0.10000 ± 0.00000

KNN LBP 0.42000 ± 0.04472

DCP 0.41000 ± 0.12450

HOG 0.50000 ± 0.03162

GLCM 0.38333 ± 0.06124

RF LBP 0.44375 ± 0.10155

DCP 0.57500 ± 0.08216

HOG 0.47000 ± 0.07583

GLCM 0.33889 ± 0.09610

CNN 0.59577±0.01170

Bold line represent the algorithm with the best f1-score

– Very very low.
– Very low.
– Low.
– High.
– Very high.
– Very very high.

For this classification task, the best performing model
was the proposed CNN, clearly outscoring all the tested
models-texture descriptors combinations by quite some
margin (the second best model-texture descriptor combina-
tion is RF+DCP, trailing by more than 2 basis points). As
noted for the machining conditions classification, the pro-
posed CNN was very stable, registering the second-lowest
f1-score spread (±0.01170). With that being said, it is pos-
sible to notice how each model was struggling to correctly
classify the samples according to the feed rate. The pro-
posed CNN was the only model that achieved meaningful
performance levels, with the remaining models registering
very low f1-scores (below 50%, except for RF+DCP and
SVM+DCP). This is likely due to the models assigning most
of the testing samples to just one or two classes (out of the
six available), therefore the training process didn’t have the
expected impact. One other reason could be that recognising
this cutting parameter simply by looking at an image is hard
even for human experts. This may be amplified for models
trained on a limited number of samples.

5.4 Cutting speed classification results

Table 6 shows the testing performance of each model when
classifying the samples according to the cutting speed.

Table 6 Cutting speed classification results

ML algorithm Texture descriptor F1-score (5-fold)

SVM LBP 0.67692 ± 0.05250

DCP 0.66176 ± 0.10082

HOG 0.81667 ± 0.11902

GLCM 0.51667 ± 0.17224

KNN LBP 0.82143 ± 0.05669

DCP 0.62500 ± 0.15083

HOG 0.76111 ± 0.12693

GLCM 0.61429 ± 0.10690

RF LBP 0.78000 ± 0.05701

DCP 0.73000 ± 0.10368

HOG 0.78571 ± 0.06901

GLCM 0.66875 ± 0.05939

CNN 0.88718±0.03529

Bold line represent the algorithm with the best f1-score
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Remember that the available samples in the dataset were
collected for a total of 3 different cutting speed classes:

– Low.
– Mid.
– High.

Similarly to the previous classification tasks, the best
performing approach for the cutting speed classification was
the proposed CNN, registering a mean f1-score of 0.88718
over the 5-folds. The second best performing approach
was represented by the KNN+LBP combination with a
mean f1-score of 0.82143. Once again, the proposed CNN
showed very stable classification performance, highlighted
by a testing f1-score standard deviation of ±0.03529
which is the tightest across all other models-feature
combinations. For reference, the KNN+LBP combination
shows a f1-score spread that is almost 60% wider
(±0.05669) than that of the proposed CNN. The overall
testing performance of all models was acceptable, with most
model-feature combinations registering f1-scores above the
70% threshold, signalling that it is feasible to recognise
different values of the cutting speed parameter.

5.5 Tool diameter classification results

Table 7 shows the testing performance of each model when
classifying the samples according to the tool diameter.
Remember that the available samples in the dataset were
collected for a total of 2 different tool diameter classes:

– Small.
– Large.

Table 7 Milling tool diameter classification results

ML algorithm Texture descriptor F1-score (5-fold)

SVM LBP 0.89333 ± 0.07528

DCP 0.94167 ± 0.04618

HOG 0.98636 ± 0.02335

GLCM 0.80000 ± 0.04472

KNN LBP 0.91000 ± 0.02236

DCP 0.92500 ± 0.10000

HOG 0.97727 ± 0.02611

GLCM 0.82188 ± 0.05468

RF LBP 0.93333 ± 0.04330

DCP 0.95000 ± 0.04472

HOG 0.95714 ± 0.05345

GLCM 0.76429 ± 0.03780

CNN 0.97464 ± 0.00785

Bold line represent the algorithm with the best f1-score

For this classification task it is possible to see that
almost all the approaches performed very well, registering
testing f1-scores above the 90% mark. With that being said,
the benchmark was set by the SVM+HOG combination,
showing a mean test f1-score of 0.98636 which slightly
outperformed the proposed CNN model (0.97464). At
the same time, the proposed CNN showed excellent
performance reliability across the 5-folds: it registered a test
f1-score deviation of just ±0.00785, which was a third of the
deviation registered by the SVM+HOG combination. This
confirmed both the effectiveness of the features generation
and learning processes and the generalisation capabilities
of the proposed CNN model, even when classifying a
technological parameter such as the tool diameter. One must
remember that this classification task was somewhat simpler
compared to the other tasks, since it only had to distinguish
between just 2 classes. Consequently, since the total number
of samples was fixed and equal to 100, more samples
were available to describe each class, which is desirable to
effectively train machine learning models.

5.6 Nose radius classification results

Table 8 shows the testing performance of each model when
classifying the samples according to the insert nose radius.
Remember that the available samples in the dataset were
collected for a total of 5 different nose radius classes:

– Lowest.
– Low.
– Mid.
– High.

Table 8 Milling tool insert’s nose radius results

ML algorithm Texture descriptor F1-score (5-fold)

SVM LBP 0.50000 ± 0.08165

DCP 0.59643 ± 0.11679

HOG 0.76667 ± 0.09374

GLCM 0.59000 ± 0.09947

KNN LBP 0.67727 ± 0.10574

DCP 0.75000 ± 0.06124

HOG 0.71429 ± 0.08522

GLCM 0.48571 ± 0.08187

RF LBP 0.54000 ± 0.15572

DCP 0.61667 ± 0.08756

HOG 0.74375 ± 0.08634

GLCM 0.43125 ± 0.10329

CNN 0.79475±0.04724

Bold line represent the algorithm with the best f1-score
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– Highest.

The proposed CNN model was the best performing
approach when classifying the samples according to the
nose radius of the milling tool’s inserts. It managed to
outperform the SVM+HOG combination, registering a
mean test f1-score of 0.79475 compared to 0.76667. As
previously shown across the other classification tasks, the
proposed CNN was a very reliable approach, with a test
f1-score deviation of ±0.04724, which is almost half the
score for the SVM+HOG combination (±0.09374). Overall,
the results were mixed: HOG features led the machine
learning models to the best performance followed by DCP,
while LBP and GLCM were unable to generate features that
correctly identify the different nose radii from the surface
images. It should be noted that, similarly to the feed rate,
recognising different values of nose radii through vision
only is a complex task even for experts.

5.7 Average classification results

From an overall perspective, it was possible to note
that the proposed CNN performed very well across the
whole spectrum of classification tasks: it was the best
performing model in the case of surface acceptability,
machining conditions, feed rate, cutting speed, nose
radius classification, and it was marginally outperformed
in the case of tool diameter (−1.2% compared to the
SVM+HOG combination). This can be seen from Table 9,

Table 9 Average classification performance across the parameters of
interest (surface acceptability, machining condition, feed rate, cutting
speed, tool diameter, nose radius)

ML algorithm Texture descriptor Global F1-score

SVM LBP 0.51504 ± 0.31808

DCP 0.59442 ± 0.25476

HOG 0.79173 ± 0.15673

GLCM 0.47005 ± 0.27648

KNN LBP 0.74674 ± 0.16234

DCP 0.71208 ± 0.16752

HOG 0.78105 ± 0.15161

GLCM 0.63142 ± 0.17073

RF LBP 0.73373 ± 0.17895

DCP 0.73668 ± 0.13048

HOG 0.78721 ± 0.15921

GLCM 0.61699 ± 0.17525

CNN 0.83979±0.12175

Bold line represent the algorithm with the best f1-score

where the average performance of the different model-
feature combinations and proposed model across the 5
classification tasks are reported:

– The proposed CNN was, on average, the best perform-
ing model across all tasks, with an average f1-score of
0.83979. It was the most consistent too, highlighted by
a f1-score spread of ±0.12175.

– The second best approach was, on average, the SVM
paired with HOG features. This approach showed an
average f1-score of 0.79173 (-4.8% compared to the
proposed CNN) and a standard deviation of ±0.15673
(+3.5% compared to the proposed CNN).

– The worst approaches were, on average, the SVM
paired with GLCM features or LBP features (as stated
before, when discussing the machining conditions
results).

– From the texture descriptor point of view the most
effective approach appears to be the HOG (remember
that this feature was paired with PCA) followed by DCP
and LBP, while the least effective was the GLCM.

6 Conclusions

In this paper, we have presented a deep learning approach
for machined surface classification tasks. A shallow end-
to-end Convolutional Neural Network (CNN) classifier was
built and trained upon 100 raw surface very high-resolution
images, split into 224x224 pixel batches. The CNN learned
to classify images for 6 classification tasks: machining
conditions, feed rates, cutting speeds, tool diameters and
nose radii. The proposed approach was compared to state-
of-the-art machine learning techniques (Support Vector
Machines, k-Nearest Neighbours and Random Forests),
fed with traditional surface feature descriptors (Local
Binary Patterns, Dual Cross Patterns, Histogram of Oriented
Gradients and Grey-Level Co-Occurrence Matrix). The
approach developed outperformed state-of-the-art machine
learning techniques in all the classification tasks, except for
the milling tool diameter showing a mean f1-score of 97.5%
(just 1.2% less than the best state-of-the-art algorithm).
Furthermore, the CNN results were 4.8% better than the best
machine learning approach when considering the average
classification performance levels. Thus, the proposed CNN
structure proved to be robust, reliable, flexible and accurate
enough for possible industrial deployment. The CNN
training procedure on the whole dataset (not considering
cross-validation) took 149.7 min, whereas the prediction of
a new image class (including all its patches) is performed
in 0.385 s, on average. Thus, the CNN is really fast and
does not prevent its application in an industrial context
(the application time is related just to the prediction time
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for a new image). The CNN training and test times were
computed on a Dell XPS 15 7590 featuring an Intel®

Core™ i7-9750H CPU @ 2.60GHz. Nevertheless, there
are still margins for improvement especially regarding the
feed rate classification, where the CNN still struggles to
reach optimal performance. This will be the subject of
the authors’ future works, together with the deployment
of the approach developed in an adaptive process control
framework (i.e. the CNN will suggest milling parameter
changes and tool failure detection). Furthermore, when
testing the approach on different materials, i.e. Aluminium
alloys, the algorithm did not provide reliable results, most
likely due to the material reflectivity. Thus, in order to
enhance the generalisation properties of the developed CNN
and deal with different materials, at least some training
samples (performed on the new materials) are needed.
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