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Abstract
Although sharing gestures and gaze can improve AR remote collaboration, most current systems only enable collaborators 
to share 2D or 3D gestures, and the unimodal HCI interface remains dominant. To address this problem, we describe a novel 
remote collaborative platform based on 2.5D gestures and gaze (2.5DGG), which supports an expert who collaborates with a 
worker (e.g., during assembly or training tasks). We investigate the impact of sharing the remote site’s 2.5DGG using spatial 
AR (SAR) remote collaboration in manufacturing. Compared to other systems, there is a key advantage that it can provide 
more natural and intuitive multimodal interaction based on 2.5DGG. We track the remote experts’ gestures and eye gaze 
using Leap Motion and aGlass, respectively, in a VR space displaying the live video stream of the local physical workspace 
and visualize them onto the local work scenario by a projector. The results of an exploratory user study demonstrate that 
2.5DGG has a clear difference in performance time and collaborative experience, and it is better than the traditional one.
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1  Introduction

Remote collaboration enables local workers and remote 
experts to collaborate in real time without geographic 
restrictions. There are many such collaboration scenarios 
in our lives, for example, in telehealth, remote technical 
support, teleducation, and in providing emergency repair or 
training [1–3]. Thus, remote collaboration has become an 
essential part of most professional activities in particular 
during the COVID-19 outbreak. Moreover, augmented real-
ity (AR) can be used as an effective tool in the COVID-19 
epidemic owing to its features such as a powerful visuali-
zation tool, and annotation by providing real-time descrip-
tions in the virtual world [4]. Drawing on this background, 
we concentrate on AR remote collaboration that can enable 
the guidance from an expert to a novice by means of 2.5D 
gestures and gaze(2.5DGG).

Over the years, the method of adding annotations on a 
video (POINTER) [5–8], gaze [9, 10], and gestures [11, 
12] has been successfully applied in remote collaboration. 
However, when using these systems, users must wear head-
mounted displays (HMDs), which is unsuitable for some 
tasks. In addition, other systems have to use a 2D moni-
tor in front of local workers to show instructions. This will 
produce fractured ecologies having negative impacts on the 
performance [7]. In general, users in a remote site often use 
a 2D Windows-Icon-Menu-Pointer (WIMP).

Multimodal human–computer interaction can endow 
systems with more compelling interactive experiences. It 
can improve efficiency and decision making that follows 
from using each modality for a specific appropriate task, 
increase the likelihood of remote communication proceeding 
smoothly address answer specific problems about the col-
laborative task (e.g., which part is to be taken in the complex 
background), and support the naturalness and perceptibility 
of human–human communication during remote collabora-
tion. Despite the evident potential advantages of multimodal 
interaction, the knowledge of how to actually serve AR 
remote collaboration is still in its very preliminary stages. 
Therefore, we take full advantage of combining gestures and 
gaze in order to develop a novel multimodal interaction for 
an AR remote collaborative platform.
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This research is motivated by earlier research [13–16] 
and builds upon it by combining 2.5D gestures, gaze, and 
SAR. Hence, the contributions of the present study fall into 
three areas:

1.	 We propose a novel 2.5DGG-based interactive interface 
for SAR remote collaborative work.

2.	 We conduct the first formal user study exploring the use 
of 2.5DGG for SAR remote collaboration in industry.

3.	 We offer a good example of using SAR and multimodal 
interaction based on 2.5DGG for SAR remote collabora-
tive work.

The rest of the paper is organized as follows. First, we 
summarize the related work in this area, then introduce our 
proposed 2.5DGG platform. Next, we report and discuss a 
formal user study. Finally, we draw conclusions and describe 
the limitations of the study, while suggesting how they could 
be addressed in future work on this topic.

2 � Related works

2.1 � The POINTER interface

In remote collaboration, video-based cues have become a 
fundamental element. Although they achieve some good 
results successfully, they also lose some important cues 
such as body language and gestures. Therefore, various 
approaches have been proposed to address these disad-
vantages. Fussell et al. [17] demonstrated the effects of 
POINTER, and the recent studies [5, 6] have also shown that 
this method can greatly improve performance. Despite the 
fact that the POINTER interface indeed facilitates remote 
collaboration, the remote expert still primarily depends on 
a 2D WIMP interface. Most importantly, it is limited in the 
ability to convey gestures and gaze.

2.2 � Sharing gaze and gestures

Recently, researchers have developed new methods that use 
eye gaze and gestures in remote collaborative work. Brennan 
et al. [18] proved that using gaze cues could improve perfor-
mance for users who could understand their partners’ inten-
tions in a visual search task. Gupta et al. [9] demonstrated 
the impact of sharing gaze cues in remote collaboration 
on a Lego construction, and showing that the gaze-based 
cues could enhance co-presence. However, they shared the 
gaze-based cues from the local site. Akkil et al. [14] devel-
oped a SAR remote collaborative system called GazeTorch, 
which provides the remote user’ gaze awareness for the 
local user. Recently, continuing in this exploratory direc-
tion, they investigated the influence of gaze in video-based 

remote collaboration for a physical task, compared with 
the POINTER interface (e.g., a mouse-controlled pointer) 
[16]. Similar work was carried out by Higuchi et al. [19] and 
Wang et al. [20–22].

With the continuous innovation in gesture recognition, 
Sun et  al. [23] designed a new collaborative platform, 
namely, OptoBridge, which can support sharing gestures. 
They conducted a user study to qualitatively and quantita-
tively evaluate the effects of different viewpoints on task 
performance and subjective feelings in AR remote collabo-
ration. Kirk et al. [24] found that gestures-based cues have 
a positive impact on collaborative behavior. Moreover, they 
observed that shared gestures have some advantages, which 
includes supporting rich and free expression, decreasing 
the costs of word interpretation, improving the user experi-
ence of natural interaction, and bringing about better task 
performance. However, these systems used a flat graphical 
user interface, and the remote expert’s interaction interface 
has a fractured ecology which may increase the workload. 
Recently, Amores et al. [25] proposed an immersive mobile 
remote collaborative system: ShowMe, which allows a 
remote user to provide assistances for a novice user on physi-
cal tasks using audio, video, and 3D gestures. Similar to this 
concept is the system BeThere [26]. The drawback of this 
approach is that the whole device is too heavy, thus forcing 
the user to use a monopod [25]. Wang et al. [11] proposed 
an MR-based telepresence system for facilitating remote 
medical training. Nevertheless, it only supports sharing four 
commonly used gestures. Kim et al. [27] investigated how 
two different kinds of factors (i.e., hands-in-air style and 
hands-on-target) influence AR collaboration for object selec-
tion and object manipulation in terms of performance and 
mental effort. In these researches, the unimodal interaction 
is still dominant, which easily leads to user fatigue over a 
long period of time. Moreover, local workers have to wear 
HMD. This may create some inconvenience for a certain 
task in industry specifically when operating some large or 
heavy parts. In order to overcome this shortcoming, Wang 
et al. developed a SAR remote collaborative platform sup-
porting the sharing of 2.5D gestures [15] and proposed an 
mixed reality (MR) remote collaborative system sharing 3D 
gestures and CAD models [28].

2.3 � Multimodal interaction

In AR/MR remote collaboration, much researches have 
focus on multimodal interaction. Higuchi et al. [19] stud-
ied the effect of sharing helper’s 2D gestures and gaze with 
the local worker. In this research, the remote instructions 
based on gestures and eye gaze fused on a 2D monitor screen 
that shows a physical scenario and then visualized onto the 
local worker side by a projector or an HMD. However, it is 
necessary for the remote user to gesture at the desk when 
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watching the 2D WIMP monitor in front of users. This may 
lead to a fractured ecology, thus increasing the work load 
[7]. Moreover, the eye-tracking information will be lost, 
especially when the remote user needs to keep a close watch 
on movements of gestures in some cases. Therefore, it may 
be difficult for the remote user to synchronize the informa-
tion between the video and other non-verbal cues. To over-
come this shortcoming, we propose a novel SAR remote 
collaborative platform combing the merits of VR and AR 
to support the multimodal interaction based on 2.5DGG. 
Additionally, our platform can support collaboration among 
users by overcoming the shortcomings of separating gestural 
instructions and the communication space, and lack of some 
important communication cues (e.g., speech, gestures, and 
gaze.), which are instead used with the same ease as during 
collocated collaborative work. Recently, Bai et al. [29] con-
ducted a formal user study on MR remote collaboration shar-
ing gaze and gesture. Our work is similar to this study, but 
we focus on the AR site, while eliminating the HMD in order 
to improve the user experience of the local collaborator.

2.4 � Summary

Three conclusions can be drawn from the research dis-
cussed above. (1) The remote interface is mainly a 2D 
WIMP or an HMD, (2) the interface in the local site can 
be classified into three types: 2D WIMP-, HMD-, or spa-
tial AR(SAR)-based interface, and (3) there have been 
few previous examples of AR/MR remote collaborative 
systems using multimodal interaction. We find no earlier 
research that supports multimodal interaction based on 
2.5DGG for SAR remote collaboration, and that has con-
ducted user studies. Therefore, our research fills this gap 

by evaluating a novel remote collaborative platform shar-
ing 2.5DGG to support effective communication in tightly 
coupled physical tasks.

3 � Our approach

In this section, we provide an overview of the prototype 
system, and we introduce the key technologies and imple-
mentation details.

3.1 � Basic concepts

Definition 1.  2.5DGG (2.5D gestures + gaze). In our work, 
remote users provide instructions using 3D gestures and gaze 
in a VR device attached with aGlass and Leap Motion. Then, 
the gestures and gaze are projected onto the local workspace. 
Therefore, we define this concept as 2.5DGG as a way to 
distinguish it from other research (see Fig. 1).

Definition 2.  2.5DG (2.5D gestures). To evaluate our work, 
we implemented the new application for SAR remote col-
laboration on physical tasks [15, 19]. Their [15, 19] remote 
collaborative platform supports sharing 2D gestures and 
2.5D gestures, respectively. Wang et al. [15] overcame two 
key disadvantages in their research [19]. They transformed 
2D gestures into 2.5DG in a local site and fused the ges-
tural instructions space and the communication space in the 
remote site. Therefore, we define this concept as 2.5DG (see 
Fig. 2). This system only moves the eye-tracker (aGlass) of 
the 2.5DGG system.

Fig. 1   The prototype 2.5DGG 
platform framework. (a) The 
remote user’ workspace and 
setups. (b) The local user’s 
workspace and setups. The 
prototype becomes the 2.5DG 
platform framework when the 
gaze is disabled
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3.2 � Implementations

Our system includes the following hardware: an aGlass, a 
desktop computer, a Leap Motion, a camera, an HTC Vive, 
and a projector (see Figs. 2 and 3). Additionally, it was 
implemented on Unity3D 2018.4.30f1, Leap Motion Assets 
4.3.3, aGlass-DKII, and OpenCV2410.

Figure 1 shows the prototype system diagram. The sys-
tem is running on a desktop PC (Intel Core i7-10700 K 
CPU 3.80 GHz, 16 GB DDR4 RAM, NVIDIA GeForce 
RTX 2070 SUPER), and it has a local client and a remote 
client. The HTC VR device, Leap Motion, and aGlass 
were deployed on the remote user’s side. We rendered 
the video from the local site on a plane in the Unity3D 
scene; thus, the remote expert can know the local situa-
tion in real-time in the HMD. The position of the plane 
should be still after calibration, and the VR user can 
move freely. Nevertheless, the VR users have to stand 
in front of the plane so that the 2.5DGG-based guidance 
information can be projected on the virtual plane in the 
VR environment. Moreover, we transformed the scene 
of the virtual camera in the 3D VR space to the local 
projector.

3.3 � Technical challenges

In our current study, we simplified the system to concen-
trate on the core elements using co-located collaboration 
to emulate remote collaboration, as in many prior related 
systems [9, 10, 12, 14, 15, 19, 30] and in several publications 
reported in the review of related work [1]. There were some 
technologies that we needed to further investigate. The first 
involves dynamic gesture and gaze recognition and visuali-
zation. We wanted to explore how multimodal interaction 
based on gestures and gaze influences remote collaboration. 
The algorithm of the recognition of dynamic gestures and 
eye gaze is a sound foundation for our proposed research. To 
address these problems, we chose Leap Motion in order to 
achieve a good dynamic recognition. Moreover, we tracked 
eye gaze using aGlass. Thus, the key is to share the gestures 
and eye gaze with the local worker. The framework of gaze 
visualization will be introduced in the next subsection. The 
second technology involved calibration which will also be 
introduced in the subsection below on projector-camera pair 
calibration.

3.3.1 � Gaze visualization

We used the eye tracker of aGlass to track eye gaze. More 
information about the aGlass is available on its website.1 
The key steps of eye gaze visualization are as follows. The 
first step is calibration. User calibration should be done for 
each participant individually, and we used the default pro-
cess (9-point calibration). Second, it is necessary to obtain 
the gaze coordinate. This is the gaze point mapped onto a 
plane at a specific location. The third step is the gaze visuali-
zation. The algorithm was developed to show the ray along 
the direction of straight ahead from the remote VR user’s 
eye coordinate. Then, by collision detection, the system can 
obtain the intersecting point between the ray and virtual 
objects and show the point with the red ball.

3.3.2 � Projector‑camera pair calibration

Before our prototype system can be used online, it requires 
some preparatory steps to ensure that the 2.5DGG-based 
instructions project to the right place. The detailed process 
for calibration was carried out referring to Wang et al. [21].

4 � User study

To evaluate the proposed 2.5DGG platform, we conducted 
an initial user study. The main purpose was to test the usabil-
ity of the platform and the user experience.

4.1 � Experiment design

To evaluate the prototype, we conducted a within-subjects 
pilot study by comparing two different conditions: the 
2.5DGG interface and the 2.5DG interface. The physical task 
is to assemble a pump (see Fig. 4). Figure 4 shows remote 
collaboration using the 2.5DGG and 2.5DG interface, respec-
tively. To encourage collaboration and achieve better counter-
balance experimental conditions, we added four constraints. 
Firstly, to confirm the objectivity of the experimental data, 
we included a pair of participants who were not familiar with 

Fig. 2   A Leap Motion, aGlass, 
and an HTC HMD

1  www.​aglass.​com.
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each other. Secondly, the local users began the clock when 
all participants were ready and then stopped the clock when 
the assembly is completed. Thirdly, the local user should 
take only one part at a time from the part’s area to the main 
workspace with the remote expert’s guidance. Finally, during 
assembling, the parts should be tightened first by hand and 
then using the wrench to tighten them further.

For our study, we formulated two hypotheses:
H1: Performance. Two different interfaces have a sig-

nificant difference on the task performance, and the 2.5DGG 
interface takes less time and decreases operational mistakes.

H2: User Interaction. The 2.5DGG system is more intui-
tive, natural, and flexible to express instructions than the 
2.5DG interface.

4.2 � Demographics and procedure

We recruited twenty-four participants from 22 to 28 years 
old (15 males, 9 females, average age 24.4, SD 1.23). All 
participants had some experience using video streaming 
interfaces (e.g., Wechat) and limited AR/MR experience. 
Their university majors are mechanical manufacturing, robot 

engineering, industrial design, and mechatronic engineering. 
Due to the COVID-19 pandemic, we provided participants 
with strict safety protections during the entire process of the 
study. The VR HMD and the parts were carefully disinfected 
with paper towels, and volunteers’ hands were sanitized 
before each session.

To counterbalance the learning effect, the order of condi-
tions was arranged following a Latin square sequence. To 
achieve consistency in training, participants have to person-
ally assemble the pump according to the assembly processes 
at the stage of training. Moreover, during the experiment, 
we provided the remote users with some photographs of 
the key assembly process (see Figs. 3a and 4c) for they 
could better describe the process to the local worker. For 
each condition, all users having the experience of remote 
collaborative work give priority to being as remote users. 
When the task is completed, VR users should guide the 
local SAR users to assemble the pump according to the 
assembly process.

At the end of each condition, the performance time 
was recorded, and users were asked to fill in a ques-
tionnaire in terms of the quality of the telecollaboration 

Fig. 3   The prototype platform 
configurations. (a) is the remote 
user’s view using VR HMD, 
while (b) and (c) are the local 
user’s workspace and setups; 
(b) is the projector and camera 
and (c) shows the parts to be 
assembled

Fig. 4   The remote collaborative interface. (a)(b) are the 2.5DGG 
interface; (c) is the VR users’ view in the HTC HMD; in (a) the local 
user assembles the pump according to the remote user’s 2.5DGG; in 

(b) the remote expert highlights the target parts by 2.5DGG; in (d) 
the local user assembles the pump according to the remote user’s 
2.5DG
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(see Table 1). The questionnaire was designed based on 
related works [9, 31] but slightly modified to focus on 
our research aim. Finally, all users ranked the two dif-
ferent conditions.

4.3 � Results

4.3.1 � Performance

We compared the performance in the two conditions. 
Figure  5 shows task completion time for the two dif-
ferent interfaces. Descriptive statistics showed that 
on average the users took more time using the 2.5DG 
(Mean = 268.25 s, SD = 9.08 s) interface than our 2.5DGG 
(Mean = 254.17 s, SD = 8.94 s). The paired t-test (α = 0.05) 
revealed that there was a statistically significant difference 
between the two different interfaces on performance time 
( t(11) = 4.329, p = 0.001).

4.3.2 � Error evaluation

To investigate the impact of 2.5DGG, we recorded the num-
ber of wrong operations (e.g., the incorrect work piece taken 
(IPT) and the incorrect motion processed (IMP)). Figure 6 
shows the number of errors for local users. We conducted 
the Wilcoxon signed rank test (α = 0.05) and determined that 
there is a difference in IPT (Z =  −2.471, p = 0.013), but not 
IMP (Z =  −0.849, p = 0.396) using the two systems. The 
results show the gaze-based cues can help local users accu-
rately specify the part and position based on 2.5D gestures.

4.3.3 � Collaborative experience

To compare the ratings between the two different interfaces, 
we conducted the Wilcoxon signed rank test (α = 0.05). The 
statistical results are shown in Fig. 7.

The result for local workers is shown in Fig. 7a. The 
2.5DGG-based cues had a significant effect for local work-
ers in terms of Q2 and Q6, but not of Q1, Q3, Q4, and 
Q5. In addition, the 2.5DGG interface had a significant 

impact not only on guidance information (Q2, Z =  −2.640, 
p = 0.008), but also on the sense of confidence (Q6, 
Z =  −2.428, p = 0.015). Moreover, although the average 
of items Q1, Q3, Q4, and Q5 is generally greater for the 
2.5DGG interface, there was no significant effect.

For VR side users (see Fig. 7b), a significant influence 
of the 2.5DGG factors was found in Q1, Q3, Q4, Q5, and 
Q6, but not Q2. This statistical result shows that, com-
pared to the 2.5DG interface, the 2.5DGG interface had a 
significant impact on expressing ideas (Q3: Z =  −2.271, 
p = 0.023; Q4: Z =  −2.460, p = 0.014), and on sense of 
being focused (Z =  −2.126, p = 0.033) and self-confi-
dence (Z =  −2.309, p = 0.021). Furthermore, the 2.5DGG 
condition is more natural and intuitive (Q5, Z =  −2.309, 
p = 0.021).

The statistical results indicate that the 2.5DGG-based 
cues allow remote users to express themselves more eas-
ily and that these cues are also more understandable for 
local users. We believe that these findings can enhance 
collaborative efficiency to some extent. With reference 
to users’ preferences, all users preferred the 2.5DGG 
condition.

Table 1   Evaluation of the collaborative experience

Q* Statement: 1 (I entirely disagree) to 7 (entirely agree)

Q1 I was able to focus on the work actively
Q2 Information from the partner was helpful
Q3 I was able to express myself clearly
Q4 I can help my partner when he(she) needed assistance
Q5 The manipulation is more natural and intuitive
Q6 I felt very confident during the assembling

Fig. 5   The time needed to assemble the water pump (error bar: ± SD)

Fig. 6   The number of mistakes in assembly
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5 � Discussion

In this study, we have demonstrated the value of multimodal 
interaction based on 2.5DGG for SAR remote collaborative 
assembly in manufacturing. The statistical analysis revealed 
that sharing 2.5DGG enhanced performance and collabora-
tive experience.

At the end of each trial, we collected users’ feedback on 
how to enhance the prototype system. For remote users, all 
users perceived the impact of 2.5DGG, though some users 
were not fully aware that the shared gestures and gaze had 
influenced their behavior and made them more focused on 
task (Q1 in Fig. 7). The multimodal interaction based on 

2.5DGG provided more natural and intuitive interaction than 
the 2.5DG condition (Q5 in Fig. 7b). Additionally, most VR 
users maintain that it is interesting to see their 3D hands 
and gaze in the HMD, while most SAR users also consid-
ered collaborating with the 2.5DGG interface to be a posi-
tive experience. The local users believed that they can more 
easily to understand their partners’ intentions (see Q2 in 
Figs. 7a and 8a–c). Thus, we conclude that all local/remote 
users preferred the 2.5DG condition for these reasons.

During the experiment, we found that gaze is a fast and 
precise way to point and specify the target part in a com-
plex background (see Fig. 8d). Moreover, gaze can indicate 
the remote collaborator’s intentions (e.g., next instructions 
and the region of interest). Although the non-verbal cues 
(e.g., gestures and gaze) could decrease the amount of voice 
communication based on interviews, users always combined 
speech with gestures and gaze to provide explicit instruc-
tions. Specifically, 2.5DG and 2.5DGG can also improve 
communications by pointing and augmenting remote col-
laboration by means of deictic references.

More importantly, our proposed system paves the way 
for multimodal interaction in AR/MR remote collaboration, 
sharing the local workspace as shown in previous researches 
[5, 6] by using a 3D reconstruction in the local environment. 
Wang et al. [15] found that gesture-based instructions alone 
could lead to user fatigue over a long period of time. Our 
research could overcome this disadvantage to some degree 
by the multimodal interaction based on 2.5DGG.

6 � Conclusions, limitations, and future work

In this research, we focused on exploring how 2.5DGG 
impacts remote collaboration on assembly tasks in manu-
facturing. Consequently, we proposed a multimodal inter-
action for AR/MR remote collaboration based on 2.5DGG. 
To the best of our knowledge, this research presents one 
of the first remote collaborative prototypes to provide 
2.5DGG-based cues from a remote VR user to a local 

Fig. 7   Average rating of results of local users (a) and remote users 
(b) for items (1: entirely disagree, 7: entirely agree)

Fig. 8   The operations using the 2.5DGG interface: in (a), (b), and (c) 
the rotation is vertical to the desktop. The left hand must fix the left 
side of the pump, meanwhile the right hand must fix the right lower 

side of the pump during operations; in (d) the eye gaze precisely 
specified the bolt. The 2.5DGG interface is more flexible because it 
supports gesture- and gaze-based instructions

6419The International Journal of Advanced Manufacturing Technology (2022) 119:6413–6421



1 3

SAR worker for remote collaboration in manufacturing. 
Furthermore, the exploratory results show that 2.5DGG-
based cues could support hypothesis H1 (performance) and 
H2 (interaction).

There are some aspects of our research to be improved in 
future work based on this prototype. First, we will explore 
the use of multiple projectors and cameras to address occlu-
sion problems. In the current work, we used only one fixed 
projector; therefore, sometimes the local user’s arm occluded 
the objects, which makes it difficult for remote VR users to 
find a certain object and project the correct place. Second, 
we studied only one–one remote collaboration. In the future, 
we would like to investigate one-many VR/AR remote col-
laboration (e.g., one remote expert and two or more local 
workers) on assembly training using different devices 
such as PCs and mobile phones. Furthermore, although 
our results are encouraging and indicate that our research 
is heading in the right direction, it would be interesting to 
investigate whether the interface could support haptic feed-
back and a multiscale MR telepresence interface as shown 
by recent research [32–34].
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