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Abstract
The aim of this paper is to close the knowledge-to-practice gap around statistical power. We demonstrate how four factors 
affect power: p value, effect size, sample size, and variance. This article further delves into the advantages and disadvantages 
of a priori versus post hoc power analyses, though we believe only understanding of the former is essential to addressing the 
present-day issue of reproducibility in research. Upon reading this paper, physician–scientists should have expanded their 
arsenal of statistical tools and have the necessary context to understand statistical fragility.

There is a clear knowledge-to-practice gap in statistical lit-
eracy that separates basic science and implementation in 
clinical practice with the latter trailing behind. Reasonably, 
closing this gap has become in part a matter of increasing 
research participation throughout the medical community 
and particularly necessitates early exposure for physicians 
in-training. Participation in research is currently empha-
sized, if not required, by most residency programs in the 
United States regardless of specialty as per the Accreditation 
Council for Graduate Medical Education’s guidelines, with 
similar requirements in Europe as well [19]. But, unfortu-
nately, mandated readings and journal clubs do not fully 
ensure the development of competent physician-scientists.

Statistical literacy among medical trainees remains low, 
while the statistical complexity of research continues to 
increase [2, 9, 17]. This disparity poses a serious threat to 
evidence-based medicine as the next generation of physi-
cians struggles to engage with the work of their peers and 

determine what to implement into clinical practice; however, 
this is not an insular issue, and many fully trained medical 
professionals demonstrate poor statistical understanding. 
However, straightforward interventions have been shown to 
improve statistical literacy. In a study assessing the statisti-
cal literacy of 169 medical students and 16 senior instruc-
tors, Jenny et al. demonstrated that as short as a 90-min 
informational session on statistics could increase the median 
percentage correct from 50 to 80% on the 10-question Quick 
Risk Test [10]. This study suggests, as perhaps is already 
inferable, that a lack of statistical literacy among medical 
professionals is not due to inability to understand statistical 
concepts, but rather is due to a lack of instruction and acces-
sibility. There is, therefore, a need to provide formal dedi-
cated training and resources to increase the accessibility of 
statistics for existing as well as future generations of doctors.

The term fragility has recently gained traction in the 
clinical research community, and in particular, within the 
field of orthopaedic research [6, 13–15]. However, before 
defining fragility, a topic to be discussed later in this series, 
a more traditional and perhaps familiar term, i.e., (statis-
tical) power is defined. In clinical research studies, a null 
hypothesis, which assumes that two groups are the same, is 
usually tested. In other words, that there are no significant 
differences between these groups. The p value measures how 
well study results fit with the normal distribution for the 
null hypothesis. The value corresponding to the significance 
level alpha (α), and it can be manipulated by the researcher. 
Arbitraril,y alpha is chosen to be 0.05, and a p value less 
than alpha (p ≤ 0.05) indicates the presence of a difference 
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between the experimental groups due to an effect beyond 
chance [11].

When researchers mistakenly reject the null hypothesis 
and wrongly conclude there is an observable effect (false 
positive), this results in a Type I error (Fig. 1). The prob-
ability of a Type I error is equivalent to alpha. When a two-
tailed α of 0.05 is selected as the significance threshold by 
the researcher, 95 of 100 trials are expected to detect the true 
effect, and the remaining 5 are false positives. Conversely, 
Type II errors occur when we mistakenly fail to reject the 
null hypothesis (false negative) when a true effect is present 
(Fig. 1). The probability of a Type II error with the Greek 
letter beta (β).

Power is the probability of correctly rejecting the null 
hypothesis, or alternatively the probability of correctly 
detecting a true effect when an effect is present. In other 
words, power is the probability avoiding a Type II error (1 
– β) [12]. If power were 0.6 (60%) for a study, it suggests that 
if we were to run an experiment 100 times, 60 of those itera-
tions would demonstrate an effect. Traditionally, a thresh-
old of 0.8 (80%) is used as an acceptable level of power, 
though different thresholds may be reasonable depending 
on the study design [16]. However, some critics believe 
this threshold is unattainable even for high quality studies, 
particularly when considering studies with inherently small 
samples, such as many of those related to surgical science 
or rare diseases [4]. For example, studies with inherently 
small sample sizes including some surgical studies may still 
be able to yield important clinical findings. However, par-
ticularly with respect to null findings, it is always critical 
to bear in mind whether a study was adequately powered to 
detect an effect.

Ideally, power is calculated a priori, meaning before 
the investigation begins. This means that the conditions of 
a study can be set to ensure the power threshold (0.8) is 
achieved. There are four main variables that can be manipu-
lated to increase power: alpha (α), sample size, effect size, 
and variance. As previously discussed, the α is regarded as a 
threshold for rejecting or failing to reject the null hypothesis; 
therefore, raising the p value threshold will make observ-
ing a difference more likely since there is a wider range 

of acceptable p values. Since power is a measure of likeli-
hood to detect a difference when a difference is truly present, 
manipulating to a p value to increase likelihood of rejecting 
the null will increase power.

Power can also be modified by manipulating the sample 
size. Since power is ideally calculated before a trial is run, 
it can be used to determine how many data points, patients, 
or samples are needed to detect the underlying effect. In 
this way, increasing sample size makes obtaining adequate 
power more likely; however, increasing sample size also 
increases the likelihood of Type I errors (false positives) 
[16]. Moreover, it is not always economically or practically 
feasible to increase a sample size (for example, monetary 
reasons), and it may delay project completion [16]. Thus, 
there is a delicate balance when determining sample size. 
How we choose to calculate sample size relies on what kinds 
of variables the study is analyzing (continuous, binomial, 
categorical) and whether the study design is within-subjects 
or between-subjects [18]. Calculating sample size or pre-
forming a power analysis by hand can be quite complex, but 
automated calculation is prevalent using available resources 
(free and paid) as shown in Table 1.

The final component needed for a power analysis or sam-
ple size calculation is the effect size, which is the strength of 
the relationship between the variables. Alternatively, effect 
size can be defined as the magnitude of difference between 
the two groups. For example, when comparing the odds of 
pain relief among a group of patients who received surgical 
intervention to a group who were managed conservatively, 
an effect size or odds ratio of 1.5 would suggest the group 
who received surgery had 50% higher odds of achieving 
pain relief. The effect size differs between experiments even 
when parameters are completely identical; therefore, the true 
effect size is often estimated by creating a normal distribu-
tion from the other experimental effect sizes [18]. A larger, 
more detectable effect size correlates with increased power 
and hence a lower sample size will be needed. However, 
when performing a power calculation, the estimated effect 
size should be derived from existing literature and prudent 
clinical judgement. The importance of designing experi-
ments with eventual statistical analysis in mind is clearly 

Fig. 1  Relationship between 
actual truth of the null hypoth-
esis and statistically-based 
acceptance or rejection
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evident when considering this aspect of power. The effect 
size can also be set depending on known values of clinical 
significance, such as minimal clinically important difference 
(MCID) [16, 18]. It should be noted that well-powered stud-
ies that may find statistically significant results do not nec-
essarily yield clinically meaningful results. Thus, defining 
the effect size with values such as MCID in mind may help 
reduce confusion when discussing statistical significance in 
clinical research.

Power is also affected by the variance. Translated into 
layman’s terms, variance is a measure of spread. Increased 
variance can generate heterogeneity of the treatment effect, 
which can decrease the likelihood of observing an underly-
ing effect. Increased spread may, therefore, result in lower 
power. However, it is important to balance the homogeneity 
of the population against the need for externally valid and 
generalizable results.

To demonstrate the sample size calculation process, we 
pose an a priori power analysis using the Power and Sample 
size free online calculator (Table 2). We are interested in 
comparing the time to ACL reinjury after reconstruction 
for female soccer players versus non-soccer athletes [1]. To 
complete this survival analysis, we need to determine the 

sample size needed for the included cohorts matched accord-
ing to a 1:1 ratio. We will analyze this using a two-tailed 
hypothesis test, splitting alpha in half at both extremes of 
the normal distribution (0.025). We have chosen a two-tailed 
test, because we are interested in seeing if there is a differ-
ence between soccer players and non-soccer athletes. If we 
were interested in seeing if non-soccer athletes do better 
than soccer players, a one-tailed test would be appropriate. 
Though tempting, especially because significance is more 
easily achieved when alpha is applied to only one tail, we 
need to analyze both the possibility that non-soccer athletes 
do better than or worse than soccer players, meaning we 
must analyze using a two-tailed p value.

Moving on to the Power and Sample size online cal-
culator, we will select the option for analyzing two-tailed 
hypothesis testing for time-to-event data, since this is what 
a survival curve reveals. According to convention, alpha is 
defined as 0.05 and the desired power as 0.8. A hazard ratio, 
or an effect size, must then be estimated as well. This is 
the ratio of how often ACL reinjury occurs in soccer play-
ers versus non-soccer athletes, over time. In this case we 
will estimate a hazard ratio of 2, indicating an assumption 
that soccer players will have an ACL tear twice as often 

Table 1  Suggested resources for sample size calculation

*R is a commonly used statistical programming language. These R packages include code that defines various useful functions. Many more R 
packages are available for download on the Comprehensive R Archive Network: https:// cran.r- proje ct. org/

Program Cost of use Link

G*Power Free http:// www. gpower. hhu. de
PASS Paid https:// www. ncss. com/ softw are/ pass
nQuery Paid https:// www. stats ols. com/ nquery- sample- size- and- power- calcu lation- for- succe 

ssful- clini cal- trials
R Packages*
Pwr Free https:// cran.r- proje ct. org/ web/ packa ges/ pwr
Trial Size Free https:// cran.r- proje ct. org/ web/ packa ges/ Trial Size/
PowerUpR Free https:// cran.r- proje ct. org/ web/ packa ges/ Power UpR/
powerSurvEpi Free https:// cran.r- proje ct. org/ web/ packa ges/ power SurvE pi/ index. html
Programs (Paid)
Systat Paid https:// systa tsoft ware. com/
Statistica Paid https:// www. tibco. com/ produ cts/ data- scien ce
SAS (PROC POWER) Paid https:// suppo rt. sas. com/ docum entat ion/ onlin edoc/ stat/ 141/ power. pdf
SPSS (SamplePower) Paid https:// www. ibm. com/ docs/ en/ spss- stati stics/ saas? topic= featu res- power- analy sis
STATA (power) Paid https:// www. stata. com/ featu res/ power- and- sample- size/
PASS Paid https:// www. ncss. com/ softw are/ pass
Microsoft excel
XLSTAT Paid https:// www. xlstat. com/ en/
PowerUp Free https:// www. causa leval uation. org/ power- analy sis. html
Online resources
UCSF sample size calculator Free Sample Size Calculators (sample-size.net)
Genetic power calculator Free https:// zzz. bwh. harva rd. edu/ gpc/
Power and sample size Free http:// power andsa mples ize. com/ Calcu lators/

https://cran.r-project.org/
http://www.gpower.hhu.de
https://www.ncss.com/software/pass
https://www.statsols.com/nquery-sample-size-and-power-calculation-for-successful-clinical-trials
https://www.statsols.com/nquery-sample-size-and-power-calculation-for-successful-clinical-trials
https://cran.r-project.org/web/packages/pwr
https://cran.r-project.org/web/packages/TrialSize/
https://cran.r-project.org/web/packages/PowerUpR/
https://cran.r-project.org/web/packages/powerSurvEpi/index.html
https://systatsoftware.com/
https://www.tibco.com/products/data-science
https://support.sas.com/documentation/onlinedoc/stat/141/power.pdf
https://www.ibm.com/docs/en/spss-statistics/saas?topic=features-power-analysis
https://www.stata.com/features/power-and-sample-size/
https://www.ncss.com/software/pass
https://www.xlstat.com/en/
https://www.causalevaluation.org/power-analysis.html
https://zzz.bwh.harvard.edu/gpc/
http://powerandsamplesize.com/Calculators/
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as non-soccer players. We also assume an overall ACL 
tear rate of 10%, and an equal number of patients in each 
group (equal proportion of sample in soccer and non-soccer 
groups). Under these assumptions, we would need a sample 
size of 653 patients. This decreases to a sample size of 260 
patients with a hazard ratio of 3 (Fig. 2).

In the case above, an a priori power analysis was con-
ducted, which can be very helpful when designing a new 
study. However, a post hoc power analysis can be performed 
after the study has been completed if necessary. Supporters 
of post hoc power analyses argue that in studies evaluating 

surgical interventions, which often have smaller sample 
sizes, traditional power analyses can be difficult to perform, 
since the effect size may not be known or may be difficult 
to estimate for never-performed surgical procedures [3, 4]. 
Furthermore, retrospective power analyses can be useful 
when a statistically non-significant result is obtained in a 
small study. For example, a null finding may stem from low 
power or a truly small effect. A post hoc power analysis can 
help distinguish these findings. However, post hoc power 
analyses can be somewhat redundant, because they depend 
directly on the p value. The less significant the p value from 

Table 2  Definitions and key 
terms Type I error

 False positive
 Probability of Type I error is represented by alpha (α), which is manipulated by researchers but conven-

tionally defined as 0.05
Type II error
 False negative
 Probability of Type II error is represented by beta (β)

Power
 The likelihood of avoiding a Type II error (1 – β)
 Dependent on alpha, sample size, effect size, and variance (spread)
 Conventionally defined as 0.8

Effect Size
 Strength of relationship between variables
 Differs between experiments even when conditions are identical
 True effect size is often estimated from normal distribution of other experimental effect sizes
 Can also be defined with respect to MCID

Fig. 2  Example of sample size calculation for time-to-event data. (Figure adapted from http:// power andsa mples ize. com/ Calcu lators/ Test- Time- 
To- Event- Data/ Cox- PH-2- Sided- Equal ity.)

http://powerandsamplesize.com/Calculators/Test-Time-To-Event-Data/Cox-PH-2-Sided-Equality
http://powerandsamplesize.com/Calculators/Test-Time-To-Event-Data/Cox-PH-2-Sided-Equality
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the study, the larger the suggested sample size derived by 
the post hoc power calculation [5, 7, 8]. There can also be 
great variance or “noise” for an observed effect size, since 
even identically run experiments may vary in the magnitude 
of difference between groups, which undermines any direct 
calculation of power from the results. However, Bababekov 
et al. claim that redundancy can be an effective way to both 
ensure that results are being clearly communicated and to 
indicate whether further investigation on the topic may be 
useful [3, 4]. Moreover, if a p value indicates insignificance, 
but the power is extremely low, a researcher may benefit 
from changing their experimental design to ensure they are 
not missing a real world effect. Thus, while post hoc power 
calculations need to be interpreted with caution, there are 
some situations in which determining whether a study was 
adequately powered may be important for interpreting study 
results.

Amidst the current discussion about improving reproduc-
ibility in clinical research, understanding power is necessary 
to maintain the integrity of published information. Moreo-
ver, an understanding of the importance of power mandates 
a more robust statistical education at large due to a need 
for better understanding of experimental design and subse-
quent statistical analysis. In the case of reporting power, we 
claim it is essential to teach researchers how to perform a 
priori power analyses before getting caught up in post hoc 
power, which can often lead to more confusion than clarity. 
Increasing research participation is a worthwhile and neces-
sary goal for the future of evidence-based medicine. Thus, 
it is important to remember that the quality of the resulting 
research depends on an effort to improve our understanding 
of the statistical underpinnings of clinical research.
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