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Abstract
The application of machine learning (ML) to the field of orthopaedic surgery is rapidly increasing, but many surgeons remain 
unfamiliar with the nuances of this novel technique. With this editorial, we address a fundamental topic—the differences 
between ML techniques and traditional statistics. By doing so, we aim to further familiarize the reader with the new oppor‑
tunities available thanks to the ML approach.
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Introduction

The use of artificial intelligence (AI) and machine learn‑
ing (ML) with respect to orthopaedic surgery datasets has 
intensified over the past few years [6]. Despite the increase 
in studies applying these novel techniques, many ortho‑
paedic surgeons remain unfamiliar with the concepts and 
how to incorporate AI into clinical practice [2]. With this 
editorial, we aim to clarify one commonly misunderstood 
aspect through exploration of the differences and similarities 
between classical statistical methods and AI. A fundamen‑
tal understanding of how AI and ML relate to the statis‑
tical techniques traditionally employed in the orthopaedic 
literature can help to bridge the knowledge gap and inform 

the average reader. The most important difference is that 
conventional statistics are model driven, while AI and ML 
are data driven, without an a priori understanding of the 
relationship between data and outcome. In AI and ML, the 
software recognizes patterns and creates data clusters which 
share common characteristics that may influence the out‑
come. While machine learning is technically not the same as 
artificial intelligence (machine learning is a subset of artifi‑
cial intelligence), the two terms will be used interchangeably 
throughout this editorial.

Machine learning methods

The most common type of ML that is relevant for orthopae‑
dic surgeons is called “supervised learning.” This approach 
consists of algorithms that analyse the relationship between 
“input” and “output” variables with the goal to learn how 
to predict a specified “output” given a set of “input” vari‑
ables. The “input” variables are also commonly called “pre‑
dictors” and consist of any variable in a data set that may 
influence or relate to an outcome. For example, in a national 
knee ligament registry, the “input” variables would include 
the patient demographic, radiographic, injury, and surgical 
details. In contrast, the “output” variables refer to the out‑
come of interest and, in the registry example, may include 
revision surgery, subjective outcome, or any other specified 
endpoints (infection, complication, length of stay, morbidity, 
mortality, etc.). Each patient in the registry therefore has a 
unique combination of “input” and “output” variables. The 
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idea is that given a large enough dataset (large number of 
patients, each with a large number of variables), a supervised 
ML algorithm can identify which variable combinations are 
associated with the outcomes of interest.

With supervised learning, the complete dataset (including 
both input and output) is first divided into “training” and 
“test” sets. A typical approach would be to randomly assign 
≈ 75% of the data to the “training” set while the remain‑
ing data ( ≈ 25%) would comprise the “test” set. Machine 
learning programs learn from the “training” sets and subse‑
quently develop an algorithm to predict the “output” based 
on a given “input”. The accuracy of this algorithm can then 
be assessed using the “test” set. The data is divided to ensure 
proper validation of the algorithm—the “test” set should not 
contain data that was used to develop the algorithm in the 
“training” set. This approach is termed supervised learning, 
because the outcome of interest is identified a priori and 
the computer is tasked with predicting its occurrence. The 
ultimate goal of supervised learning is to use the algorithm 
to predict the outcome for new, future data.

Less common ML methods include “unsupervised 
learning” and “reinforcement learning”. In unsupervised 
learning the data is not specified as “input” or “output” 
variables. Instead, the AI is given all of the variables and 
tasked with independently finding some structure in the 
complete dataset. Reinforcement learning refers to a trial‑
and‑error approach whereby the algorithm gains experience 
and knowledge over the course of time by constantly trying 
various associations. These algorithms can improve their 
accuracy over time in trying to achieve their goals. Rein‑
forcement learning has for example been used to develop AI 
algorithms for Chess or Go game play [5], which constantly 
improve by playing thousands of games against themselves 
and are eventually unbeatable by human champion players.

Statistics versus machine learning

The recent surge of orthopaedic literature incorporating ML 
raises a natural question: what is the novelty compared with 
conventional statistical techniques such as linear or logistic 
regression? Indeed, traditional statistics can also ascertain 
a relationship between input and output and have long been 
used for regression and classification tasks. Further, just as 
with predictive ML methods, once a relationship is identi‑
fied from old data, statistical approaches can subsequently 
be applied to new data. Some may even argue that both lin‑
ear and logistic regression are themselves machine learn‑
ing techniques. However, there are some important distinc‑
tions to be made between classical statistical learning and 
machine learning.

Statistical methods are typically top‑down approaches: 
it is assumed that we know the model from which the data 

have been generated (this is an underlying assumption of 
techniques like linear and logistic regression), and then the 
unknown parameters of this model are estimated from the 
data. In other words, it is assumed that we know how input 
variables are related to the output, which renders the inter‑
pretation of the results simple and the relationships between 
variables easy to understand. The potential pitfall is that the 
link between input and output is user chosen and may result 
in a suboptimal (i.e. less accurate) prediction model if the 
actual input–output association is not well represented by 
the chosen model. This may occur, for instance, if a human 
user chooses linear regression while in reality the relation‑
ship between input and output is non‑linear, or when many 
input variables are involved.

Machine learning methods, in contrast, are bottom‑up 
approaches. No particular model is assumed, but one begins 
with the data and an algorithm develops a model with pre‑
diction as the main goal. The resulting models are often 
complex, and some parameters cannot be directly estimated 
from the data. Instead, they are either chosen from relevant 
previous studies or tuned during the training in order to 
give the best prediction. Relative to the traditional statisti‑
cal methods, ML algorithms can handle a larger number of 
variables, but also require a larger sample size for analysis. 
In other words, ML is capable of handling complex interac‑
tions in large datasets to predict outcome with greater accu‑
racy, but the models need a greater number of input–output 
pairs to learn from.

A recent orthopaedic example of how ML can handle 
many variables with complex interactions can be found 
in the analysis of the Norwegian Knee Ligament Register 
(NKLR) [3]. In total, 24 input variables were classified as 
“predictors” and the outcome of interest was revision ante‑
rior cruciate ligament (ACL) reconstruction. First, the model 
analysed the association between the predictor variables and 
true outcome for ≈ 18,000 patients. The result was an algo‑
rithm designed to predict revision surgery. The performance 
of the algorithm was tested on the remaining ≈ 6000 patients 
in the NKLR. Further, through a technique known as feature 
selection, the large number of variables initially included in 
the model (24) were pared down to the minimum number 
necessary for prediction without sacrificing accuracy. This 
resulted in an algorithm capable of revision prediction that 
only requires the input of five variables. The ability to real‑
ize the complex interactions between all the variables while 
also eliminating those with minimal contribution to outcome 
prediction is a hallmark of ML techniques.

The primary distinguishing feature of ML methods is the 
fact that they are data driven rather than user chosen with 
the goal of accurate prediction. This prevents the error of 
applying the wrong statistical model to the dataset which 
may limit accuracy. These models are not without limita‑
tions however, especially regarding clinical utility. Since the 
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focus of ML is primarily on prediction accuracy rather than 
on identifying relationships, the biggest downside to ML 
approaches relates to interpretability of the models, which 
explains why some models are termed black‑box models 
(e.g. neural networks). In striving for optimal prediction 
accuracy, an understanding of how the algorithm determined 
the prediction may be sacrificed for the black‑box models.

Predicting injury risk: an example of two 
techniques

Both traditional statistical techniques and ML can be used to 
predict the occurrence of an event. For the purposes of illus‑
tration, we will walk through an example of both approaches 
to the prediction of knee injury risk in a soccer player. Two 
risk factors (training load and history of previous injury) will 
be used for analysis. Estimating injury risk is a binary clas‑
sification task (YES or NO), and in the following paragraphs 
it is described how logistic regression (traditional statistics) 
and random forest classification (ML technique) can tackle 
this problem.

In logistic regression, the model is chosen by the user. In 
this case, a model equation is created where the probability 
of sustaining an injury is linked to the input via a math‑
ematical function. The baseline risk corresponding to zero 
training load and zero previous injuries is defined by a spe‑
cific parameter. If there is some interaction between training 
load and previous injuries (for example, reduced training 
load after an injury), this can be added to the model as well. 
Several parameters are then estimated from the available 
data and indicate how much each predictor contributes to the 
overall injury risk. This method is relatively straightforward 
in the case of only two risk factors to consider. However, a 
more realistic scenario is one with a larger number of pos‑
sible contributing predictors such as age, playing position, 
playing surface, shoe type, body weight, height, weather 
conditions, results of physical testing, morphological param‑
eters, and many more. In that case, the situation may quickly 
become extremely complex. All possible pairs of predictors 
and their potential interactions (and maybe even non‑linear 
effect types) must be considered, making it difficult to detect 
and quantify individual contributions given the magnitude of 
the equation. The advantage of logistic regression lies in the 
fact that, once the model is defined, the process of calculat‑
ing injury risk for each new individual is straightforward, 
easy to understand, and reproducible.

Machine learning can address the matter of complexity in 
this scenario. In this example, a method called random forest 

[1] approach can be used to estimate injury risk. As the name 
suggests, a random forest consists of several individual clas‑
sification trees like the one depicted in Fig. 1.

To estimate the risk for a given soccer player for this 
single classification tree, one starts at the top of the tree 
with the first risk factor, “Previous injuries.” Working down 
through the algorithm, each split either leads to the next 
decision point (split) or to a node (also called leaf) denot‑
ing the estimated risk score along the bottom of the figure. 
The probability of sustaining an injury is represented by the 
black shaded portion of the leaf and is highest on the far 
right of the figure.

The injury risk for the entire random forest is obtained as 
a combination of the results from the individual trees. These 
individual trees are visually easy to understand and auto‑
matically take interactions into account due to the cascading 
nature. No user‑based model choice needs to be done before‑
hand as all interaction terms are data driven. This allows the 
individual trees and resulting random forest to effectively 
manage a large number of predictors. Although the inter‑
pretability of an entire forest is very difficult relative to the 
individual trees, the ability to predict injury risk is greatly 
improved owing to the high accuracy of the model based on 
the complex interactions between variables.

Conclusion

The biggest difference between traditional statistics and AI/
ML is the approach to the model generation. In statistics, 
a mathematical model is created by the user while in ML, 
the model is essentially created by the algorithm based on 
the available data. The result is that ML is in general supe‑
rior when handling many variables—especially if there are 
complex interactions between these variables. While better 
suited for handling complex datasets, ML approaches often 
sacrifice interpretability relative to standard statistics since 
the goal is to optimize prediction accuracy. Interpretable ML 
or explainable AI [4] represent recent research approaches 
aimed at providing solutions for this weak spot, meaning that 
interpretability may improve with future models. The impact 
of ML on the orthopaedic literature will continue to increase 
and it is important for clinicians to understand the appli‑
cations, limitations, and interpretation. Otherwise, clinical 
translation of new knowledge may be inhibited, slowing the 
growth of the speciality. The more the orthopaedic commu‑
nity can embrace this novel approach, the sooner its potential 
will be unleashed.
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