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Abstract Brazing of nickel-based alloys plays a major role in the assembly of turbine components, e.g.,
abradable sealing systems. In a brazed joint of nickel-based alloys a composition of brittle and ductile phases
can be formed if the brazing conditions are not ideal. This heterogeneous microstructure is a crucial challenge
for predicting the damage behavior of a brazed joint. The initiation and evolution of microdamage inside of
the brittle phase of a virtual dual-phase microstructure representing the material in a brazed joint is studied
by means of numerical simulations. A phase field approach for brittle damage is employed on the microscale.
The simulation approach is capable of depicting phenomena of microcracking like kinking and branching due
to heterogeneous stress and strain fields on the microscale. No information regarding the initiation sites and
pathways of microcracks is needed a priori. The reliability of calculating the effective critical energy quantities
as a microstructure-based criterion for macroscopic damage is assessed. The effective critical strain energy
density and the effective critical energy release rate are evaluated for single-phase microstructures, and the
approach is transferred to dual-phase microstructures. The local critical strain energy density turns out to be
better suited as a model input parameter on the microscale as well as for a microstructure-based prediction of
macroscopic damage compared to a model employing the energy release rate. Regarding the uncertainty of
the model prediction, using the effective critical energy release rate leads to a standard deviation which is five
times larger than the standard deviation in the predicted effective critical strain energy density.

Keywords Microdamage - Strain energy density - Energy release rate - Crystal plasticity - Virtual laboratory -
Brazed nickel-based alloys

1 Introduction

Brazing is a common choice for joining and repairing parts made of nickel-based superalloys. To achieve a joint
suitable for high temperatures the brazing metal is based on nickel with melting point lowering elements like,
e.g., silicon or boron. During brazing the melting point lowering elements diffuse fast into the base material
causing the brazing metal to solidify isothermally. This process is known as transient liquid phase bonding
or diffusion brazing [1,2] and aims for a smooth transition of mechanical properties between the base metal
and the brazing layer. However, isothermal solidification needs sufficient time to be completed to prevent
the formation of brittle intermetallic phases. This poses strict requirements to the parameters of the brazing
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Fig. 1 Left: schematic top view of a honeycomb double-foiled segment with capillary braze, right: exemplary microstructure

(contrast of back-scattered electrons) of the brazing layer in a honeycomb double-foiled segment as a composition of brittle and
ductile phases, figure taken from [7]

like duration and temperature which are hard to meet in reality especially for wide gaps between the joining
partners [3,4].

An example for the formation of detrimental intermetallic phases is the abradable labyrinth sealing systems
of a turbomachinery. Such sealing systems are commonly used to minimize leakage flows in the secondary air
system of a turbomachinery. They are composed of a rotor that rubs into a static liner structure. A common
liner is a honeycomb structure which is brazed onto a carrying plate. During brazing the braze metal can rise
up to the later rubbing surface and forms a layered composite with the base metal as schematically shown on
the left side of Fig. 1. A typical microstructure of the brazing layer is shown on the right side of Fig. 1. The
identified phases are y-nickel solid solution (1), a silicon-rich phase that is potentially NiSi (2) and several
silicides that are rich of nickel and chromium (3). Apart from the ductile y -nickel solid solution, the identified
phases exhibit both high hardness and brittle behavior [5,6].

Further examples of brittle-ductile microstructures have been studied by Li and Schulson [8]. They exper-
imentally studied fracture mechanisms in brittle nickel silicides which were toughened by the addition of a
ductile phase of y-nickel solid solution. The potential of improving the fracture toughness of high-temperature-
resistant alloys as well as the existence of brittle phases in an abradable liner structure motivates an assessment
of microcracking as a critical damage mechanism that is controlled by the heterogeneous microstructure. As
the production of samples with a controlled variation of microstructural parameters is cumbersome, in this
work, a computational model capable of predicting mechanical damage in various microstructures is proposed
instead. Preliminary crystal elastic—plastic micromechanical simulations indicate the initiation of damage
inside of the brittle phases that potentially induces the failure of the whole material. Only for dominantly
ductile microstructures one can expect a shift from brittle to ductile failure [7].

So far, to the best of our knowledge, no explicit modeling of the evolution of microdamage in brazed
nickel-based alloys has been done. The modeling of cracks as discontinuities can be divided into discrete and
smeared/diffused methods. Among discrete methods there is the extended finite element method (XFEM) [9—
12], the element-free Galerkin method [13,14], the discontinuous Petrov-Galerkin method [15], the extended
isogeometric analysis (XIGA) [16,17] and the cracking particle method [18,19]. Major challenges in discrete
methods are the necessary remeshing to reduce mesh dependency of crack paths and the need of enriched
shape functions near crack tips (see, e.g., [20]).

The diffused phase field approach for damage in comparison is a straightforward and universal method
that is based on a multi-field solution in which the deformation and damage field variables are coupled in a
bidirectional manner [21]. The phase field approach for damage is especially promising for modeling damage on
the microscale. Complex crack patterns due to heterogeneous microstress and strain fields as well as multiple
crack initiation sites and coalescence of cracks can be considered without any restrictions. A phase field



Predicting mechanical failure of polycrystalline dual-phase nickel-based alloys

approach can also depict partial damage in a microstructure which potentially leads to a stress redistribution
and should therefore be incorporated in the microdamage simulation. Furthermore, strict discontinuities as
modeled in discrete approaches are not necessarily the optimal description of cracks unless one is looking at
an ideal crack based on the debonding of atomic layers. On scales larger than the atomic scale one has to deal
with a composition of several cracks and pores forming on a smaller scale in the process zone of the crack
that is to be modeled. The phase field approach for damage as a diffused method is able to account for such a
damage process zone in the vicinity of a crack in a homogenized manner.

Li and Zhou [22] used an embedded cell approach to calculate a microstructure-based fracture toughness
by calculating the J-Integral around a microstructurally resolved crack tip. This is a reasonable approach if the
heterogeneities of the microstructure are large and therefore on the same scale as the macroscopic crack. In this
contribution the focus lies on the case where the heterogeneities of the microstructure are much smaller than
the macroscopic crack to facilitate a clear separation of scales. This case was also studied by Chakraborty et al.
[23,24] for fracture of nuclear grade materials by means of phase field damage simulations. They focused on
the influence of multi-axial loading conditions on the fracture behavior of microstructures which were porous
on different scales. In our contribution the promising phase field approach for damage will be transferred to
polycrystalline and dual-phase microstructures.

The goal of the present work is threefold. First, the applicability of a phase field approach for microdamage
in a brittle single-phase polycrystalline microstructure will be assessed together with a comparison of two
common formulations of the surface density functional. Second, the feasibility of calculating effective values
for the critical strain energy density and the critical energy release rate based on averaging over a volume element
(VE) representing the microstructure will be studied. Third, we aim at a better understanding of the role of
microstructural parameters in the initiation and propagation of microcracks in dual-phase microstructures.

2 Constitutive modeling of the brittle and ductile phases

In this section the constitutive models used to describe the material behavior of the individual phases are
presented. All possible phases are represented by one brittle and one ductile phase. In both phases an anisotropic
elastic behavior with cubic crystal symmetry is considered. Plastic deformation in the ductile phase is depicted
along the crystallographic slip systems. Damage is restricted to the brittle phase as the focus lies on the risk
of quasi-brittle failure behavior as a critical damage mechanism in brazed joints of nickel-based alloys. The
employed constitutive laws are implemented in the simulation toolkit DAMASK [25] provided by the MPIE
in Diisseldorf.

2.1 Phenomenological crystal elasto-plasticity for the individual grains

For the mechanical behavior of the ductile phase of nickel solid solution (phase 1 in Fig. 1), a phenomenological
elastic—viscoplastic material law is used which considers the face-centered cubic (fcc) crystal structure of an
individual grain. The elastic deformation F depicted by the Green-Lagrange strain tensor E. = 1/ 2(F;:FFe -I
causes a stress following the generalized Hooke’s law. Here, I is the second rank identity tensor. In the employed
framework the second Piola-Kirchhoff stress tensor in the plastic configuration S, is calculated as

Sp=C:E,. )

The 4th-order elastic stiffness tensor C in Eq. (1) inherits the symmetries of the cubic crystal lattice for which
three independent elastic constants are required (C11, C12 and Cy4q) [26]. A multiplicative decomposition
divides the total deformation gradient F into a lattice preserving plastic deformation step followed by a lattice
distorting elastic deformation step, F = F.F}. The plastic velocity gradient L, is needed to calculate the rate of

the plastic deformation gradient as F, = LF,,. The plastic deformation is assumed to follow the slip systems
of the underlying crystal lattice. For a fcc crystal lattice, a flow rule can be formulated as

12
Ly=) y*m“®n", @)
=1
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which is composed of the slip direction m® and the normal of the slip plane n® defining the slip system «
[25]. According to the phenomenological power law of Rice, Hutchinson and Peirce [27-29], the shear rate of
plastic deformation y* in the slip system « can be calculated as

n

sgn (7%). 3)

o
o
TC

VE=w

Here, the Schmid shear stress 7% = Sy : m“ ® n” acts as a driving force for dislocation movement and is
compared to the material-dependent critical resolved shear stress & in the slip system «. The reference shear
rate 5 serves as a proportional factor in the corresponding slip system. The stress exponent n controls the
dependency of the strain rate and the shear stress. Decreasing values of n account for increasingly viscoplastic
material behavior. For strain-hardening materials, the critical resolved shear stress increases during plastic
deformation according to
12
= haw
a’'=1

The hardening matrix /-’ represents the interaction of dislocations in the same slip system (o’ = «) as well as
between distinct slip systems (o’ # «), thereby accounting for active and latent hardening. It can be described

as
a .L.O[/

sgn|1——<]). 5)
Too

The resistance against dislocation slip is limited by a saturation value 7o, which is assumed to be equal for all
slip systems. i1 and a are used to fit the relation between the critical resolved shear stress and the corresponding
element of the hardening matrix /4. In all 12 slip systems the hardening parameters are assumed to be the
same for the case of the fcc crystal structure [25]. The matrix g4, assigns a factor of 1.0 for coplanar slip
systems and 1.4 for systems with distinct slip planes.

Fischer et al. [30] identified the corresponding material parameters for Haynes 214 by comparing exper-
imental tensile tests with virtual tensile tests on a polycrystalline representative volume element (RVE) at
different strain rates. Jamaloei et al. [31] found Ni3Si precipitates in the ductile phase of a brazed nickel-based
alloy. Due to an identical crystal structure and a similar size of the Ni3Si and the y’ precipitates in Haynes
214 the already identified material parameters of Haynes 214 should be suitable for the ductile phase found
in a brazed nickel-based alloy. The crystal elastic constants for the individual grains of the ductile phase were
chosen so that they match the effective Young’s modulus E and Poisson’s ratio v of a quasi-isotropic polycrys-
talline tensile sample while retaining a single-crystal anisotropy factor typical for a nickel-based alloy (Zener
ratio of A = 2.4) [32].

The hard phases in the microstructure (phases 2 and 3 in Fig. 1) are regarded as purely brittle. They
are collectively given a linear crystal elastic material behavior according to Eq. (1) that matches the elastic
properties of Ni3Si as a representative of the brittle phases. The crystal elastic constants of NizSi are taken
from first principle calculations done by [33]. When doing so, the brittle phase has a moderate single-crystal
anisotropy factor with a Zener ratio of A = 1.6. Any minor amount of plastic deformation in the brittle
phase is neglected as the expensive determination of the material parameters of crystal plasticity would not
be reasonable in this case. Additionally, the damage in the brittle phase is explicitly modeled which already
accounts for crack blunting mechanisms (cf. Sect. 2.2). The constitutive parameters used for the crystal elastic
behavior of the brittle phase as well as for the crystal elastic—plastic behavior of the ductile phase are listed in
table 1.

pel (4)

o

1_TL
T
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haa/ = th/hO

2.2 Modeling of damage in the brittle phase

For the continuous process of microdamage in the brittle phase a phase field-based approach for brittle fracture
based on that proposed by Miehe et al. [21] is employed. It is a variational formulation of damage in which the
sum of the stored elastic energy and the surface energy of cracks in a body build up the total energy functional.
The principal variables are the deformation expressed as the elastic Green-Lagrange strain tensor E. and the
phase field expressed by the order variable ¢. The order variable is defined as the complement of a classical
damage variable d and describes a decrease of order at a point in the material during an increase of damage

¢g=1-d with 0<p<1, ¢ <0. ()
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Table 1 Parameters of the crystal elastic—plastic constitutive laws used in the individual grains on the microscale for both phases
[30,32,33]

Parameter Ductile phase Brittle phase

Crystal elasticity

Ci1 [GPa] 245 317
Ci2 [GPa] 150 162
Cy4 [GPa] 124 123
Crystal plasticity
a[-] 1.75 -
yo [s™'] 0.4 -
ho [MPa] 1000 -
n[-] 15 -
7. [MPa] 220 -
Too [MPa] 650 -

Fig. 2 Spatial distribution of the damage variable d (x) for a sharp crack (left) and a regularized crack topology (right)

A regularization of the crack topology based on an exponential function is employed to avoid discontinuities in
the displacement field which is visualized in one dimension in Fig. 2. The regularized crack topology consists
of a core zone of complete damage where the damage variable d is equal to one and a process zone of partial
damage which surrounds the core zone.

In terms of the damage variable d, the regularized crack topology in one dimension can be written as

d (x) = exp (—m> . (7

le
Here, the length scale parameter /. controls the size of the process zone of partial damage surrounding the core
zone. An ideally sharp crack would be found in the center of the core zone. Exponential approach (7) solves
the differential equation
d (x) —12d" (x) = 0. (8)

The weak form of this differential equation is obtained by multiplication with a test function d and partial
integration
0 ~ ~
/ (dd + lgd’d’) dx = 0. )
—00

From the weak form, one can derive the functional
1(d) = / (d* +12d"*) dv. (10)
Q

If one inserts regularized crack topology (7) into this functional and uses dV = TI'|.dx, the value of the
regularized crack surface I', is
1
M= 51 (d =), 11

k=70 an
The regularized crack surface I';, converges toward the surface area I" of the ideally sharp crack for [, — 0.
Based on (10) and (11), a crack surface density agyface can be calculated. In three dimensions, it is composed
of a non-local part containing the spatial gradient of the order variable and a local part containing the order
variable itself

1 2 1 2
Asurface = Elc [Vol” + g (I-9)”. (12)
c
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Two different formulations of the crack surface density functional are considered. The first one is original
formulation (12) with a quadratic local part. The second formulation differs from the original one by a modifi-
cation of the local part from a quadratic to a linear function in order to achieve a compact support of the crack
as pointed out in [21,34]

1 1
Gsurtace = le Vol + ~(1=9). (13)
C

This compactness of the crack is related to the amount of neighboring material that takes part in the damage
process and is further discussed in the results section. Despite its benefits in depicting a sharp crack, no
consistent mathematical foundation for this modified formulation of the crack surface density functional is
known to the authors. )

In rate form, one obtains the principle of virtual power comprising the rate of stored elastic energy E and
the rate of dissipation D due to the growth of fracture surface and the external power P

E+D-P=0. (14)

Two contributions to the evolution of the stored elastic energy are distinguished that are associated with the
change of the order variable and the change of the elastic deformation

E:/ WedV=/ ((8pWe) @ + (8, We) Ee) dV. (15)
Q Q

The elastic energy stored in the body is degraded during damage. As the degradation function, a quadratic
approach g(¢) = ¢2 is chosen to account for a saturation of degradation as the state of complete damage is
approached. For the degraded elastic energy density one obtains

1
We = 5(,)2 Sp: Ee. (16)

For the second term in the power balance one has to calculate the work that is dissipated during the growth
of crack surface. The crack surface density agyrface can be calculated from the field of the order variable
representing the regularized crack topology using (12) or (13). The dissipation is then calculated as the rate
of the crack surface density multiplied by a material-dependent surface energy density g. integrated over the
whole domain of the body

D= gc/ Asurfaced V Z/ Wsurfacedv Z/ (5¢Wsurface)¢dv- (17)
Q Q Q

Based on the principle of virtual power (14) one can derive the balance equations of the coupled problem. The
balance equation for the elastic body can be written as

Div (Sp) +b =0, (18)

where the stress is calculated from Hooke’s law in which the constitutive tensor C is degraded by the above-
introduced quadratic function g(¢) = ¢?

Sp = 85, We = ¢°C: E. (19)

For the evolution of the order variable, one obtains in the standard formulation

wig), = —w)% — 9 (C: Be) : Ee + geleAg. (20)

C

If one uses the linear model with compact support instead, one gets

. 8
w9l =T =9 (C: Eo) : Ee+ geleAg 21

C
as an evolution equation for the order variable. The left-hand sides of Egs. (20) and (21) are penalty terms that
enforce a monotonous decrease of the order variable to depict an irreversible damage process. Any positive rate
of ¢ will add artificial energy to the system. The sensitivity of this penalization is controlled by the numerical
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Fig. 3 Schematic pointwise stress—strain curves for a homogeneous damage field for the quadratic (left) and linear (right)
formulation of the surface energy density

parameter u. From (21), one can extract directly the local critical strain energy density W, which defines the
point of damage initiation as the ratio of the model parameters g. and /.

_lgc

We = -—. 22
c= 50 (22)

For standard formulation (20), one cannot determine the local critical strain energy density a priori as the
resistance against the accumulation of damage depends on the current state of the order variable. In other
words, there is no purely elastic regime as damage will start as soon as the deformation begins. Therefore,
one is restricted to an explicit phase field simulation of the specific damage field to determine the local critical
strain energy density that leads to an unstable damage behavior of the material. Following Pham et al. [35],
schematic stress—strain curves for a homogeneous, one-dimensional damage field for the quadratic and linear
formulations of the surface energy density are shown in Fig. 3. At this point we look at the pointwise stress—
strain behavior and do not consider possible localization of damage as will be discussed later for heterogeneous
microstructures. The quadratic formulation shows no purely elastic regime. A stage of gradually increasing
damage is followed by a softening regime with a smooth transition between both stages of deformation. The
linear formulation shows a purely elastic regime that is followed by softening with an abrupt transition between
the two stages of deformation. Mathematical consistency in the calculation of the crack surface area can only
be shown in the standard formulation with a quadratic local part of surface energy density (12) but not for
modified version (13). This should be kept in mind when comparing results of the standard and the modified
version in Sect. 4.3.

3 Micromechanical simulation setup for calculation of fracture energy quantities
3.1 Geometry and boundary conditions

The field of the deformation gradient F and the order variable ¢ are concurrently coupled and solved in
a staggered scheme using a spectral solver provided in the computational framework DAMASK [25]. The
spectral solver is based on a fast Fourier transform which is restricted to a regular solution grid and periodic
solutions but is significantly faster than a FEM-based solution scheme if one is interested in periodic fields
like for example an RVE. For time integration a fixed point iteration (implicit Euler scheme) is used. The
computational domain considered is a microstructural VE consisting of an artificially generated aggregate
of convex grains. The generated geometry is periodic, which corresponds to the periodic solution field of
the spectral solver. A modified Voronoi tessellation is employed in which the sphericity of the grains is
iteratively increased to avoid small angles in the polyhedrons representing the grains. An example of an artificial
polycrystalline microstructure is given in Fig. 4. The focus of this study lies on the effect of microstructural
heterogeneity on the microdamage behavior. The heterogeneities of interest are the crystallographic mismatch
between grains and the mechanical contrast between phases. Therefore, the morphology of the grains is not
studied in further detail.

A random crystallographic orientation is assigned to each grain as no texture was observed in the experi-
ments used for calibration and validation. For the modeling of a dual-phase microstructure the polycrystalline
grain structure is colored according to the desired volume fraction of the brittle and the ductile phases. Grain
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Fig. 4 Two-dimensional artificial polycrystalline microstructure under uni-axial tensile loading in x-direction with periodicity of
geometry in x- and y-directions

macro micro
W, W,

lcomponent

Representative Volume Element (RVE)

Fig. 5 Critical strain energy density W, as a local damage criterion on multiple scales. Effective values for W™ can be
calculated as the volume average of the strain energy density on the microscale at critical state of the deformation. Due to
different heterogeneities such as grains and phases the critical value for the strain energy on the microscale is in general higher
than on the macroscale

and phase boundaries are not explicitly resolved. They are implicitly considered by a jump in crystallographic
orientation or phase specific constitutive behavior at the intersection of two grains or phases. Uni-axial tensile
tests in the x-direction are performed to analyze the stress—strain response of the aggregate. A convergence
study regarding the resolution of microcracks revealed that a resolution as high as 512 voxels in each direction
is needed for reliable simulation results based on an two-dimensional RVE with 15 grains per edge. However,
preliminary simulations showed that a model with enough microstructural heterogeneities and sufficiently
resolved cracks is not yet computationally feasible in three dimensions. For this reason, the computational
domain is reduced to two dimensions. This is a simplification which leads to the modeling of prismatic grains,
neglecting three-dimensional pathways of the cracks. In Sect. 5.3 the limits of the two-dimensional approach
will be discussed in more detail.

3.2 Calculation of effective energy quantities

Two energy quantities are of interest for which effective values are to be calculated based on an RVE. This
means they should serve for the information transport of the material behavior from the microscale to the
macroscale. Here, these quantities are the critical strain energy density and the critical energy release rate.

The critical strain energy density is a local criterion for damage initiation that can be defined on multiple
scales. We define the component scale as the macroscale and the scale of the microstructural heterogeneities
as the microscale, see Fig. 5.
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The critical strain energy density on the macroscale, W™, is calculated as the volume average of the
strain energy density in the RVE when a critical state of deformation is reached

— 1 .
macro __ _ micro
W = Wl = 35— /W ferogy (23)

crit
Due to peaks of the stress and strain fields in a heterogeneous brittle microstructure the critical value for the

strain energy density on the microscale WCmicro will be in general higher than the macroscopic value. Only for
a perfectly homogeneous microstructure they will be the same on both scales, hence

Wcmacro < Wcmicro‘ (24)

As outlined in Fig. 6, scale coupling assumes that the edge length of the RVE, IryE, gives approximately two
times the dimension /J"*“" of the process zone accompanying a crack on the macroscale

IRVE ~ ZZénacro' (25)

The factor of two stems from the definition of /. as approximately half of the smeared crack width (see Fig. 2).

Furthermore, the dimension of the heterogeneities / needs to be small relative to the RVE and large relative
to the dimension /] of the process zone of a microcrack (see Sect. 4 for the corresponding studies). The
scale separation can be formulated as the inequality

lcomponent >> IRvE >> Iy >> lémcro. (26)

For the calculation of the critical energy release rate, the local critical energy release rate g. of the phase field
damage framework is distinguished from the effective critical energy release rate G that can be measured for
the whole specimen (globally) in fracture mechanical experiments, which then is calculated on the macroscale
as
Gmacro _ dnsample
C

= , 27)
dAproj

crit

where dIT is the increment of the total potential as the balance of external d Wey, and internal work d Wi, and
dApyoj is the increment of the projected crack surface measured on the macroscale. Additionally, energy release
rates on the macroscale and the microscale are distinguished as it is done for the critical strain energy density.
The effective critical energy release rate GI'“" in a VE representing the microstructure is calculated as

Gmicro _ dTTrvE
c

- (28)
dA micro

crit
Due to branching and deflection of cracks on the microscale the cumulative crack surface Apicro Will be in
general larger than the projected crack surface Ao that can be measured on the macroscale. Only for a crack
that is ideally sharp the increments in crack surface of the two scales are expected to be the same. If the volume
element is representative not only for the microstructure but also for the process zone of a macroscopic crack,
the increment in the total potential dIT should also be the same for both scales, hence

dAmicro > dAprj — GMIT0 < GmacTo, (29)

According to the results of Chakraborty et al. [23] the local and global value of the critical energy release rate
for a SENT specimen are not the same but show similar values. It is assumed that the local critical energy

release rate gi'*“™ on the macroscale can be calculated as

génacro — 2WCmacrolénacro . (30)

Based on this assumption and G & g™ inequality (29) serves to check the plausibility of the results.
The energy release rates on different scales are visualized in Fig. 6.
In case of a purely brittle microstructure, one can calculate the effective value of the critical energy release
rate from -
dITrve _ AWexe —d (W VrvE)

dAmicro crit dAmicro

micro __
G, =

(3D

crit
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Fig. 6 Critical energy release rates on multiple scales. Global values for the energy release rate are given a capital letter G, while

local values are given a small g. The difference between the geometries of a crack on the macroscale and cracks on the microscale
is highlighted

If the microstructure also contains a ductile phase, one must incorporate the plastic work W, in the ductile
phase in the calculation of the effective critical energy release rate. For linear elastic fracture mechanics to be
applicable the plastic deformation of the ductile phase has to be small. The effective critical energy release
rate can then be expressed as

Gf}nicr() _ dHRVE _ dWeXt —d (WVRVE) — de (32)

dAm; . dAm;
micro |crit micro crit

It is assumed that the deformation becomes critical when the Considere point in the volume-averaged engi-
neering stress—strain curve is passed
e _, (33)
de
For the calculation of the effective critical energy release rate, it has to be ensured that the phase field has
already localized to form pronounced cracks. First microcracks appeared visually when the order the minimum
value of the order variable reached ¢pin, < 0.01; hence, we demanded this as an additional requirement for the
minimal value of the order variable. This happens shortly after the Considere point in the volume-averaged
stress—strain curve. An exemplary volume-averaged stress—strain curve together with the microdamage patterns
at different levels of deformation is given in Fig. 7.

It should be noted that the RVE-based approach gradually loses its validity in the softening regime of the
volume-averaged stress—strain curve as the crack lengths approach the cell size of the RVE. Figure 8 shows
exemplary the evolution of the effective energy release rate Gpicro and the effective strain energy density
Whacro in the vicinity of instability of deformation. After the appearance of the first microcracks, one can find
a plateau during which Gpjcro shows very little fluctuation. If one follows the deformation further into the
softening regime, which is not depicted in Fig. 8, the values for Gpicro Will start to fluctuate strongly as the
microcracks approach a fragmentation of the volume element.

Regarding the calculation of the cumulative crack surface Amjcro it should be noted that we conduct a volume
integration of the crack surface density given by (12) and (13). This leads to larger values of A pjcro as one would
estimate based on the microcrack patterns as shown exemplary in Fig. 7. Hence, the corresponding values of
G micro are smaller. The reason for this is the incorporation of partial damage over the whole microstructure in
the case of a quadratic local part of crack surface density (12). In the case of a linear local part of crack surface
density (13) the lack of mathematical consistency is a possible reason for the overestimation of the cumulative
crack surface Amicro-

The horizontal white line in the second and third pattern of microdamage in Fig. 7 is associated with a small
numerical error caused by the steep transition in material behavior in the core zone of a crack. When trying to
reconstruct a jump function with a discrete Fourier transform, one encounters spurious Fourier modes known
as Gibb’s phenomenon. Fortunately, this spatial oscillation does not affect the results noticeably; particularly,
the volume averaged energy quantities are negligibly influenced by this error.
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4 Calibration and validation of the damage model in a single-phase brittle microstructure

The following sections evaluate the independence of the effective energy quantities with respect to the dimen-
sion /M of the process zone accompanying a microcrack and the validity of an RVE-based approach.

4.1 Convergence of effective energy quantities regarding the dimension parameter lg‘icr"

First, the dimension lf:“ic“’ of the microcrack process zone is decreased relatively to the grain diameter dgpain.
This means that the damage field transitions from a strongly diffusive pattern of partially damaged areas to
an increasingly stronger localization of damage that finally results in sharp cracks. During this transition, the
cracks do not only become more pronounced but are also increasingly deflected by the heterogeneities and tend
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to follow the boundaries between the heterogeneities due to the peaks in stress and strain that are present there.
When varying (I, one can keep either W™ or gl constant. One of the two local energy quantities on
the microscale will also vary according to (22). Figure9 shows a clear convergence of the effective critical
strain energy density W™ but no convergence of the effective critical energy release rate G2 if one keeps
wrmiero fixed. For a fixed g™ in contrast, Fig. 10 shows convergence of the effective critical energy release
rate Gg“icm but no convergence of the effective critical strain energy density W™, In fact, the effective
counterpart to the varying local energy quantity shows a dependence of lé“i"“’ according to (22) in both cases.
These studies show that a threshold for the maximum value of /™™ can be determined by the condition of
the separation of scales between a heterogeneity and a microcrack. Here, the separation of scales allows for
a clear distinction of the macroscopic and microscopic damage process zone, which leads to /"' no longer

coupling the macroscopic values of the strain energy density and the energy release rate.

4.2 Representativeness of microstructural volume element regarding effective energy quantities

Next, the validity of calculating effective energy quantities to transport information of the material behavior
from the microscale to macroscale is assessed. This is done by successively increasing the section of the virtual
microstructure while checking if the corresponding effective energy quantities converge to a saturation value.
This means the average number of grains inside of the VE is successively increased. Three different numbers
of grains with five different random realizations of the microstructure are evaluated in terms of the mean value
and the standard deviation of the effective energy quantities. The trend of the effective critical strain energy
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represent the standard deviation normalized to the mean value for five different artificial microstructures

density WM™ and the effective critical energy release rate G with respect to the number of grains is given
in Fig. 11. Clear convergence with a remaining variation of the mean value of 1% is observed for W™, but
no convergence is observed for G"“"°. The standard deviation due to micro-morphological variations can be

reduced for both quantities, but there is a positive trend of GM™™ with an increasing amount of grains in the
VE.

This is similar to what Gitman et al. [36] call a deterministic size effect.! In this study the value of the
effective critical energy release rate depends linearly on the absolute edge length of the volume element Iyg. A
dimensional analysis of the energy release rate can make the origin of this size effect clear. The increment in
energy is scaling with the volume (ZE,E), whereas the increment in fracture surface scales with the area (l%,E).
[36] observed an inverse size effect of the slope in the softening phase of a material stress strain response.
The question arises, why the two size effects show inverse behavior. An important difference to the size effect
observed in this study is the following. In contrast to a VE with one dominant localization zone, we evaluate
the effective critical energy release rate shortly after the point of instability, where the assumption of statistic
homogeneity of the material on the macroscale is still true in good approximation. Therefore, an increasing
number of grains in the VE also leads to an increasing area of localized damage as additional microcracks can
appear in the computational domain. Additionally, the size effect in this study is inherent in the definition of
the energy release rate.

To suppress the size effect, one can keep the size of the VE fixed while increasing the number of grains
which leads to a decrease in grain size. It is ensured that /J"" fulfills the separation of scales also for smaller
grains. The evolution of the effective critical energy release rate over the number of grains for a fixed size
of the VE is shown in Fig. 12. Now, the trend of the effective critical energy release rate shows a possible
convergence with respect to the number of grains in the VE (variation of the mean value of 5%).

[36] gave a physical explanation of their size effect with a dimensional analysis of the dissipated energy
in a zone of localized damage. However, it has to be clarified if the size effect in the present study is also
physically reasonable. We conclude that the observed size effect is not physically reasonable as an increasing
number of grains in the VE as well as an increasing grain size, which both increase the necessary dimension of
the component, would lead to an increased fracture toughness. Hence, the effective critical energy release rate
G can only serve as a qualitative measure as it depends on the length scale lvg that results from finding
a compromise between a macrocrack being sharp enough relative to the component dimension (maximum of
Ive) and the volume element being representative (minimum of /vg).

I A deterministic size effect can be described by an analytic relationship derived from, e.g., a dimensional analysis. A statistical
size effect would be, e.g., the probability of the weakest link increasing with the size of a sample leading to a decrease in strength
[36].
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4.3 Procedure for calibration and validation

Based on the studies in the previous sections regarding lé“ic“’ and the requirements for a valid RVE, the
following procedure for calibration and validation of the phase field-based damage criterion is derived:

1. Find an upper limit for lé“icm /Ineterogeneity for which the condition of the separation of scales between a
heterogeneity and a microcrack is satisfied.

2. Choose a sufficient amount of heterogeneities, here the number of grains 7gp4ins, inside of the VE for it to
be representative of the microstructure of interest. Together with the grain size dgpain this gives the size of
the RVE which is approximately two times the macroscopic dimension parameter /;"%"® & %ngrains dgrain-

3. Check if the crack on the macroscale is sharp enough. This serves as an upper limit for /J**" and so for
g0 1If this value is too large, further decrease the number of grains if possible. If the lower limit in the
grain number for the VE to be representative is already reached, the proposed method is not successful and
a different method like, e.g., the embedded cell approach [22] has to be employed instead.

4. Choose W™ so that the calculated fracture strength o™ matches the one obtained from a uni-axial
tensile test. This can be done directly for the linear formulation of surface energy density (13) by calculating
the maximum of the strain energy density in the RVE when the volume-averaged stress reaches the tensile
strength of the material. For the quadratic formulation of surface energy density (12), one needs to conduct
phase field simulations of the evolution of microdamage iteratively while adjusting the critical local energy
density W™ until the volume-averaged stress at the Considere point matches the tensile strength.

5. Calculate the local value of the critical energy release rate on the macroscale g™ = 2WM0[3¢10 and
compare it to the effective critical energy release rate G’Cnicro calculated from the growth of microcracks in
the RVE for plausibility (29). )

6. Compare the calculated values of the effective critical energy release rate G2 to experimental values

macro
G Cc

K? o S
(e.g., = —¢) for qualitative validation.

The calibrated damage parameters for Ni3Si as a typical nickel silicide are given in table 2. The grain size
is fixed to 30um in the further course of this study, and every simulation is scaled to a reference RVE with
15 grains per edge and dgpin/ " = 17 to isolate the size effect in G{"". In the linear formulation of
surface energy density (13), the critical energy density W is a constant threshold value for damage initiation.
In the quadratic formulation of surface energy density (12), the resistance for damage is increasing, starting
from an initial value of zero. This leads to much more dissipation of energy during the damage process and
therefore the corresponding energy values W, G and g™ are significantly higher in the case of a
quadratic surface energy density compared to a linear surface energy density. According to the results of [23]
the effective critical energy release rate G2*“™ and the local value gI"*" are similar for a sharp crack on the
macroscale, so that one can assume G ~ g"*'° for a qualitative model validation. The effective critical

energy release rate on the macroscale can be approximated based on the Young’s modulus E and the fracture

. K . .
toughness K for the plane stress case and mode I crack opening as G*“"® = —k¢. Comparing the macroscopic
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Table 2 Calibrated damage parameters for the nickel silicide NizSi calculated with standard (quadratic) and modified (linear)
surface energy density formulation

/ output experiment standard (12) modified (13)

omacro [V[pg] 627.0 630.0 630.0
[MJ/m3] - 7.5 1.0

Wmacro [MJ/m?] 0.9 1.05 0.76

[J/m?] - 13.5 1.8
G™Mier [J/m?) - 35.5/105.0% 10.5/46.5%
gmacro [J/m?] 320.7 (& GIMacro) 472.5 342.0

[pm] - 0.9 0.9
[macro ] - 225.0 225.0

Both versions of the model were calibrated to the same macroscopic uni-axial tensile strength oo™ given by experiment [37].

max
For validation, the values for the macroscopic critical strain energy density W"*™ and local critical energy release rate gg'*"®
are taken from experiments by [6]. Input and output parameters of the microstructure-based damage model are colored in orange

and green. For G[,“ic“’ the values marked with a star () were calculated using solely the surface area of the microcracks while
neglecting the areas of partial damage
() marks that a different approach was used to calculate the crack surface on the microscale

and effective critical energy release rate (™™ and G™™), the standard formulation predicts values closer

to the experiment from the literature compared to the modified linear formulation. Here it should be noted that
one could technically still further increase the predicted values for GT"“'° and g"*“™ by increasing the size of
the RVE and thereby /™. However, the value of /"*“'° is already at the upper limit for a clear separation of
scales when employing standard specimens of fracture mechanics (e.g., a Chevron-notched beam as in [6]).

5 Damage in dual-phase brittle-ductile microstructures

The presence of a second phase with ductile behavior introduces a second source of heterogeneity in addition
to the mismatch of crystallographic orientation of the individual grains. Therefore, the influence of two key
parameters in a dual-phase microstructure will be discussed in the following sections. As outlined in Sect. 2,
damage is restricted to the brittle phase. This is implemented by setting the value of the local critical strain
energy density on the microscale W™ artificially high in the ductile phase.

5.1 Influence of phase contrast on microdamage behavior

The first microstructural parameter of interest is the mechanical contrast between the brittle and the ductile
phase. In this work, the phase contrast is defined as the ratio of the critical strain energy density in the
brittle phase and the initial yield limit in the ductile phase. The dual-phase microstructure of interest is the
composition of a typical brittle nickel silicide and the ductile nickel-based superalloy Haynes 214. For the
study of a varying phase contrast, the volume fractions of the brittle and the ductile phase are set equal. Suitable
damage parameters for the brittle nickel silicide are calibrated according to Sect. 4.3 using the quadratic surface
energy density formulation based on values for fracture toughness and tensile strength taken from [5,6,38],
and the crystal elastic—plastic material parameters for Haynes 214 are taken from [7]. For this configuration,
the phase contrast is moderate. This means that microcracking in the brittle phase happens at very small
values of plastic deformation in the ductile phase. The corresponding microcrack pattern is characterized by a
dominant single crack as shown on the left in Fig. 13. This large single crack leads to a softening and therefore
unstable response of the aggregate. For elevated temperatures, the phase contrast would increase significantly
as the yield limit of the ductile phase would be strongly reduced [39], while the mechanical behavior of the
temperature-resistant brittle phase would only be mildly affected. Here, an increase of the phase contrast by a
factor of ten is chosen, which represents the extreme case of the temperature being close to the melting point
of the ductile phase. In this case, the amount of plastic deformation in the ductile phase increases. This leads
to a different microcrack pattern with multiple cracks as can be seen on the right side of Fig. 13. Apparently,
the higher contrast in the stress field between the phases leads to a stronger tendency toward localization of
damage in the brittle phase. As a consequence, many potential sites of crack initiation are formed.
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state of deformation (quadratic surface energy density)

5.2 Role of the volume fraction of the ductile phase

The second microstructural parameter of interest is the volume fraction of the ductile phase Pgycile- The
volume fraction of the ductile phase is incrementally increased from 0 % (single brittle phase) to 25%, 50%
and 75%. Figure 14 shows the corresponding microcrack patterns. For volume fractions of the ductile phase of
<50%, one observes a single crack that leads to failure of the whole aggregate. If the volume fraction is further
increased, the characteristics of the microcrack pattern change from a single crack to several cracks. Obviously,
increasing the volume fraction of the ductile phase has the same impact as increasing the mechanical contrast
between the brittle and the ductile phases. The reason for this tendency is most likely the higher stresses in
the brittle phase caused by the larger amount of plastic deformation in the ductile phase and the associated
reduced load-carrying capability of the ductile phase.

5.3 Limits of model validity

Certain microstructural configurations lead to a serrated volume-averaged stress—strain curve of the dual-phase
aggregate which is depicted in Fig. 15. For the quadratic formulation of the surface energy density, the stress
shows a step-wise descent in the softening regime. For the linear formulation, re-hardening is predicted after
partial softening. This unexpected behavior can be observed for large fractions of the ductile phase (see bottom
right of Fig. 14) as well as for a large phase contrast (see right side of Fig. 13). In these cases, the evaluation of
effective energy quantities at the Considere point is not unique anymore and therefore a limit of the approach
is reached. A potential way to reduce the partial abrupt softening and thereby the serrated flow would be to
further increase the number of heterogeneities in the VE. This would decrease the averaged free length that a
microcrack can grow without encountering an obstacle, in the case at hand the ductile phase, relative to the
VE edge length. Another way to reduce the serrated flow could be a full 3D resolution of the microstructure,
which would provide additional obstacles for a microcrack in the third dimension. Despite these limitations
given by the available computational resources, the proposed damage model allows to analyze a wide range
of microstructures without the need of any a priori information about locations and pathways of microcracks.
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formulation of the surface energy density

6 Conclusion and outlook

A phase field-based criterion for damage in heterogeneous microstructures as found in brazed nickel-based
alloys is presented. The sources of heterogeneity considered are the crystallographic mismatch between indi-
vidual grains and the mechanical contrast between a brittle and a ductile phase. Uni-axial tensile tests on a
virtual polycrystalline microstructure have shown that the microscopic local critical strain energy density is
better suited as the model input than the microscopic local critical energy release rate due to its lower sensitiv-
ity toward microstructural and numerical resolutions. Furthermore, the effective critical strain energy density
on the macroscale is independent of the absolute size of the microstructural volume element and is there-
fore well suited for predicting macroscopic damage of a material with a heterogeneous microstructure. The
effective critical energy release rate on the macroscale can only serve for qualitative validation or parameter
studies due to an artificial size effect originating from the length scale parameter needed in the phase field
approach. Regarding the formulation of the regularized crack surface the quadratic surface density functional
provides good accordance with experimental values for the fracture toughness, but an increased effort for
the calibration is required. The linear surface density functional produces sharper microcracks but shows less
accordance with experimental values for the fracture toughness and is mathematically not consistent. The
presented microstructure-based damage model approaches computational limits for the case of a large phase
contrast or a large volume fraction of the ductile phase. Nevertheless, this modeling approach gives valu-
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able insights in the strong influence of microstructural heterogeneity on the damage behavior of quasi-brittle
materials.

Further investigations could focus on the influence of different loading conditions like compression and
temperature or time-dependent material behavior. Such loading conditions occur in sealing systems of turbo-
machinery which is an important application of brazed nickel-based superalloys.
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