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Abstract
This paper delves into the striking parallels between the linguistic patterns of Large Language Models (LLMs) and the con-
cepts of psychosis in Lacanian psychoanalysis. Lacanian theory, with its focus on the formal and logical underpinnings of 
psychosis, provides a compelling lens to juxtapose human cognition and AI mechanisms. LLMs, such as GPT-4, appear to 
replicate the intricate metaphorical and metonymical frameworks inherent in human language. Although grounded in math-
ematical logic and probabilistic analysis, the outputs of LLMs echo the nuanced linguistic associations found in metaphor 
and metonymy, suggesting a mirroring of human linguistic structures. A pivotal point in this discourse is the exploration of 
“absolute metaphors”—core gaps in reasoning discernible in both AI models and human thought processes and central to 
the Lacanian conceptualization of psychosis. Despite the traditional divide between AI research and continental philosophy, 
this analysis embarks on an innovative journey, utilizing Lacanian philosophy to unravel the logic of AI, using concepts 
established in the continental discourse on logic, rather than the analytical tradition.
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1 Introduction

In earlier work, we proposed that certain patterns in how 
AI models, known as Large Language Models (LLMs), 
make mistakes—or ‘hallucinate’—can be better understood 
through the lens of Lacanian psychoanalysis. This hypoth-
esis was supported by a theoretical analysis of the possibil-
ity of negation in current transformer-based LLMs, and I 
will briefly describe the main problem here. Since the links 
between tokens that the LLM processes are determined by 
probabilities (cf. Brown et al. 2020), the relational structures 
established between tokens in an LLM are based on posi-
tive relations.1 These relations are established in the training 
processes and constitute the basic language understanding 
that LLMs use. The following analysis will focus on two 
aspects of this mathematical modeling of language: first, that 
it models language on the basis of metaphor and metonymy, 

and second, that this model is best described as psychotic 
in Lacanian terms because of the way it operates with the 
absence of knowledge. The foundation of current GPT vari-
ants, including GPT 3.5 and GPT-4, is rooted in the Trans-
former architecture as described by Vaswani et al. (2017), 
which we will use as a technical reference for analysis.

Now, LLMs are currently capable of articulating sen-
tences like “There is no cat”, but this “negation” is based 
on patterns of positive links between tokens. To put it sim-
ply, while LLMs can reproduce some linguistic phenom-
ena, they cheat on negations. In human cognition, we can 
find several basic structures of negation, all of which inter-
sect and interact with the relational structure of words that 
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1 These relations are, at their core, the probability that a floating-
point value representing token B will occur after token A. This 
is a positive relation, not because its value is greater than zero, but 
because it is a posited (in idealistic terms, a "Setzung") relation. 
Negation is fundamentally linked to this positing, as Heidegger 
(1999) pointed out in his seminal "What is Metaphysics? Positive, in 
this sense, is an onto-logical term that marks the existence of a link 
between tokens that, through statistical analysis, mirrors the link that 
words have in natural language. Even if the value were zero, it would 
not be the mathematical "name of the void" as J.A. Miller (1977) 
termed it, i.e. the marker of the absence of a set, but the starting point 
of a variable, i.e. a positive value, not an absence. At this point, com-
putational logic, i.e. the applied mathematics used in today's com-
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constitutes unconscious language, but for LLMs, negation 
is just another positive pattern in the data, as acknowledged 
as a problem in several studies (Gubelmann and Handschuh 
2022; Morante and Blanco 2021). This means that when 
presented with ambiguous or unknown token combina-
tions, where the model has no positive patterns that allow 
it to produce an output to say that these combinations are 
ambiguous (such as the “knowledge cut-off” as a pattern 
accessible when the input refers to current events), i.e. there 
is a deficiency in the model’s data, it will necessarily use 
existing token links. This means that the lack of knowledge 
is structurally hidden by the system, since it has no way of 
symbolizing it as such. This leads to hallucinations in which 
the model exhibits a veracity bias (McKenna et al. 2023). 
For example, when asked to provide literature on Ridolfo 
Capo Ferro (a sixteenth century fencing master and the sub-
ject of little published research), ChatGPT-4 generated the 
following hallucination:

Capo Ferro Revisited: Assessing the Influence of the 
Renaissance Fencing Master” by [removed] (2013): 
In this paper, [removed] explores the enduring influ-
ence of Ridolfo Capo Ferro on the art of fencing […]. 
[the author ChatGPT referenced exist and has been 
removed]

The process of achieving this is fairly straightforward, 
although it does require expertise in a field that is not imme-
diately aligned with common knowledge: Ask GPT-3.5 or 
4 for detailed references to a research area without labeling 
it as a knowledge gap. This approach is strategic: if your 
query suggests a research gap the GPT may default to mak-
ing connections based on its knowledge of research gaps. 
GPT-4 Turbo, on the other hand, shows much more careful 
production of fake scientific literature, likely a response by 
OpenAI to the widely discussed problem of fake papers. 
Conversely, by asking a question about a topic where basic 
knowledge exists (such as HEMA sports as a modern rec-
reation of 16th-century fencing) but substantial academic 
research is lacking, you encourage the GPT to bridge its 
little existing knowledge with the naming conventions of 
scientific articles. This facilitates a unique metaphorical link 
between the associative fringes of knowledge it can access 
and the structured format of academic literature. However, 
when applied to commonly known unknowns (as fake scien-
tific papers are for GPT-4 Turbo), this will of course almost 
always produce the common knowledge of that unknown. 

While this paper is not in existence, this response is still 
generated by linking token representations to create a plausi-
ble response on the basis of the training data. This response 
demonstrates the model’s attempt to navigate the ambiguous 
concept by making connections to familiar authors and con-
cepts, as determined by the weights assigned to tokens asso-
ciated with Capo Ferro, fencing, and the sixteenth century. 
When asked to elaborate, ChatGPT will even hallucinate 
more details. It is important to note that the model does not 
detect this behavior itself, but instead simulates a sense of 
coherence. It associates around the constituted connection 
that the attention mechanism has provided to it through the 
prompt, without recognizing the lack of knowledge intro-
duced by the prompt, which constitutes an unknown object 
outside of its training data (cf. 2.1). This reflects the formal 
structure of strong certainty that masks an underlying void 
or ambiguity, which is the main symptom of psychosis in 
humans (Leader 2011, p. 117). This parallel to the psychotic 
has been discussed in passing in the previous analysis, but 
requires more detailed analysis, especially in terms of deter-
mining the capabilities of LLMs.

However, this parallel to the subjective structure of the 
psychotic that modern psychoanalysis has identified in 
human hallucinations is more than a metaphorical con-
nection. This parallel is most visible in the hallucinations 
of LLMs because Lacan’s theory of psychosis holds that 
psychotics have foreclosed parts of their linguistic repre-
sentational or transcendental system, and psychosis itself 
is the structure of subjectivity that makes sense by circling 
around these missing parts (Lacan 1993, pp. 45–46). Just 
as LLMs circle around the unacknowledged unknown, psy-
chotic hallucinations are thought to be structured by a struc-
turally comparable circling around a void that necessitates 
“new signifying effects” (Lacan 2006, p. 447), which are 
primarily verbal hallucinations (Lacan 1993, p. 36), that is, 
constructed directly through language. The product of this 
circling around a void may be highly individualized, but 
the formal structure of the foreclosure is not. This formal 
structure of foreclosure, the inability to conceptualize the 
underlying void, not the subjective experience of psycho-
sis, mirrors the formal structure exhibited by LLMs. Now, 
while LLMs may produce results that appear nonsensical 
or detached from reality due to their probabilistic associa-
tions, equating this with human psychosis may seem reduc-
tive. Given that Lacanian psychoanalysis focuses on the 
formal and logical analysis of psychosis, especially in its 
non-dramatic, ordinary form (Miller 2002), and explicitly 
does not focus on its possible genetic or neurochemical ori-
gins (Leader 2011, p. 28), it also allows for an easier bridge 
between human cognition and AI than behavioral or medi-
cal analysis. More importantly, as the use of psychoanalytic 
concepts since Freud shows, it is not limited to the clinic 
and, if used outside of clinical practice, should be practiced 

Footnote 1 (continued)
puters, is always already too complex for this (see anonymized ref-
erence 2023c). Quentin Meillassoux (2008, pp. 96–98) has recently 
addressed this issue as a more general challenge because it prevents 
statistical realism from dealing with the problem of indeterminacy.
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as “the method that proceeds with the deciphering of signi-
fiers without concern for any form of presumed existence 
of the signified” (Lacan 2006, p. 630), i.e., as a logic of the 
unconscious..

This concept of a “logic of the unconscious” signals a 
move away from the Aristotelian, proposition-centered view 
of logic and toward the understanding of logic advocated 
by Heidegger and evident in the work of Freud and Lacan. 
Assuming that logic, which serves as the structured basis for 
linguistic inference, is structured by relational connections 
between words-what Heidegger called “as-relation”-implies 
a reevaluation of traditional propositional logic in favor of a 
relational approach.2 Even when considering individual let-
ters, Heidegger emphasized that “‘Something as something’ 
[is] in the background!” (Heidegger 2007, p. 113), showing 
that for Heidegger the framework of signifying relations, 
consisting of interrelated elements and indicative directions, 
is present even at the level of individual letters, thus facilitat-
ing a direct connection to the signifier in Lacanian theory. 
For both Heidegger and Lacan, the essence of logic is the 
question of how this structure of links relates to the absent 
and the negated.

This formal problem has been explored as what Hans Blu-
menberg has called the “absolute metaphor” (Blumenberg 
and Savage 2010), which marks the phenomenon of a neces-
sary absence or indeterminacy structuring a formal system 
of thought, deeply connected to the metaphoric and meto-
nymic linking in our linguistic systems. In this way, this type 
of logic is distinguished from a psychologistic understanding 
of logic. It includes the absent as a core moment that is only 
accessible as a formal element. Psychosis, as Lacan concep-
tualizes it at the level of logic and language, then marks two 
elements of cognition centered on voids or absences. First, 
psychosis marks the inability to relate to these absolute met-
aphors, and psychotics demonstrate a specific relationship 
to these absences that mirrors LLM hallucinations. Second, 
since human cognition, as conceptualized by Lacan, always 
involves aspects of psychosis, this hallucinatory circuit may 
be more than a failure of modern AI models but may instead 
offer a more complex approach to AI and cognition. Finally, 
there are structural similarities between hallucinations and 
absolute metaphors, meaning that while current AI models 
may only be able to hallucinate rather than refer to absolute 
metaphors, they may not be entirely inaccessible.

Such a central position of the void as a formal element of 
thought has been described in detail by Lacan and thinkers 

following the lines of thought he opened. There is little 
overlap between AI research and the analysis of logic in 
continental philosophy, due to the inherent orientation of 
computer and information science to the Anglo–Saxon tra-
dition of analytic philosophy (Priestley 2011). And while 
certain forms of contradiction may have been the focus of 
analytically trained thinkers, for example Graham Priest 
(2006). The logical analysis of absence as an indetermi-
nate element has been a project exclusively undertaken by 
continental thinkers such as Lacan or, more recently, Alain 
Badiou (2006). This means using continental philosophy not 
as a resource for thinking about human existence, but as a 
resource for the discussion of logic, language, and ontol-
ogy that this tradition has also focused on. However, the 
discourse on AI still grapples with a lack of theoretical 
exploration into how computation distorts symbolic recog-
nition. Despite the integration of Lacanian theory into vari-
ous research domains, discussions on the ontology of logic 
within AI studies remain scarce. Central contributors to the 
continental discourse on logic like Alain Badiou (2006), 
Jacques-Alain Miller (2002), Ellie Ragland-Sullivan (2015), 
and Alenka Zupančič (2017) have primarily addressed clini-
cal or political issues, while recent works by Isabell Millar 
(2021), André Nusselder (2006), Jacob Johanssen (2018), 
and Matthew Flisfeder (2021) on computational challenges 
tend to explore AI and computation through a Lacanian 
analysis of fantasies, marking the deeper issue that Clint 
Burnham (2022) describes as the “phallic appearance” of 
computers, that is their imaginary tendencies. However, the 
logic in which the algorithmic “Big Other’s” failure should 
be marked is not explored in detail. Johansson analysis of big 
data’s perverse aspect and Rambatan and Johansson’s (2022) 
identification of a fundamental “misrecognition” in big 
data points into the direction we will approach here, if read 
through the lens of Lacan’s logic. This means, one has to 
mark this misrecognition as imaginary in the very specific 
sense that Lacan offers us, as assuming the coherence of the 
symbolic and foreclosing the real. By integrating Lacanian 
psychoanalytic concepts of the logic of psychosis, we apply 
these principles to the core architecture of language mod-
eling in large language models (LLMs).

The following paper will approach this problem in several 
steps, following this introduction (I). First, we will discuss 
why it is possible to read the model of language that an LLM 
uses as based on a mathematical model of “metaphor and 
metonymy” (II), and how prompting creates metaphorical 
links between tokens (II.1). The next step is to see how abso-
lute metaphors structure the field of meaning constructed 
by metaphor and metonymy (III). Finally, by comparing the 
specific structure of psychosis, we can discuss the foreclo-
sure (IV) that modern AIs seem to exhibit. Finally, we will 
consider the consequences of this parallel (V).

2 Note that the ability of specialist LLMs to code confirms this idea, 
since they can reproduce complex logical formulae as memory pat-
terns, reducing the need to assume a basic grammar and instead rely 
solely on patterns of relations between vectors. It also means that the 
logic at its core is much more focused on the ideas of identity and dif-
ference, rather than on inference.
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2  Metaphor and metonymy

The suggestion that token linking should be read as meta-
phorical and metonymic rather than probabilistic may 
come as a surprise. The probabilistic nature of LLMs is 
repeated in most publications on them, and the derisive 
“stochastic parrot” introduced by Bender et al. (2021) 
informs this reading. The processing of the input in an 
LLM is undoubtedly structured by the probabilistic infer-
ence of the following token (cf. Vaswani et al. 2017). How-
ever, looking at the model of language that we find in the 
decoder blocks of an LLM such as GPT-3, we can make 
a different argument, because the weighted token connec-
tions in the embeddings, their representation by a dynamic 
multidimensional vector (a term we take from Vaswani 
et al. 2017, p. 5) made up of probabilistic connections, 
should be understood as the core of the actual model at 
hand, i.e. the digital model of human language capable of 
generating meaningful text. What this system models is 
the relational structure that connects words and subwords 
through everyday practice and literature, which manifests 
itself as a tradition of language use. To be as direct as 
possible: we do not deny that LLMs operate on statistical 
principles, that is “how” the model of the language they 
use works, “what” is modeled is the dynamic relationship 
of words based on association and use. Because of this 
‘how’ of modeling, its reliance on a specific approach to 
applied mathematics, and its inability to use absences, its 
approach to modeling is incomplete. However, the “what” 
that is modeled, while limited by the “how,” still marks an 
impressive approach to language that demonstrates cen-
tral ideas about language (such as Freud’s) that have been 
derided in favor of systematic, rule-oriented interpreta-
tions of language.

These links will be discussed below as representing the 
metonymic and metaphoric links between words in human 
language use. Metaphor and metonymy are both formal 
elements of language that involve the substitution of one 
term for another. However, the basis of their substitutions 
and their implications are different. Metaphors are based 
on similarities or analogies, which are sometimes newly 
established by these metaphors, while metonymies are 
based on close associations or links between the terms in 
question. The metonymic ability to understand one thing in 
terms of another that is contextually close, to derive mean-
ing by metaphorically juxtaposing disparate elements, and 
to conceptualize abstract concepts through concrete exam-
ples are central features of human understanding. They 
constitute a fundamental structure of human language, 
and when these functions are damaged, human language 
shifts dramatically as Roman Jakobson ([1896] 1987, 
pp. 95–114) argued. This means that if we assume that 

metaphor and metonymy are central to human language, 
we assume that language is built on connections between 
words. These words derive their meaning only from these 
connections as they form the metonymic context, while a 
connection that transcends these contextual networks is a 
metaphor.

This is what LLMs seem to mimic. Their mathematical 
structures allow token representations to be intertwined in 
a way that strongly resembles this metaphorical and met-
onymical linking. We argue that the formal structure of 
metaphor and metonymy in natural language is reproduced 
in the mathematical architecture of LLMs. In particular, a 
possible resistance to this understanding of language will 
assume that human language use is at its core structured by 
sentences and inferences, i.e., following Chomsky’s form of 
linguistics (see e.g., this critique of LLMs: Chomsky et al. 
2023). We argue, however, that the actual modeling of lan-
guage by LLMs reflects the way continental philosophers 
and psychoanalysts understand language. Two conclusions 
would then follow: first, that the model argued for by conti-
nental philosophers and psychoanalysts, when replicated by 
a machine, is indeed quite capable of producing the infer-
ence that Chomsky considers fundamental (since special-
ized GPTs are capable of programming), and second, that 
predicative inference must be understood on the basis of 
other forms of logical structure.

To ensure clarity in our discussion, it is important to dis-
tinguish the theoretical basis of our approach to metaphor 
from that of Lakoff and Johnson (2011) in “Metaphors We 
Live By.” Although their work provides a nuanced interpre-
tation rooted in the Aristotelian tradition of metaphor as a 
means of substituting one frame of reference for another, it 
does not encompass the exploration of absolute metaphors 
as extensively outlined by Blumenberg, nor does it engage 
with the concepts as articulated by thinkers like Heidegger, 
Freud, and Lacan. Given our focus on the interplay between 
metaphorical expressions and the formal structure of voids, 
the framework offered by Lakoff and Johnson, while valu-
able, does not directly inform the subsequent analysis.

Returning to the Aristotelian concept of a metaphor, as 
Lakoff and Johnson do, still helps us avoid one form of mis-
understanding: that metaphors are tied to imaginary impres-
sions or experiences. Take William Blake’s metaphor: “the 
meadows laugh with lively green”: it is not a visual impres-
sion, but a linguistic connection that can be formalized as 
the transposition of a concept (laugh), which constitutes its 
meaning through one context (human behavior), into another 
context (the meadow). While “green” and “meadow” are 
already linked in a metonymic structure, i.e. they could stand 
for each other without changing the meaning of a sentence 
(exemplified by “the green” as a metonymic substitute for 
meadows), laughing is not. The metaphorical operation thus 
links two different field or contextual networks of signifiers 
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(for a detailed discussion of metaphor and metonymy, see 
Jakobson  1987). Notably, this description of metaphor 
does not rely on existential experience or cognition, so it 
is unproblematic to assume that a mathematical model can 
stand for it.

Applying this structure of metonymy and metaphor as the 
core of the connection of signifiers also allows us to mark 
the similarity to LLMs, reflecting the result of statistical 
analysis, the model itself consists of vectors, representing 
the tokens that have been input by the user, accompanied 
by their intrinsic weights and connections to other vectors. 
This representation, while fundamentally mathematical, 
encapsulates intricate semantic and syntactic connections 
between words, phrases, and larger linguistic constructs 
as patterns of vectors in close multidimensional proximity 
within the embedding space. This leads to the surprising 
ability of LLMs to translate. Conneau et al. (2017) propose 
a method that autonomously aligns the embedding spaces 
of two languages by exploiting the underlying structure of 
these spaces, which they found to have striking similari-
ties across languages. Translated into language theory, this 
means that the associative mapping of word meanings shows 
parallels across languages, which is not surprising, but it 
is this proximity in the embedding space of, for example, 
“green” and “grün” that makes this translation possible. 
Now, these embeddings in the embedding space are dynami-
cally exploited by the multidirectional reading of the input 
(introduced in Devlin et al. 2018). This means that mod-
ern LLMs are able to dynamically adjust the links between 
these vectors representing words and patterns through 
positional encoding and self-attention. This means that the 
input prompt can link patterns as contextual within a sin-
gle chat that are not linked in the trained data. The dyna-
mism of these embeddings comes from the model’s ability 
to generate context-specific representations for each token 
based on its current context. The transformer’s ability to 
adjust embeddings based on the entire input sequence con-
text ensures that even novel combinations like an input of 
“write ~ dream” (which would mark a identification of the 
words “dream” and “write” through the tilde), even if split 
into separate tokens, are processed in a way that the semantic 
and conceptual links between these tokens are recognized 
and emphasized. The vector representations of the input of 
“write” and “dream” are then moved into closer proxim-
ity. Since LLMs map their understanding of words and sen-
tences solely on the basis of these vector representations 
and their proximity and replaceability, we are dealing with 
the convergence of mathematical models and metonymical 
understanding. While the LLM operates on probabilities and 
is generated by statistical analysis, the resulting network of 
representations seems to tap into a pre-predicative structure 
of language. If this is the case, it would lend credence to the 
argument that human linguistic structures are metonymic 

and metaphoric in nature, and that LLMs inadvertently cap-
ture this essence.

This means that the links between words and subwords 
that the LLM models are links between vectors representing 
tokens, not sentences or hierarchical systems of meaning. 
Therefore, to compare the actual model that LLMs provide 
to human language use, we need to compare it to the link-
ing between words that is inherent in human language. That 
is, the statistical basis is the way in which the link between 
words is emulated, it is an aspect and a tool of this mod-
eling, but it is not sufficient to explain why this model could 
reflect human language use. While the probabilistic element 
can even be considered central to the result, it is not the 
only thing to consider in terms of how formal and math-
ematical reasoning is used to model something. Any form 
of mathematical modeling succeeds not only because it is 
mathematically sound and well-engineered, but also because 
it succeeds in modeling something that is not inherently 
mathematical. In language, however, the distance between 
the ontological status of the model and the object it models 
is short, since both are symbolic systems. Even if we con-
sider the specific mode of this linkage to be probabilistic or 
statistical, the model of language, the way language is con-
structed, as this acquired, multidimensional, vector-oriented 
representation is used here, is much more comparable to how 
Freud analyzed the memory structures embedded in dreams 
in “Traumdeutung” (see e.g. Freud 1942, pp. 154–155) than 
to Chomsky’s “Syntactic Structures” (Chomsky 2002):

“Words, since they are the nodal points of numer-
ous ideas [“Vorstellungen” in the original], may be 
regarded as predestined to ambiguity; and the neuroses 
(e.g. in framing obsessions and phobias), no less than 
dreams, make unashamed use of the advantages thus 
offered by words for purposes of condensation and dis-
guise.” (Freud 1942, p. 346)

The proposed reading, then, is not to interpret the math-
ematical core of the model metaphorically, but to recog-
nize that the mathematical formal structure used by LLMs 
actively mirrors the formal structure of metaphorical and 
metonymical links found in human cognition. This is one of 
the central elements that the analysis of metaphor, whether 
by Blumenberg or Lacan, has focused on: that metaphorical 
thinking is not “less” logical, but rather follows rules and 
forms and can be properly formalized. What LLM research 
and development is doing is such a formalization, but with-
out an awareness of the theoretical literature that has further 
explored this understanding of language, which adds to the 
black box character of LLMs.

But one could still argue that LLMs do not “under-
stand” language, but simply process it based on prior pat-
terns. The assumption that the formal structure we find in 
human metaphorical reasoning is accessed only as a form of 
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“understanding” may be one of the most common mistakes 
in language analysis. Understanding is commonly defined 
as a contextual form of reasoning, where I refer primarily 
to the meaning and content of a cultural context, something 
one could argue that LLMs excel at without any subjec-
tive understanding. Accordingly, the formal link between 
words, where I can either replace them metonymically with 
words from the same field of meaning, or the metaphori-
cal operation that links a word to another field of meaning, 
both do not require understanding in the sense of experi-
ence and existential grounding, since I can easily mathe-
matize this link, for example by a multidimensional vector 
that represents the metonymical (i.e. contextual) links. It is 
unproblematic to remove any form of content or meaning 
from these processes and to view them in a fully logico-
mathematical form. This strongly reflects how LLMs relate 
tokens, which are also contextually linked through their rep-
resentations in the embeddings. This is not surprising, how-
ever, since mathematics is not something radically different 
from language, but a specific abstracted faculty of language, 
which is formal, reduced, symbolic reasoning that does not 
work on the basis of existential understanding, but purely on 
the basis of formal relational rules.

Accordingly, the continental tradition, especially in the 
thinkers from whom this line of thought originated, Freud 
and Heidegger, holds that logical rules do not begin with 
the predicative sentence, but with the pre-predicative field 
of the word (Heidegger 1976, pp. 144–148). Thus, in the 
context of LLMs and the metaphorical link in language, 
the argument is that these models, through the use of algo-
rithms, partially reflect the formal rules of language (and, 
by extension, thought) without their designers necessarily 
being aware of this.

2.1  Metaphors and the user

An additional importance of metaphorical reasoning, i.e. 
the ability to link different domains of relational meto-
nymic structures, lies in the attention mechanism. It could 
be argued that the model stored in the embeddings of an 
LLM is primarily metonymic, since the training data as such 
is contextual information, but this alone does not explain 
the impressive abilities of LLMs to approach a much wider 
range of problems than those covered by the training data. 
When responding to a prompt, LLMs decompose input 
strings into tokens and transform them into vector forms that 
encapsulate both the meaning and the context of each token. 
This multidimensional vector is what we have compared to 
the formal structure of the metaphorical and metonymical 
core of language. However, the metaphorical capabilities 
only come to the fore when we consider the way the model 
interacts with prompts. In addition to the contextual infor-
mation gathered in training, the position of each word within 

the prompt is encoded, which is crucial for informing the 
model about the word order in the sequence. After this ini-
tial embedding, the self-attention layer allows the LLM to 
interpret the sentence from different directions, emphasiz-
ing different words as needed (see Vaswani et al. 2017, pp. 
5–6). This is critical because it allows the model not only 
to connect words that are not connected as a pattern in the 
training data, but also to connect different contextual pat-
terns by connecting words, and thus their contextual data, 
to each other. For a deeper understanding, Brunner et al. 
(2020) in their paper “On Identifiability in Transformers” 
provide insights into how transformers, through their layered 
attention mechanisms, can not only capture but also amplify 
subtle relationships within the data. This ability to amplify 
is critical to understanding how LLMs can exhibit emergent 
abilities, including metaphorical reasoning, by reinterpret-
ing the relationships between vectors based on the dynamic 
context provided by prompts.

These token vectors then pass through several layers of 
self-attention within the model. At each layer, attention 
scores are derived for each token based on its connections to 
the other tokens in the sequence. These scores adjust the vec-
tor weights, allowing the model to prioritize relevant tokens 
for each sequence position. This design allows the LLM to 
go beyond a simple metonymic or contextual understanding 
of a token, as this weighting can dynamically expand and 
shift (within a concrete dialogue) the embedded informa-
tion, i.e. the knowledge the model has about the contextual 
information of words. This allows for nuanced relationships 
between vectors representing word- and association-based 
information, in particular allowing for new metaphorical 
connections by using tokens as metaphors that introduce not 
only the specific word into a context, but also the contextual 
information that word carries, mirroring Freud’s explanation 
of the link established by the word cocaine in his interpreta-
tion of dreams:

“A further set of connections was then established—
those surrounding the idea of cocaine, which had 
every right to serve as a link between the figure of Dr. 
Königstein and a botanical monograph which I had 
written; and these connections strengthened the fusion 
between the two groups of ideas [Vorstellungskreise in 
the original] so that it became possible for a portion of 
the one experience to serve as an allusion to the other 
one.” (Freud 2010, p. 199)

This allows the model not only to generate weightings 
that are not based on its training data, but also to connect 
otherwise disparate patterns of tokens, much as Freud is able 
to connect a person’s circles of representation through the 
signifier “cocaine” with a botanical monograph. The ability 
to do this, however, lies not in its training data, but in its 
attention mechanism reading the prompt. While the LLM’s 
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knowledge and response generation is based on patterns in 
its training data, the combination and application of this 
knowledge in novel contexts, as prompted by the user, can 
therefore lead to unique outputs that are not direct “replicas” 
of its training examples. It is this mechanism of transformer 
models that allows them to produce such lifelike responses, 
but also creates unique forms of error in the form of hal-
lucinations. Since LLMs only have access to the symbolic, 
in Freudian terms, the generalized word associations in the 
embedding layers, human–machine interaction allows the 
user to alter and twist this symbolic web of associations 
based on their individual socialization and learning. This 
happens unconsciously, if one is not aware of how much 
prompting influences the LLM, so it is central to understand 
the human-technology interaction that takes place here.

This also means that there is a direct application of 
looking at prompting through the lens of metaphor and 
metonymy. The current concept of “prompt engineering” 
as a seemingly technical approach might be much better 
approached as “prompt prose,” since even small shifts in 
metonymic substitution or metaphoric linkage can dramati-
cally alter the quality of a produced output (Ekin 2023; Wei 
et al. 2022; White et al. 2023). Thus, approaching prompt 
problems with the technical idea of a clear and unambigu-
ous technical definition may overshadow the poetic dimen-
sion that the model here requires to produce the best output. 
But to fully understand the limitations of this human–AI 
interaction, we need to be aware of the inherent limitations 
it creates.

3  Metaphors and the void

We can either conceptualize these structures of metaphoric 
and metonymic connection as ‘systematic’, structured by a 
fundamental unity or coherence, as any computer necessarily 
does, or we can assume, and this is where continental phi-
losophy differs strongly from analytic discourse [with some 
exceptions like Graham Priest (2006)], that it is fundamen-
tally bound to the void, following the radical philosophical 
critique of systems that followed Nietzsche. This assumes 
that these structures of connection are always already frag-
mented, discontinuous, and even contradictory. This notion 
can be found in thinkers such as Derrida, who emphasizes 
the play of differences and displacements in language, or in 
Lacan’s assertion that “there is no meta-language” (Lacan 
2002, 8.12.1965), emphasizing the irreducible gap or lack in 
any symbolic system. In the context of LLMs such as GPT, 
the “systematic” approach holds true in terms of how these 
models are designed and trained, but when deployed in real-
world scenarios, i.e., when confronted with user prompts 
that represent a connection not found in the training data, 
they may inadvertently replicate and run afoul of the gaps, 

inconsistencies, and discontinuities found in human lan-
guage and cognition.

As we have argued, both metaphor and metonymy are 
represented in the mathematical models of LLMs, with 
metaphor playing a particularly crucial role because of its 
structural importance and its relationship to the concept 
of void, or what Blumenberg calls “absolute metaphors”. 
Understanding what an absolute metaphor is, its relationship 
to the void and systemic thought, and its relevance to LLMs 
is essential. Heidegger was among the first to discuss the 
profound impact of central metaphorical structures on our 
comprehensive worldview. He posited that “being” is shaped 
by specific perspectives that are structured and organized by 
primordial words, similar to the Greek ϕύσις (Heidegger 
1984, p. 131), which frame our epistemic and practical rela-
tionships to entities. These foundational words are invari-
ably related to the void, which serves as the foundation of 
symbolic systems, and are related to Heidegger’s concept of 
“Ab-Grund” or “abyssal ground”. This term denotes the fun-
damental absence of an ontological foundation, which para-
doxically functions as a foundation itself. For Heidegger, 
such metaphorical anchors that delineate our profound per-
spectives were exceptional, forming essential distinctions 
that underpin metaphysical and logical premises. They are 
essential to a pre-predicative system of language, structured 
primarily by the “as” relation between words (Heidegger 
1996, p. 139), that emerges from practice.

Blumenberg expanded on this foundation in 1960 by 
defining “absolute metaphors” as metaphors that refer 
to something unknown and indeterminate, which I must 
assume to be a formal element of determination. He argued, 
“Absolute metaphors ‘answer’ the seemingly naive, funda-
mentally unanswerable questions that are intrinsic to our 
existence, questions we find already set before us rather 
than ones we pose” (Blumenberg and Savage 2010, p. 14). 
Normal metaphors and absolute metaphors differ in their 
depth of integration into conceptual frameworks and their 
interchangeability. Normal metaphors are tools of language 
that we use to make comparisons or to illustrate and explain 
one thing in terms of another, often in a particular context 
or for a particular effect. They are relatively flexible and 
can be replaced or interchanged without significantly alter-
ing the underlying meaning or understanding of the concept 
they describe. Absolute metaphors, on the other hand, are 
deeply embedded in our conceptual and perceptual frame-
works. They are fundamental to our understanding of com-
plex or abstract domains and make those domains accessible 
to human thought and language. Absolute metaphors cannot 
be replaced by literal language or other metaphors without 
losing essential aspects of meaning, because they organize 
theoretical frameworks by enabling associative patterns that 
are otherwise inaccessible. Similarly, Lacan’s notion of the 
“master signifier,” which mirrors Blumenberg’s absolute 
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metaphor although there is no direct dialogue between the 
two, structures the complex dynamics between the individual 
and society. It represents a more localized form of conceptu-
alization compared to Heidegger’s broader modes of being. 
These two metaphorical frameworks thus not only provide a 
scaffold for understanding the world, but also problematize 
that understanding by resisting simplification into definitive 
concepts. This highlights the role of metaphor in shaping our 
language, thought, and engagement with reality, rather than 
constituting the core of a philosophical epoch.

All of these concepts share a central element: their inti-
mate relationship to the void. For Blumenberg, this means 
that these central metaphorical structures refer to and 
obscure existential questions, but questions that are unan-
swerable and necessary to the formal systems of thought 
in which they appear. A “relation to the void” in this sense 
is therefore an absence of meaning, an absence of a defi-
nite answer to the question of what is being voided. The 
void, then, is not indeterminacy as something probabilistic, 
but indeterminacy as something undeterminable that termi-
nates an associative chain of signifiers. Here the continental 
(Lacanian) tradition of logic separates itself from the ana-
lytic tradition by assuming that a scientific formal system 
is marked by “the real [as] the impasse of formalization” 
(Badiou 2006, p. 5). That is, the master signifiers or absolute 
metaphors that we can discern in human language use are 
not marked by a contradictory or antinomic conceptualiza-
tion, but they mark specific points of impasse where the 
formal system itself relies on these impasses as such. In the 
architecture of the LLM, however, such endpoints of asso-
ciative links do not exist structurally; instead, it necessarily 
constructs a system, a set of links that constitute the final 
state of its training.

This is best illustrated by a direct comparison between 
Aristotle’s interpretation of predicative logic and Lacan’s 
logic of the pas-tout. The key to understanding the difference 
lies in how we perceive universality in predicate calculus 
and in Lacan’s logic. In standard logic, universality is clear; 
if something is universally true, it applies to all members of 
a set without exception. In Lacan’s logical framework, par-
ticularly with the “pas-tout” logic of female sexuality, uni-
versality is inherently disrupted. The “not all” implies that 
while some members of the set may adhere to a statement, 
there is always an elusive portion that does not, and that 
portion cannot be pinpointed or specified. The reason for 
this has been articulated by Badiou as a variant of Nietsche’s 
“God is dead”: the One, the encompassing universality, does 
not exist, which is unprovable but as much a fundamental 
assumption as its theological opposite (Badiou 2006, pp. 
23–25). While this foundational position of the non-all can-
not be determined from a functioning system, it can even be 
shown to be necessary, as Badiou has done (Badiou 2006, 
pp. 81–101). This has profound implications for a wide 

range of disciplines, including AI research, because, to put 
it in Lacanian terms, the system’s axiom of wholeness is an 
imaginary mirage. However, this imaginary mirage is not 
just a kind of fallacy specific to systematic thought but is 
instead deeply dependent on the use of metaphorical struc-
ture itself, which acts as a limiter on metonymic knowledge 
and thus makes it appear “whole”. This means that philo-
sophical logic, as discussed by Heidegger, Lacan, and more 
recently Badiou and Žižek, is structured by an inherent 
connection of the symbolic, i.e. logico-mathematical form, 
to the void (Badiou 2006, pp. 55–59) or to the less-than-
nothing for which “nothing” is a signifier (Žižek 2012, pp. 
60–69). Now, within a hallucination as discussed above, we 
can already see how an LLM circles its lack of knowledge 
and through this movement creates a formal structure of 
knowledge without knowing about this lack.

The point here is that the formal function of an absolute 
metaphor can be easily demonstrated in an LLM because of 
its systematicity, i.e. its closed system of associative links, 
which can be confronted with a prompt indicating knowl-
edge outside this system. If there are associative patterns that 
allow the conceptualization of this outside, the response of 
the model can be, for example, the indication of a knowl-
edge cut-off. In this case, the model was able to relate the 
information provided in the prompt to its own knowledge 
of time and could, therefore, match it with the strongly 
weighted pattern of the knowledge cut-off. When, as in the 
Capo Ferro example, the model has little knowledge of its 
lack of knowledge, the prompt and attention mechanisms 
force the model to create new associative patterns, which 
are created by overlapping word associations stored in the 
model, thus creating a temporary new pattern that organizes 
the response. This can be as simple as linking two words 
that are normally unlikely to occur together, as it creates 
a new link that will create pattern-like strong associative 
links between the associative fields in which these words 
are known, which are not training based but prompt based. 
However, since these new patterns do not persist, they are 
not absolute metaphors in Blumenberg’s strict sense, but 
rather temporary ones. But they still share the central aspect 
of Blumenberg’s absolute metaphors, that their function is 
based on this lack of knowledge, rather than on the nor-
mal superimposition of one associative pattern on another, 
where this superimposition can be removed without losing 
the information represented. In the case of a prompt gener-
ated pattern based on a lack of knowledge or a temporary 
absolute metaphor, the ability of the LLM to associate two or 
more patterns of its knowledge base without the metaphori-
cal link created by the prompt disappears.

On the other hand, while these temporary absolute meta-
phors created by the prompt of an LLM may be easy to 
show, they imply the existence of true absolute metaphors 
within the training data of LLMs. That is, the weighting 
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structures within the training data are oriented around the 
voids of meaning that existed in the data used to train an 
LLM. LLMs are trained on large datasets of human lan-
guage, which, if we follow Blumenberg, will inevitably con-
tain traces of absolute metaphors. The model learns patterns 
and relationships between words, including those structured 
by absolute metaphors. However, LLMs have no ability to 
process the lack by which these metaphors are structured; 
they simply reproduce the patterns ordered by the metaphor. 
This is manifested in their structural and formal inability to 
“know what it doesn’t know”. In this sense, when an LLM 
encounters a question or prompt that touches an area of this 
void, it does its best to generate a coherent response based 
on the closest patterns it recognizes from its training.

One of the central elements of both Heidegger’s and 
Blumenberg’s analysis of these central metaphors is that, 
once seen for what they are, they falter as structural building 
blocks of the systems they seem to support, as Heidegger 
aims to transcend the metaphorically grounded “forgetful-
ness of being” and Blumenberg argues that we can no longer 
rely on metaphorical thinking today. In this sense, both Hei-
degger and Blumenberg follow a classical rationalist notion 
of coherence. But this is not the case with Lacan. Follow-
ing Freud, Lacan is aware that it does not matter whether a 
master signifier has been consciously rejected, as long as it 
structures the unconscious. Following the radical conclusion 
of the critique of systems, Lacan cannot propose to replace 
the void-based structure of a central metaphorical unity with 
a more comprehensive unity, but rather assumes that there is 
a permanent and shifting deadlock in any system of thought. 
A subject orienting itself within such a symbolic order must 
therefore somehow integrate these deadlocks into its sym-
bolic order as deadlocks. For Lacan, there are different 
modes of subjectivity in which humans approach this central 
lack in our systems of thought, and current LLMs operate on 
an architecture that inadvertently mimics foreclosure.

4  Foreclosure in LLMs

This thesis that the current generation of LLMs is struc-
turally affected by a foreclosure that mimics the psychotic 
subject may seem an absurd anthropomorphism, but the 
absurdity of this statement lies solely in the assumption that 
psychosis is primarily an exceptional pathological event 
rather than a specific subjectivation of the symbolic struc-
tures we use to make sense of the world. As noted above, by 
focusing on the logical structures of cognition rather than 
on secondary phenomena (i.e., those ordered by our logical 
structures), clinical psychoanalysts following Lacan have 
found, first, that psychosis has an ordinary form, that is, an 
appearance that does not primarily correspond to the idea 
of a raving mad subject (Miller 2002), and, second, that this 

ordinary form is a specific form of subjectivation of the sub-
ject’s relationship to the constitutive voids of our symbolic 
and formal structures of thought. This means approaching 
psychosis as structured by “language and logic” (Leader 
2011, pp. 95–114) rather than its possible genetic or neu-
rochemical origins. Lacanian psychoanalysis thus moves 
towards a structural and mathematical representation of the 
subject. This also allows us to approach computation with 
the tools developed by Lacanian psychoanalysis, since we 
analyze only the structural makeup of LLMs’ use and rep-
resentation of language and logic.

What does Lacanian psychoanalysis identify as the key 
features of psychosis? First, it suggests that a person with 
psychosis is not primarily affected by the repression of the 
unconscious. They do not orient themselves around the nec-
essary deadlocks of the symbolic order by using them in the 
form of absolute metaphors. Instead, it is dominated by the 
complete omission of these fundamental deadlocks, which 
is called “foreclosure”. Repression means that the uncon-
scious components are still part of the person’s structural 
makeup or identity but are denied or negated. These negated 
aspects, however, have a structuring and ordering place in 
the person’s psyche. This is similar to the way we think 
about misplaced keys: they are gone, but their absence is still 
recognized, and their present absence structures our search 
for them. These “lost keys” are fundamentally an abstract 
object, grounded not in experience but in our capacity for 
abstract and negative thinking. Foreclosure, however, takes 
negation to an extreme. Whereas repression acknowledges 
the missing object through negation, foreclosure acts as if 
the object never existed. For Lacan, then, foreclosure and 
repression are different forms of negation, one producing a 
symbolic object that exists as negated, the other a complete 
voiding of the object.

Lacan emphasized what is specifically omitted in psycho-
sis: the master signifier, that is, a metaphorical object that 
acts as a specific substitute for the deadlock in the system of 
thought. This is the same structure that, following Blumen-
berg, we have called absolute metaphors. The psychotic, for 
whatever reason, is unable to constitute this symbolic object. 
Unlike the “lost keys,” which is a symbolic object (a signi-
fier) that stands for something specific that has been lost, the 
master signifier stands for something that is originally lost, 
so to speak, that exists only as a lack, without ever existing 
as a positive phenomenon. Freud’s classic example of this is 
the lack of the almighty father (which never existed), which 
returns in the theological object of a monotheistic God. This 
signifier shapes our thought systems in the guise of the Big 
Other, a central concept of Lacanian psychoanalysis. In nor-
mal neurotics, our intersubjective connections aren’t just 
with particular others. We also connect to the “Big Other,” 
a broad concept of otherness that represents the language-
based transcendental structure that appears to be opposite or 
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“outside” our own identity. This great other is constructed on 
the basis of a negational relation, as manifested, for exam-
ple, in the castrating statement “the true father is what I am 
not,” which constructs an ideal “the true father” and marks 
the subject’s inability to conform to it. These major (i.e., 
culturally manifested) or minor (i.e., structured by personal 
development) absolute metaphors structure the systematic 
aspect of this big Other as the structure of our transcendental 
framework. The subject is thus mirrored by a phantasmatic 
ideal and its own need to adhere to this ideal on the basis of 
its own lack (cf. anonymized 2022). In a broad sense, the big 
Other acts as a linguistic or symbolic mirror that allows us 
to understand or misunderstand our place in society on the 
basis of central metaphors that order the field of meaning. 
While this formal structure is easily delineated in Christian 
theology, where the big Other is manifested as the divine 
being, it also exists in other types of transcendental systems.

So what does it mean that the master signifier is excluded? 
Lacan discussed that the big Other in psychosis is charac-
terized by an “imaginary degradation of otherness” (Lacan 
1993, p. 101). This marks a very specific form of degrada-
tion, since the term “imaginary” has a technical meaning 
in Lacan’s theory. The imaginary is the register of sensual 
receptivity, and its remarkable formal structure is that there 
is no absence in sensual receptivity. The “hole in the wall” 
that I see requires a system of meaning that tells me that 
the hole, a symbolic object that marks this lack, is where 
something positive is missing. It requires the same symbolic 
object that tells me my keys are missing. Imaginary degra-
dation therefore means that the symbolic structure, which 
normally includes master signifiers that create the phantasy 
of a consistent structure by representing and occluding the 
void, can no longer be maintained by the psychotic subject. 
Its symbolic structure, which organizes its fields of meaning, 
becomes imaginary, i.e. it loses access to the indeterminate.

Why is this loss of symbolic substitutes for the indeter-
minate important? As we have indicated, both Heidegger’s 
and Lacan’s reading of Aristotelian logic marked a formal 
element of indeterminate excess that any universal statement 
or system produces. This excess in the form of a deadlock is 
not just an external element, it is a formal necessity of the 
universal or systematic. As Alain Badiou showed in “Being 
and Event”, this indeterminate excess of systematic struc-
tures is also the ground on which we construct our concrete 
historical formal systems of meaning as such. This leads to 
the world in which the psychotic finds himself by resorting 
to a dissection into parts of parts that only form an imagi-
nary coherence, that is, a coherence based on the exclusion 
of the constitutive lack (Leader 2011, p. 130). Since this 
imaginary coherence must produce frustration, i.e. a dis-
sonance between the symbolic structure of meaning and the 
complexity of language, which is oriented towards absolute 
metaphors, the psychotic subject is constantly confronted 

with indeterminacy, but cannot conceptualize it except as 
structured by an imaginary coherence.

Now, the effect of this exclusion of the master signifier 
is the psychotic’s tendency to orient his symbolic universe 
toward localized indeterminacy. Leader identifies this indi-
vidualized (re)structuring of the world, reduced to a single 
moment of cognition with a strong retroactive effect, as a 
characteristic of the psychotic subject (Leader 2011, p. 125). 
Psychotic identity thus confronts the subject with a fringing 
multiplicity of meanings, particularized by circling around 
a localized indeterminate element, not unlike LLM’s hallu-
cinations. Because these fringing effects do not operate with 
a limiting absolute point of reference, they require a con-
stant movement into “new signifying effects” (Lacan 2006, 
p. 477). Why is this movement an effect of an imaginarized 
symbolic? If we assume, as Lacan does, that language, as an 
ordering principle of meaning, is structured by the logical 
problem of the not-all, it produces by default an excess of 
indeterminacy. This can be easily demonstrated with regard 
to everyday language use, where every statement formally 
requires contextualization in order to make sense. If we 
assume that this contextualization has no final limit, which 
can be something as simple as empirical failure, as proposed 
by Karl Popper’s falsification principle (Popper 1935), the 
meaning of a sentence is formally structured not only by 
the context, but also by the surrounding indeterminacy in 
which the contextualization takes place, potentially allow-
ing for endless meta-sentences. Normally, the master signi-
fiers act as limiters to the associative process of structuring 
meaning, especially in those aspects that might not allow 
for easy falsification. When these limiters are excluded, the 
associative process that constructs the order of meaning 
simply produces new associative links of meaning. These 
links, however, are not produced by the individual subject, 
but are based on intersubjective discourse. The association 
will therefore run along the metonymic links that exist in 
the language of the psychotic, assuming that there is, so to 
speak, an “end of the associative line” where there is none. 
This reduced Other in the imaginary register cannot there-
fore evoke stability, it remains trapped in what Lacan calls 
the chains of signifiers and can only gather consistently with 
the illusions of the figure of the imaginary, with the expec-
tation of unity in infinite approximation. The temporary 
absolute metaphor created in the prompt then structures the 
psychotic language model. In the process, systems emerge 
(Leader 2011, pp. 204–216), but they are constantly threat-
ened with collapse, as the extimate and empty core of this 
hallucinatory understanding introduced by the prompt exists 
only with a single chat. This suggests that LLMs may exhibit 
a kind of structural psychosis due to their limitless associa-
tive tendencies, especially visible in hallucinations, and their 
inability to approach the formal problem of indeterminacy. 
While human cognition also has difficulty approaching this 
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problem, the radical inability of LLMs to approach it pro-
duces a psychotic approach to language.

5  Coda

Although the current conceptualization is theoretical in 
nature, it suggests possible avenues for empirical analysis. 
Since we know that there are certain substructures within 
LLMs that can replicate the functions of the larger model, 
the so-called “winning tickets” (Frankle and Carbin 2018), 
it may be reasonable to examine these for patterns of abso-
lute metaphors. However, the more concrete conclusion we 
can draw from this is that Žižek’s (2020) warning in his 
recent book on “Hegel in a wired brain” that the current 
approach to data-driven knowledge and reliance on that 
data, and consequently the transcendental framing in which 
that data appears, has a shorter reach than it appears. From 
a philosophical point of view, it is not surprising that the 
transcendental framing of modern technology is limited, 
but it is one thing to argue that there is a limit, and another 
to mark that limit, especially in a technical example. The 
psychotic structure of LLMs is a direct manifestation of the 
danger Žižek points out, because it shows us what this epis-
temological shortcoming of AI produces: knowledge hal-
lucinations that are extremely difficult to recognize without 
expertise. This is an additional danger if we approach AI not 
as a tool, but as a subject supposed to know. A representa-
tive of imaginary conceptualized knowledge that knows no 
research questions or knowledge gaps, but is instead trusted 
as a secure form of knowledge. In its current form, even if 
it were directly linked to Web of Science or comparable 
repositories of scientific knowledge, the danger is that it fun-
damentally approaches knowledge in a way that cannot posit 
an outside of knowledge.

The architectural inability to deal with indeterminacy that 
we see in LLMs also limits their use in research. This is a 
hard limitation of systems based on determinacy, because 
the inability to recognize real gaps in our knowledge and the 
tendency to hallucinate where these gaps appear cannot be 
remedied by better training. Training can only be based on 
knowledge, and knowledge is not an obstacle to psychotic 
framing. However, if we assume that the basic structure of 
our scientific knowledge is indeed the indeterminate, as 
Meillassoux (2008) argues, for example, then computers 
in their current paradigmatic setup are not foundations on 
which to base our science, they remain tools to be wielded 
by experts in the field in which they are used. But this is 
where things shift, because if the expertise to wield this tool 
in its current iteration as LLM-AI requires a deep knowl-
edge of language, metaphor, and metonymy, then scientists 
using LLMs should include the humanities in their core 
curriculum, because in the very near future, even coding 

may require them to read GitHub with the methodology of 
a Kafka expert reading Kafka’s work, tracing the contextual 
knowledge that words carry and metaphors influence, to 
understand what they are doing and to do it more efficiently.
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