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Abstract
Many researchers and intellectuals warn about extreme risks from artificial intelligence. However, these warnings typically 
came without systematic arguments in support. This paper provides an argument that AI will lead to the permanent disem-
powerment of humanity, e.g. human extinction, by 2100. It rests on four substantive premises which it motivates and defends: 
first, the speed of advances in AI capability, as well as the capability level current systems have already reached, suggest 
that it is practically possible to build AI systems capable of disempowering humanity by 2100. Second, due to incentives 
and coordination problems, if it is possible to build such AI, it will be built. Third, since it appears to be a hard technical 
problem to build AI which is aligned with the goals of its designers, and many actors might build powerful AI, misaligned 
powerful AI will be built. Fourth, because disempowering humanity is useful for a large range of misaligned goals, such AI 
will try to disempower humanity. If AI is capable of disempowering humanity and tries to disempower humanity by 2100, 
then humanity will be disempowered by 2100. This conclusion has immense moral and prudential significance.
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1  Introduction

A specter is haunting the world—the specter of an existen-
tial catastrophe caused by artificial intelligence (AI). While 
numerous distinguished and influential intellectuals, includ-
ing Berkeley professor Stuart Russell and machine learning 
(ML) pioneer Geoffrey Hinton, have voiced dramatic con-
cerns about the risks from advanced AI systems (e.g. Center 
for AI Safety 2023), there are few works which explicitly 
lay out, or discuss, why AI might pose a substantial risk to 
humanity as a whole. Moreover, most of the relevant discus-
sion is contained within blogposts, internet fora, think tank 
reports and other informal venues. This is not to belittle non-
academic work: many of these pieces are insightful and have 
served as an important source of inspiration and ideas for my 
argument here. The latter applies particularly to Carlsmith 
(2022) and Cotra (2021, 2022).

However, the lack of academic discussion has a price: 
first, arguments for extreme risks from AI are often not pre-
sented as explicitly and rigorously as would be necessary to 

convince critical readers. This makes it hard to satisfactorily 
evaluate the strength of these arguments. Second, since there 
is no canonical and detailed exposition of the argument for 
existential risk from AI, it is more difficult than necessary 
for critics to engage with these arguments. Critics lack both 
a clear target to engage with and requisite motivation, since 
developing detailed and careful objections to blogposts and 
forum posts is not incentivized in academia. As a result, I 
perceive the average quality of critical discussions of argu-
ments for existential risk from AI to be low.

My goal is to remedy this unfortunate condition. In the 
following, I will argue for the conclusion that AI will lead 
to the permanent disempowerment (e.g. through extinction) 
of humanity by, at the latest, 2100. I aim to make the argu-
ment as explicit and convincing as I can manage. This serves 
two functions: first, a natural interpretation of my argument 
is probabilistic. Readers are encouraged to form their own 
beliefs on how likely the truth of various premises is. Since 
the argument is deductively valid, the probability of the joint 
truth of all premises is a lower bound on the probability of 
the conclusion. Thus, my argument will convince readers 
that the probability of permanent human disempowerment 
through AI is higher than they thought or, failing that, sup-
port readers to come up with estimates which better reflect 
their own beliefs. Second, since my argument aims to be as 
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comprehensive as feasible while also focusing on the main 
concerns in the (partially non-academic) literature, it can 
serve as a clear target for future research. By reference to my 
argument, critics can easily express and defend their view 
by pointing to the premises of my argument, and the reasons 
given for them, which they reject. This will enable a more 
focused, critical and clear discussion of extreme risks from 
AI in the future.

To preview the overall structure of the argument, I will 
write down the complete argument here1:

The argument for near term human disempowerment 
through AI

P1: By 2100, humanity is capable of building AI capable 
of permanently disempowering humanity.

P2: If, by 2100, humanity is capable of building AI capa-
ble of permanently disempowering humanity, then AI capa-
ble of permanently disempowering humanity will be built 
by 2100.

P3: If AI capable of permanently disempowering human-
ity will be built by 2100, then misaligned AI capable of 
permanently disempowering humanity will be built by 2100.

P4: If misaligned AI capable of permanently disempow-
ering humanity will be built by 2100, then misaligned AI 
which is capable of permanently disempowering humanity 
and tries to permanently disempower humanity will be built 
by 2100.

P5: If misaligned AI which is capable of permanently 
disempowering humanity and tries to permanently disem-
power humanity will be built by 2100, then humanity will 
be permanently disempowered by 2100.

Conclusion: Humanity will be permanently disempow-
ered by 2100.

In the next five sections, I will in turn present, elucidate 
and motivate each of the five premises of my argument. 
While I hope to inspire further scrutiny and objections by 
others, I will also mention, discuss and largely reject some 
counterarguments myself. I will close by briefly reflecting on 
the significance of the argument’s conclusion: that humanity 
will be permanently disempowered by 2100.

2 � Premise 1

2.1 � Explaining premise 1

The first premise of the argument is as follows:
P1: By 2100, humanity is capable of building AI capable 

of permanently disempowering humanity.
What does this claim mean? Let’s go through it, almost 

word by word. First, by the ‘permanent disempowerment’ 
of humanity I refer to any condition where, permanently, 
humanity is unable to determine its own future. An instance 
of permanent disempowerment is extinction. If no humans 
exist, then they cannot determine their own future. However, 
extinction is not the only possible form of disempowerment. 
Humans are disempowered by other humans if those other 
humans have control over them, determining what they 
can and cannot do. As a further analogy, humanity disem-
powered chimpanzees. Since humans are more powerful, 
the continued existence, as well as the living conditions, 
of chimpanzees depend on human goals. Moreover, chim-
panzees have no, or very limited, influence on the goals and 
plans of humans. Humans form goals which are independ-
ent of chimpanzees’ wishes. Since humans decide over the 
conditions of chimpanzee lives and chimpanzees have no 
influence over these decisions, they are disempowered.

In the form of non-extinction permanent disempowerment 
referred to in P1, all humans would be in a similar condition 
with respect to AI as chimpanzees are to humans. That is, 
AI systems would form goals or have formed goals indepen-
dently of human wishes and they would decide over the liv-
ing conditions of humans.2 However, for reasons explained 
in Sect. 6, I think that human extinction is the most likely 
form of permanent disempowerment by AI. Henceforth, for 
the sake of brevity, I will often drop the qualifier ‘perma-
nent’ when talking about human disempowerment.

I do not aim to provide an exact definition of ‘AI’. There 
are many prototypical cases of AI systems: transformer mod-
els, reinforcement-learning agents, intelligent robots and 
classical expert systems. We can say that something is an 
AI if it is sufficiently similar to these and other prototypical 
cases. As a further elucidation, let us say that something is 
an AI if it has a sufficient ability to achieve goals or solve 
tasks (intelligence) and is not biological, i.e. not composed 
of cells and not the product of biological evolution by natural 
selection (artificial). However, my argument does not require 
an exact definition of what counts as an AI system.1  The overall structure of this argument is similar to, albeit more gen-

eral than, Carlsmith (2022). However, the reasoning in favor of the 
premises, and the discussion of putative objections, is much different 
(e.g., Carlsmith focuses on second-order evidence like surveys for P1, 
and his argument for P2 discusses only incentives). Also, Carlsmith’s 
paper has been criticized for failing to make all the steps in his rea-
soning sufficiently explicit, and thus weakening the argument’s clar-
ity and persuasiveness (Thorstad 2023). I aim to remedy this puta-
tive weakness here.

2  Disempowerment, as described here, requires that AI systems actu-
ally exert their power over humans to influence their lives, not just 
that they could do so if they wanted. For an ethical evaluation of the 
latter form of disempowerment, see Sparrow (2023).
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By saying that AI is ‘capable’ of disempowering human-
ity I mean the following: if the AI would try to disempower 
humanity, it would succeed. This is a non-technical notion 
familiar from ordinary discourse. For instance, we may say 
that Magnus Carlsen is capable of beating me at chess. He 
wouldn’t necessarily win against me, for he could lose inten-
tionally. But he would win if he tried to. Of note is that 
the notion of ‘capability’ I use is quite strong. On a weaker 
notion, we might say that subject S is capable of achieving 
X if and only if, when S tries to achieve X, there is a non-
negligible probability that S achieves X. However, in this 
paper, I want to explore the case for a strong conclusion: that 
AI will disempower humanity, not only that there is a non-
negligible probability of human disempowerment through 
AI. Thus, I operate with a strong understanding of capability. 
On this notion, if an AI is capable of achieving X, X will 
occur if the AI tries to achieve X.

By saying that humanity is capable of building certain AI 
systems by 2100 I mean that such AI will be built by 2100 
given that humanity tries to build such AI. Since humanity is 
an abstract entity, the notion of ‘trying’ is less perspicuous. 
What I mean is: If key actors (states, companies, individuals, 
etc.) devote a sufficiently high level of effort to building such 
AI, and key actors devote a sufficiently low level of effort 
to stopping the creation of such AI, such AI will be built.

Finally, choosing the year 2100 as a reference point for 
the argument is not obligatory. By choosing a later year, the 
argument becomes more plausible. However, by choosing an 
earlier year, the conclusion of the argument becomes more 
radical and practically important. Choosing the year 2100 
achieves a pragmatic balance where the claim that human-
ity is capable of building sufficiently powerful AI up to this 
point is plausible while the conclusion implies that children 
born into the world today are likely to witness human dis-
empowerment through AI in their lifetime.

In conjunction, P1 states that, by 2100, humanity will—if 
it tries—build AI which—if it tries—permanently disem-
powers humanity. In the next subsection, I will motivate this 
premise.

2.2 � Motivating premise 1

P1 states that future AI may have more advanced capacities 
which suffice for being able to disempower humanity. To 
establish P1, it is not only necessary to show that humanity 
is capable of building sufficiently capable AI, but also that 
this is feasible by 2100. To motivate this claim, let us look 
first at the capacities AI might plausibly need to disempower 
humanity.

Traditionally, worries about human disempowerment 
through AI have often focused on so-called ‘superintel-
ligence’ (Bostrom 2014). Define a ‘cognitive capacity’ as 
a mental competence contributing to the ability to achieve 

goals, broadly construed, such as memory, planning, rea-
soning, social cognition or mathematical cognition. For 
our purposes, we can take superintelligence to be AI which 
is, in all or virtually all cognitive capacities, vastly supe-
rior to humans. As an analogy, we can say that the differ-
ence in capacities between superintelligence and humans 
is analogous to the difference between humans and dogs. 
That is, the thoughts and plans of a superintelligence are 
beyond our comprehension.

In contrast, we can define AGI (artificial general intel-
ligence) to be AI which is in all or virtually all cognitive 
capacities superior to humans. This does not require that 
it is superintelligent. Let PAI (powerful AI) be AI which, 
in virtue of its cognitive capacities, is superior to humans 
in some domains which grant significant power in today’s 
world, e.g. scientific research, military strategy, engineer-
ing, hacking or social persuasion (Carlsmith 2022). The 
notion of PAI is logically weaker than AGI which is in turn 
weaker than superintelligence. Finally, let advanced AI be 
AI which is significantly more intelligent or powerful than 
current state-of-the-art AI.

To establish P1, I have to argue that some of these kinds 
of AI are capable of disempowering humanity and that 
humanity is capable of building them by 2100. I hold that 
even many kinds of PAI are capable of disempowering 
humanity. Plausibly, the reason why humans have disem-
powered all mammals is that humans have many supe-
rior cognitive capacities. Human control over the planet 
depends on their cognitive capacities. If a kind of being 
is sufficiently cognitively superior to humans and thus is 
superior in sufficiently many important domains, then it 
will, under normal conditions, be capable of disempower-
ing humanity.

There are multiple further factors bolstering the case 
that PAI would disempower humanity. First, AI has certain 
intrinsic advantages to humans. Due to limitations of signal 
transmission in neurons, electrical signals can be transmit-
ted in AI orders of magnitude faster (Luo 2018). AI does 
not get tired, as humans do. AI systems can communicate 
and thereby coordinate incessantly and almost instantane-
ously, while humans have to either be near each other or use 
devices like phones. Further, AI systems can be multiplied 
quickly. In the current paradigm, training cutting edge AI 
models requires a lot more compute than running a few mod-
els. For this reason, when there is enough compute available 
to train a PAI, there will likely also be enough compute to 
run hundreds of thousands or millions of copies of it (David-
son 2023; Steinhardt 2023). With further availability of com-
pute, the number of AI system can rapidly increase from 
there. To summarize, we should expect that PAI systems 
would not only have cognitive advantages in some domains 
to humans, but process information much faster, function 
tirelessly, coordinate seamlessly and multiply quickly.
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Second, PAI may— alone or in conjunction with 
humans— be able to innovate AI research and thus make the 
creation of even more powerful systems possible. This gives 
rise to a recursive process where smart AI is able to design 
smarter AI which is in turn able to design even smarter AI 
and so on. In the most extreme case, the ability of AI to 
perform AI research might lead to faster than exponential 
growth in AI capacities, perhaps even to an ‘intelligence 
explosion’ (Chalmers 2010; for objections see: Thorstad 
2022).

Third, humans might voluntarily give AI resources and 
control over critical infrastructure. For instance, to increase 
their usefulness, many large language models (LLMs) have 
already been connected to the internet. If PAI were con-
nected to the internet and tried to disempower humanity, 
this would likely make it impossible to simply ‘turn it off’, 
since it could distribute copies of itself over the internet. 
Moreover, for reasons of efficiency, there are calls to give 
AI access to military equipment. To summarize, both con-
trol over important pieces of infrastructure as well as the 
possibility of AI’s improving themselves support the view 
that even many kinds of PAIs are capable of disempowering 
humanity. The more powerful AI is, the worse humanity’s 
chances are of resisting attempted disempowerment. Finally, 
when talking about superintelligence, it is hard to conceive 
of scenarios where the superintelligence would not be able 
to disempower humanity.

Assuming that some kinds of PAI, typical AGI and virtu-
ally all superintelligences would be capable of disempower-
ing humanity, why should we think that such AI can be built 
by 2100? First, I have to concede that predicting technologi-
cal progress and scientific developments in advance is very 
hard, often impossible. Yet, this epistemic obstacle cuts both 
ways. While it should discourage us from being certain that 
PAI and AGI will arise in a particular time period, it should 
also prevent us from being extremely confident that PAI and 
AGI won’t arise by 2100. Despite this uncertainty, I will 
now provide my reasoning for thinking that AGI will be 
built by 2100. This reasoning is based on the hypothesis that 
the current deep learning paradigm can, perhaps with some 
moderate adjustments, lead to AGI.

In essence, there are reasons to think that increasing the 
scale of current transformer models, like the most powerful 
current LLMs (e.g. GPT-4), suffices for AGI. The scale of 
the model is determined by the number of parameters com-
prising the model, the size of the dataset used to train the 
model and the amount of compute used for training. The first 
reason is that, in LLMs, scaling has led to massive increases 
in pre-existing capacities and the emergence of qualitatively 
new capacities (Wei et al. 2022). This development is often 
captured in terms of so-called scaling laws: It has been 
shown that language model performance improves smoothly 
as the scale of the model increases, where performance has 

a power–law relationship with each individual factor (model 
size, size of the training dataset or compute) when not bot-
tlenecked by the other two (Kaplan et al. 2020). These scal-
ing laws pertain to the task the model is directly trained 
to perform, i.e. predicting the next token in a sequence as 
accurately as possible.

Improvements in other related capacities cannot be pre-
dicted. Nevertheless, in the last five years, performance in 
virtually all interesting benchmark tasks has improved mas-
sively with increased scale (OpenAI 2023; Suzgun et al. 
2022). This has been accompanied by the emergence of 
qualitatively new abilities, e.g. few-shot learning (Brown 
et al. 2020).3 So, increases in scale have led to improvements 
in virtually all interesting abilities in LLMs, including the 
emergence of abilities which some thought were not avail-
able to them. Given this, it seems wise to suspect that further 
increases in scale will lead to further progress.

It could be that there are limits to what scaling can 
achieve and that progress will eventually stop. It could be 
that this limit comes before AGI. However, given that no one 
has identified an important capacity which does not improve 
with scaling, the currently best supported hypothesis is 
arguably that further scaling will bring about AGI. Further 
support for this idea is that, in terms of real-world useful-
ness and performance on benchmark tests, the difference in 
performance between GPT-4 and GPT-1 seems to be a lot 
higher than the difference between GPT-4 and human-level 
reasoning.4 In the light of this, it would be quite coincidental 
if improvements from increasing scale would level of shortly 
before LLMs reach human-level intelligence.5

I hold that, if scaling transformer models suffices for 
AGI6, sufficiently powerful models can be built before 
2100. This conditional is supported by Cotra’s Biological 
Anchors Framework (Cotra 2020). While I will not explain 
the entire framework, it is crucial here that it—based on 

3  In few-shot learning, the pre-trained model learns to perform new 
kinds of tasks after been given a few examples. This happens during 
the deployment phase, i.e. without further training of the model.
4  The capacities of GPT-4 are especially impressive when consider-
ing that there is a lot of untapped potential for enhancing its perfor-
mance. Better ways of fine-tuning or prompting the model are only 
starting to be explored (Dettmers et al. 2023; Yao et al. 2023).
5  One could argue that we would expect LLM performance to level 
off around human intelligence levels because LLMs are trained on 
human text. However, it also seems that LLMs have various advan-
tages to humans, e.g. faster processing and bigger (working) memory 
capacity. Thus, we would expect that—if the training data are the 
only constraint on capability improvements in LLMs due to scaling—
LLM nevertheless learn to do superhuman reasoning with human 
training data. Moreover, LLMs are increasingly trained on multi-
modal data.
6  This scaling assumption states that no foundational conceptual 
breakthrough is required for AGI, it does not say that exactly the 
same algorithms which are currently used suffice for AGI.
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current trends—estimates how the availability of compute 
for training the largest deep neural networks will develop 
over time. The framework projects two trends out into the 
future:

(A)	 progress in both hardware and software that makes 
computing power cheaper

(B)	 economic growth, and an increasing importance of AI 
in the economy, which increases the amount that can 
be spent on training large AI models

Given these trends, Cotra estimates that the amount of 
compute (in FLOPs) which can be used to train frontier AI 
models will, from 2025 to 2100, increase roughly ten orders 
of magnitude. In other words, if current trends do not mas-
sively slow down, then astronomical scaling of models will 
be possible in the next decades. If scaling suffices for AGI, 
then AGI can be expected to be feasible by 2100.

It should be noted that this argument is tentative. Predict-
ing technological and scientific advances is inherently very 
difficult. However, even if scaling up LLMs does not lead to 
AGI, there could be other breakthroughs which make AGI 
possible. After all, a long time will pass until 2100. As the 
beginning of the field of AI is often dated back to the year 
1956, the time period from now to 2100 is longer than the 
entire existence of the field of AI so far. Given the progress 
that has been made in this shorter time span of 67 years, it 
seems wise to place a significant probability on the scenario 
that AGI can be developed until the end of this century. 
Since, given the previous argument, AGI would likely be 
capable of disempowering humanity, one should place a 
significant probability on the truth of P1.

Note further that the case for P1 does not depend on an 
“intelligence explosion” where progress in AI research ena-
bles AI to build more intelligent AI models, which enables 
them in turn to better design even more intelligent AI and so 
forth, in an ever-increasing speed (Chalmers 2010; Thorstad 
2022). Superintelligence might as well arise via a slower 
and more continuous transition from less advanced forms 
of intelligence. More importantly, as I have argued, super-
intelligence is not necessary for the capacity to permanently 
disempower humanity. Some forms of PAI and many forms 
of AGI are plausibly capable of disempowering humanity. 
Thus, even without superintelligence, AI may be capable of 
disempowering humanity.

2.3 � Objections to premise 1

In this sub-section, I will briefly discuss two objections 
to P1. Clearly, those objections can be developed further. 
Moreover, there are other warranted concerns research-
ers might have about premise 1. While I respond to the 

objections which strike me as most obvious and important, 
I aim to stimulate further discussion.

Since it seems clear to me that sufficiently intelligent AI 
systems (e.g., AGI) with some other feasible properties (e.g., 
being able to quickly multiply themselves and coordinate) 
could disempower humanity, I will focus on the assumption 
that humanity is capable of building such AI systems. First, 
there might occur large-scale economic disruptions which 
significantly undermine long-term global technological pro-
gress. For instance, some believe that an all-out nuclear war 
between great powers may destroy civilization as we know 
it. If technological progress in general would come to a halt 
or even be massively reversed, then humanity would not be 
capable of building more powerful AI. I accept the logic 
underlying this objection. Since estimating the chance of 
such large-scale economic disruptions is beyond the scope 
of the paper, I concede that this is a possibility. Thus, readers 
should downgrade their confidence in P1 depending on how 
likely they think such an economic disruption is.7

Second, some researchers deny that current deep learn-
ing methods will scale to AGI. They think that current deep 
neural networks (e.g. LLMs) lack (at least) one crucial 
ingredient for intelligence (Lake et al. 2017; Marcus 2018) 
which cannot be attained with more scale. There are many 
ideas for what LLMs might lack: for instance, generality 
(Dentella et al. 2023), compositional representation, causal 
and symbolic models of its environment (Chomsky 2023; 
Marcus 2022a, 2022b), perception and embodiment (Bender 
and Koller 2020) and the ability to learn from limited data 
(Chen et al. 2020). However, none of those views strikes me 
as compelling. Typically, versions of these capacities are 
even possessed by present-day LLMs8.

Remarkable capacities for compositionality (Press et al. 
2022; Yao et  al. 2021) and domain-general reasoning 
(Bubeck et al. 2023; OpenAI 2023) are present in modern 
LLMs. With respect to learning speed, it is not clear how 
to fairly compare the amount of training data to the amount 

7  If the reader has no clear view on how likely significant disruptions 
stopping long-term economic progress are, they may interpret my 
argument—including the conclusion—as conditional on the absence 
of such disruptions.
8  A special version of this objection is that AI systems are only capa-
ble of human disempowerment if they have agency and that current 
AI systems are not agents (AI myths 2024). I think that there is only 
a difference in degree—not in kind—between current AI systems and 
full agents, since behaviors like reward hacking that appear in current 
systems can plausibly lead to disempowerment, if the system is suf-
ficiently powerful (see Dung 2023 and 2024 for some relevant discus-
sion). Thus, a sufficient degree of agency might emerge as a result 
of increases in other abilities, particularly for long-term planning and 
reasoning. Alternatively, a proponent of the argument developed here 
may argue that there are incentives to intentionally create agentic AI 
systems (see, e.g., the creation of so-called language agents) (Chan 
et al. 2023).
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of data humans have access to during ontogeny (Buckner 
2021). Once trained, modern language models learn very 
quickly to perform new tasks (Brown et al. 2020). Due to the 
opacity of LLMs, it is uncertain whether they form repre-
sentations of the world, including causal relations. However, 
there is preliminary evidence that LLMs do have something 
like a world model and causal understanding (Burns et al. 
2022; Kıcıman et al. 2023; Li et al. 2023; Meng et al. 2023; 
though see: Thibodeau 2022). Finally, there are some initial 
successes in connecting LLMs to embodied agents (Das-
gupta et al. 2023; Huang et al. 2022a, 2022b). While this 
brief survey is by no means the last word, I think the burden 
of proof is currently on the side of researchers arguing that 
LLMs won’t scale to AGI to specify what precise capacities 
they lack and why those capacities are unlikely to emerge 
with increases in scale.

After having motivated and defended the view that 
humanity is capable of building AI capable of permanently 
disempowering humanity by 2100, I will now turn to prem-
ise 2.

3 � Premise 2

3.1 � Explaining and motivating premise 2

Premise 2 of the argument is as follows:
P2: If, by 2100, humanity is capable of building AI capa-

ble of permanently disempowering humanity, then AI capa-
ble of permanently disempowering humanity will be built 
by 2100.

P2 is easy to explain. The antecedent of the conditional is 
P1, i.e., the view that humanity will, if it tries, build AI by 
2100 which, if it tries, permanently disempowers humanity. 
The consequent is the claim that AI which will, if it tries, 
succeed at disempowering humanity will actually be built by 
2100. P2 follows logically if one assumes that humanity will 
actually try to build sufficiently powerful AI, i.e., humanity 
will devote sufficiently many resources to building such AI 
and insufficiently many resources to stopping the creation of 
it. Why would one think that humanity will try to build AI 
which is capable of permanently disempowering humanity?

I think there are two main reasons. First, there are strong 
incentives to pursue progress in cutting-edge AI models. AI 
which automates many, or perhaps eventually all, human 
tasks has immense financial value. The potential is almost 
limitless. Since automation via AI will be vastly more effi-
cient than relying only on human labor, military competition 
will provide a further strong incentive to pursue research 
on cutting-edge AI. Moreover, these incentives are not just 
hypothetical. There already are big corporations like Google 
and Microsoft which have poured enormous sums into AI 
(Ahmed et al. 2023). The same goes for governments. Thus, 

there are concrete actors which have a strong interest that 
progress in AI research continues unabated. In other words, 
there are strong commercial and geopolitical incentives to 
push forward with more AI research and those incentives are 
already entrenched in today’s economy and politics.

Thus, even if no actor aims at “building AI which is capa-
ble of disempowering humanity” (under this description) 
there are incentives to try to build AI which is as powerful 
as possible. Given the previous section, I expect that such AI 
would in fact be able to disempower humanity.

Second, with sufficient time (e.g., by 2100), it looks like 
sufficiently powerful AI could be built by many different 
entities. First, there are not only different companies but also 
different states which might want to build AGI. Some of 
them, e.g. the US and China, are in an adversarial political 
relationship. Within these countries, we are currently in a 
situation where only a few selected companies have the abil-
ity to build systems at the level of the current cutting-edge. 
But this will probably change. Let’s look at why.

Progress in AI mainly depends on two factors: First, hard-
ware improvements. As explained earlier, deep neural net-
works tend to improve with increases in scale. Thus, when 
the upscaling of models becomes feasible and computing 
power becomes cheaper, AI becomes better. Other AI para-
digms also benefit from availability of more compute and 
better hardware. It enables AI to store more information and 
plan ahead further and researchers to perform more experi-
ments. Second, new scientific insights lead to AI progress. 
In particular, new ideas can lead to algorithmic improve-
ments so that, holding hardware constant, AI becomes more 
capable.

The important point here is that both algorithmic and 
hardware improvements could, over time, position many 
entities so as to be capable of bringing about AGI. If one 
entity, e.g. a leading AI lab, has the capacity to build AGI, 
then—according to the typical trajectory of technological 
development and deployment—not much later many enti-
ties, including governments, companies and at some point 
ordinary citizens, can build AGI. This is because both fac-
tors mentioned earlier—new ideas and hardware improve-
ments—tend (with a delay) to diffuse throughout society 
and the world.

New algorithms are hard to keep secret, even when invest-
ing a lot of resources. Moreover, it is not clear whether 
secrecy will be given much weight. Compute gets cheaper 
over time, roughly along an exponential curve.9 Today’s 
supercomputer will be outmatched in computing power by 
tomorrow’s smartphone, so to speak. Thus, over the typical 

9  As evidence of this trend in the decline of computing costs, see: 
https://​ourwo​rldin​data.​org/​graph​er/​histo​rical-​cost-​of-​compu​ter-​mem-
ory-​and-​stora​ge (Accessed 29th of May 2023).

https://ourworldindata.org/grapher/historical-cost-of-computer-memory-and-storage
https://ourworldindata.org/grapher/historical-cost-of-computer-memory-and-storage
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course of technological development, many actors gain 
access to algorithmic improvements and increasing com-
pute. Hence, after some time and without dedicated coun-
termeasures, many actors will be able to build AGI once 
someone has the ability. Moreover, if substantial algorithmic 
improvements turn out to be unnecessary for AGI, then—
even if dedicated AI research were to be stopped—hard-
ware improvements would nevertheless make AGI possible 
at some point.

The more entities can independently build AGI, the 
higher the chance that some reckless, malevolent, or ignorant 
actors will do so. If we reach a situation where most coun-
tries and many small groups of citizens could independently 
build AGI, even a tight regime of political coordination and 
surveillance of citizens cannot plausibly prevent that some-
one at some point will decide to build AGI. To summarize, 
the combination of strong incentives and the likely prospect 
that, if some entities can build AGI by 2100, then many can 
build AGI by 2100, makes it very likely that humanity will 
try to build AI which is capable of permanently disempow-
ering humanity.

3.2 � Objections to premise 2

I will discuss three objections. Again, I do not provide defi-
nite refutations of all conceivable objections, but my coun-
terarguments serve as discussion starters for why obvious 
objections might not work. The first objection is that inter-
national coordination to prohibit the development or deploy-
ment of a technology does sometimes work. An example 
may be the regulation of nuclear weapons. The technology 
is available and there are incentives favoring their use, but 
they are—globally—not deployed. This has been achieved 
through international agreements. However, on second 
thought, the analogy between nuclear weapons and AI 
doesn’t necessarily inspire confidence. Large-scale nuclear 
weapons have been used in the past, even if it was a long 
time ago. Several times they would have almost been used, 
with potentially much more destructive effects. Furthermore, 
the number of countries possessing nuclear weapons has 
increased over the years, despite international agreements 
prescribing non-proliferation.

Moreover, there are several reasons to think that stopping 
the development and deployment of powerful AI is harder 
than with nuclear weapons. Nuclear weapons can only be 
built by entities, typically states, with a lot of resources, 
and building them requires big nuclear projects. The con-
strained number of actors as well as the possibility to moni-
tor the buildup makes it easier to coordinate around and 
enforce bans on developing and using nuclear weapons than 
AI. Besides, there are weaker incentives to develop and 
use nuclear weapons. Nuclear weapons cannot contribute 
meaningfully to economic growth. Few individual people or 

companies have a stake in the development of nuclear weap-
ons. Finally, the risk from using nuclear weapons is obvious. 
Unlike with AI, there is no disagreement on whether nuclear 
weapons are dangerous. All these factors make agreeing on 
and enforcing a ban on nuclear weapons and most or all 
other technologies easier than a ban on advanced AI.

The second objection to P2 is that it is in everyone’s inter-
est to abstain from building AGI if building AGI poses an 
enormous risk of permanent human disempowerment (as I 
argue in this paper). For virtually no one wants to be killed 
or otherwise disempowered by AI. Thus, there are no incen-
tives to build AGI. However, this reasoning does not strike 
me as persuasive. There are many points which could be 
made in response, but I will focus on two: the risk of human 
disempowerment through AI in general is neither obvious 
nor certain. Moreover, there can be many reasonable disa-
greements on whether particular AI systems pose a threat 
of human disempowerment, partly because the emergence 
of new capacities is often unpredictable. Thus, some people 
may underestimate or completely ignore the risk from AI in 
general or from specific systems. Given that we can expect 
many entities to be able to build AGI, it is likely that some 
of them will gravely underestimate the risks. In this case, 
they might build more powerful AI even if it is not in their 
interest.

The third objection to P2 is that an AI which is advanced, 
but not yet able to disempower humanity may try to disem-
power humanity. If so, it may cause massive damage without 
disempowering humanity and thus serve as a warning sign. 
Due to this warning, humanity may then be motivated to 
stop the development of even more advanced AI. While this 
scenario is possible, it does not address the two factors—
incentives and multiple actors—which strongly support P2. 
Moreover, it is not clear whether such a warning will occur. 
Partially, this depends on the speed and especially on the 
continuity of AI progress. The more discontinuous AI pro-
gress is, the less likely it is that a useful warning will take 
place. In addition, an AI which is capable of causing massive 
damage might be capable of reasoning that it should not try 
to disempower humanity, until it is confident that it will suc-
ceed. If so, advanced AI might not give us a warning sign.

In the next section, I will explain, motivate and defend 
premise 3 of my argument.

4 � Premise 3

4.1 � Explaining and motivating premise 3

Premise 3 is as follows:
P3: If AI capable of permanently disempowering human-

ity will be built by 2100, then misaligned AI capable of 
permanently disempowering humanity will be built by 2100.
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Thus, P3 states that, given the antecedent of the condi-
tional, at least some of the AI systems built by 2100, which 
are capable of disempowering humanity, will be misaligned. 
What does ‘misalignment’ mean? As defined here, an AI 
model is aligned if and only if it tries to do what its designers 
want it to do (Ngo et al. 2022).10 In other words, an aligned 
model pursues goals, has values or optimizes an objective 
function which correspond to the goals, values or objective 
function its designers want it to have. An AI model is mis-
aligned if and only if it is not aligned.

Misalignment can be understood in analogy with humans. 
Suppose I ask Magnus Carlsen to beat someone in chess. 
Suppose he loses intentionally. In this case, Carlsen was mis-
aligned with my goals. He didn’t try to do what I wanted him 
to do. If AI is misaligned, it will tend to not do what we want 
it to do. In at least one respect, misaligned AI is not under 
our control. Given these clarifications, P3 states that, given 
the antecedent of the conditional and by 2100, some AI sys-
tems capable of disempowering humanity will pursue goals 
which differ from what their designers want them to be.

Why should we believe in P3? The key reason is that 
ensuring alignment of AI models, particularly advanced 
models, is difficult. First, it seems that superior capacity to 
achieve goals places few constraints on what the goals of 
AI models are. A model can be very intelligent in the sense 
of being excellent at achieving its goals for almost any set 
of goals.11 There is no guarantee that the goals will strike 
humans as reasonable or ethical. However, intelligence con-
strued as the capacity to achieve goals is what matters to the 
question whether an AI is capable of disempowering human-
ity. This shows that it is at least possible that AI capable 
of disempowering humanity has misaligned goals. Why is 
misalignment not only possible, but likely?

There are two kinds of challenges in aligning AI. First, 
one needs to specify the goals the model should pursue. 
Second, one needs to ensure that the model robustly pur-
sues those goals.12 The first challenge has been termed the 
‘king Midas problem’ (Russell 2019). In a nutshell, human 
goals are complex, multi-faceted, diverse, wide-ranging, and 
potentially inconsistent. This is why it is exceedingly hard, 
if not impossible, to explicitly specify everything humans 

tend to care about. An explicit list is bound to forget some 
important goals which will then be neglected by AI.

Moreover, even if the goals are specified adequately, it is 
hard to ensure that the model follows them robustly. With 
ML models, while alignment can be tested during train-
ing, there is the worry that the model may fail to pursue 
these goals when it encounters situations too distant from 
the training corpus. Since the number of situations general 
models can encounter is (virtually) unbounded (e.g., there 
are no limits on the kinds of texts which can be input to 
LLMs), it is hard to guarantee that the model will generalize 
its goals appropriately across all situations.

These alignment challenges are not just hypothetical, but 
manifest in current ML. In reinforcement learning, it is noto-
riously difficult to specify the reward function the model is 
trained to optimize such that, by maximizing reward, the 
model learns to perform the task it is intended to perform 
(Pan et al. 2022). “Reward hacking” is a common failure 
mode (Skalse et al. 2022). Even when the model pursues the 
intended goal in one context, the model sometimes fails to 
generalize the goal to another context, outside of its training 
distribution (Langosco et al. 2023). Even in current models, 
it is hard to predict in advance whether and how they will 
be misaligned, and to remedy misalignment. Alignment can 
often only be achieved after a long process of trial-and-error.

With more advanced models, further problems arise. In 
this case, it is even harder to predict, or even detect, whether 
models are misaligned (Dung 2023). For instance, an AGI 
may be instructed to write papers producing novel scientific 
insights. If AGI is superior to us in scientific reasoning, it 
may be hard for us to evaluate whether it aims to increase 
scientific knowledge, as we intended, or whether it comes 
up with deliberate falsities.

Moreover, there arise two crucial problems with detecting 
and remedying misalignment which are specific to advanced 
models (Dung 2023). If PAI is misaligned to such an extent 
that its goal is to disempower humanity (more on why to 
expect this next section), then it has reasons to pretend to 
be aligned so that humans won’t take countermeasures. To 
disempower humanity, it has an incentive to behave in a 
seemingly aligned manner until it is ready to actually dis-
empower humanity. Thus, with advanced models, we have 
to expect that they may try to deceive us.

Even more crucially, with AI which is capable of dis-
empowering humanity, a trial-and-error process to ensure 
alignment is not an option. If misaligned AGI has the goal 
to disempower humanity (see next section), then there is no 
second chance to align it. For once humanity is disempow-
ered, we cannot align an adversarial AGI anymore. Thus, we 
would have to succeed at alignment at the first try. This is 
contrary to current methods of AI alignment which are based 
on observing specific alignment failures, and then modifying 
the system in response.

10  There is another facet of the alignment problem which consists in 
the question of which values an AI system should be aligned with, 
and who gets to decide these values (Gabriel 2020). Since the techni-
cal alignment problem is central to the risk of human disempower-
ment from AI, not this further, more ethically loaded alignment prob-
lem, I focus on the former here.
11  This is an expression of the so-called orthogonality thesis accord-
ing to which (instrumental) intelligence and goals are orthogonal 
(Bostrom 2012, 2014).
12  Some approaches to alignment are based on only partially fulfill-
ing both of these tasks, however (Hubinger 2021).
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In fact, the problem is even harder. As I noted last sec-
tion, it is likely that, by 2100, there are many entities, e.g. 
states and companies, which are able to build PAI and AGI. 
For P3 to be true, only one of those AI models, which is 
capable of disempowering humanity, has to be misaligned. 
Thus, when developing sufficiently powerful AI, every one 
of those entities has to succeed at aligning their models on 
the first try. Furthermore, with sufficiently many actors able 
to build AGI, we should even expect that some will build and 
deploy AGI with dangerous goals malevolently. This sug-
gests that an alternative argument for existential risk from 
AGI, not the focus here, may proceed via the risk of misuse, 
rather than misalignment. Roughly, the argument may go: If 
sufficiently capable AI systems will be build and many peo-
ple can build or control one of them, then some individual 
or group is going to use it to usurp control of humanity (see 
Friederich 2023 for concerns of this kind).

To summarize, since potentially many actors can develop 
AGI and aligning AI models, as well as predicting whether 
models will be aligned, is hard, and can be expected to be 
even harder with more advanced models, we should expect 
that misaligned AGI will be built, if AGI will be built.

4.2 � Objections to premise 3

In this section, I will discuss two objections to P3. As 
always, my discussion is not exhaustive and is intended to 
stimulate further critical scrutiny. In particular, there is a 
field of technical AI alignment research (Ngo et al. 2022) 
which aims to find methods to ensure that AI is aligned, 
including more advanced models. Someone might argue that 
their own distinctive approach to alignment will be success-
ful and will be adopted and that, thus, P3 is implausible. Due 
to constraints of space, I cannot discuss various different 
approaches to AI alignment. Thus, I will not engage with 
this type of objection.

My sense, however, is that most researchers in the AI 
alignment field believe that we are far from possessing a 
detailed proposal for aligning PAI that we can be sufficiently 
confident in. Moreover, I note that, given the possibility that 
many AI models capable of disempowering humanity might 
be build, a successful alignment approach would need to 
be adopted and implemented correctly without exception to 
make P3 false. This is a high bar.

The first objection to P3 rests on the idea that intelligence 
and goals (values) are connected. According to this view, a 
being which is superior to humans in intelligence, e.g. an 
AGI, must have— or strongly tends to have—reasonable 
or ethical goals (Müller and Cannon 2022; Railton 2020). 
Proponents of this objection also adduce the observation 
that, in humans, learning of moral reasoning and learning 
of other cognitive abilities are interdependent.

However, observations regarding human moral learn-
ing are irrelevant. The claim presupposed by P3 is not that 
AGI might lack the capacity for moral reasoning. For all we 
know, AGI might necessarily be better than humans in moral 
reasoning, as manifested in the capacity to, e.g., write ethics 
papers. The claim is not that AGI would lack any ability, but 
that it might lack ethical goals. While being able to reason 
ethically, AGI would not have any motivation to act ethically 
if that is not its goal. While open to debate, the claim that 
goals and abilities to achieve goals are largely independent in 
AI is supported by current ML approaches. In reinforcement 
learning, for instance, a model can be rewarded to obtain 
arbitrary results. Consequently, the model can become very 
proficient at bringing about these results, fulfilling its goals, 
even if the goals themselves are “stupid” or parochial (e.g., 
some arbitrary metric in a videogame) (for more thorough 
defenses of the thesis that a superintelligence could have 
bad goals, see Häggström (2021) and Dung (forthcoming)).

The second objection is that the technical challenge of 
aligning AI with human goals will turn out to be quite triv-
ial. Given the previous discussion, I am not sure how one 
can be very confident in this view. Nevertheless, something 
to be said in favor of the view that alignment might not be as 
difficult as I describe it is that the task of aligning AI capable 
of disempowering humanity might be continuous with align-
ing less powerful systems. If so, we may be able to learn how 
to align PAI from systems which are not capable of disem-
powering humanity. If lessons learned from studying AI not 
capable of disempowering humanity generalize well to AI 
which is capable of disempowering humanity, then we can 
learn about AI alignment empirically, by trial-and-error. If 
so, humanity’s odds for learning how to align AGI are better.

Moreover, one might hope that this aligned AGI can then 
be used to prevent other misaligned PAI models from com-
ing into existence or, failing that, prevent them from disem-
powering humanity. The aligned AGI model might be used 
to help align other AI models, to monitor the development 
and deployment of other AI models in order to intervene 
when a dangerous model might be built, and to defeat a mis-
aligned model which tries to disempower humanity.

I do not deny that this scenario is possible. However, 
the scenario depends on several speculative and optimistic 
assumptions. First, aligning PAI would need to be relatively 
easy. Second, solutions to the problem of aligning less dan-
gerous AI models would need to generalize very well to AI 
capable of disempowering humanity, such that no experience 
and experimentation with those more dangerous models is 
necessary to apply these alignment solutions. Third, the 
first actor to build AI capable of disempowering humanity 
is responsible and cares about AI alignment. Fourth, one 
of the first AI models capable of disempowering human-
ity is also able to stop other actors from building other AI 
models capable of disempowering humanity or, failing that, 
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stop these models from disempowering humanity. While I 
hope that all these conditions obtain, one cannot take this 
for granted and it seems relatively unlikely.

To summarize, while there is hope that the alignment 
problem is less hard than it seems, it is likely that the prob-
lem is very difficult. Thus, P3 seems to be true. In the next 
section, I move to premise 4 of my argument.

5 � Premise 4

5.1 � Explaining and motivating premise 4

Let me introduce premise 4:
P4: If misaligned AI capable of permanently disempow-

ering humanity will be built by 2100, then misaligned AI 
which is capable of permanently disempowering humanity 
and tries to permanently disempower humanity will be built 
by 2100.

P4 fills a crucial gap in the argument. So far, I have argued 
that misaligned AI capable of disempowering humanity will 
be built by 2100. Yet, there are as many ways for an AI to be 
misaligned as there are goals the AI could have. P4 states 
that, if misaligned AI capable of disempowering humanity 
will be built, AI with the same dangerous capability which 
actually tries to disempower humanity will be built. The 
underlying rationale is that many, or all, misaligned AI mod-
els capable of disempowering humanity will have the goal 
of disempowering humanity. Why should we believe that 
this is true?

The canonical answer in the literature is the instrumental 
convergence thesis (Bostrom 2012, 2014). The instrumental 
convergence thesis states that there are certain goals which 
are instrumentally useful for a wide range of final goals and 
a wide range of situations (Bostrom 2014, p. 109). Among 
these goals are self-preservation and the accumulation of 
power and resources. For if you get destroyed, you cannot 
work towards achieving your final goal anymore, and if you 
acquire power and resources, you will be more effective at 
achieving your final goal. The instrumental convergence the-
sis suggests that, typically, you will increase the probability 
that your final goal will be satisfied by preserving yourself 
and by accumulating power. Thus, for a wide range of goals, 
AGI would have an incentive to acquire power and to resist 
being shut down.

To consider an example, suppose an AGI model has an 
arbitrary misaligned goal, e.g. maximizing the number of 
paperclips in the universe.13 This is the model’s final goal, 
i.e., what it optimizes for. Given this final goal, it would be 

beneficial to the model to acquire power and resources which 
it can use to produce more paperclips, to prevent being shut-
down (which would stop it from making more paperclips) 
etc. Importantly, if power-seeking is a convergent instru-
mental goal, then disempowering humanity is. By usurping 
control, AI makes sure that humans cannot shut it down or 
otherwise interfere with its goals. This reasoning translates 
to virtually every other misaligned goal.

Up until now, I have argued that disempowering humanity 
is a convergent instrumental goal. That is, for a wide range 
of final goals, disempowering humanity would be useful for 
PAI and AGI. I claim that this provides us with reason to 
think that AI capable of disempowering humanity will in 
fact try to disempower humanity. The claim is: the useful-
ness of disempowering humanity suggests that AGI will 
try to disempower humanity, given that AGI is a powerful 
optimizer. If AI optimizes for a particular set of final goals, 
then it will try to achieve any goal instrumentally useful for 
it if it believes14 that the value of the instrumental goal out-
weighs the expected costs of pursuing the instrumental goal, 
measured according to the final goal. This follows from the 
fact that AI optimizes for its goal. This condition is fulfilled 
if and only if (1) the AI believes it is capable of achieving 
the instrumental goal, (2) the AI believes that achieving the 
instrumental goal would be useful and (3) the expected costs 
of pursuing the instrumental goal are relatively low.

Since AI capable of disempowering humanity would be 
very smart, (1) and (2) should be fulfilled with respect to 
the instrumental goal of disempowering humanity. Disem-
powering humanity would be very useful for a wide range of 
goals, since it rules out a likely source of interference with 
its goals and provides access to enormous resources. Thus, 
it has high expected benefits. At the same time, the expected 
costs are typically low. For instance, disempowering human-
ity only limits one’s ability to, e.g., build paperclips insofar 
as one could spend the resources spent on disempower-
ing humanity instead on paperclips. However, given that a 
sufficiently capable AI might not need many resources to 
disempower humanity and that the benefits of doing so are 
big, the expected value of trying to disempower humanity is 
likely positive. Hence, as soon as misaligned AI capable of 
disempowering humanity is sufficiently certain that it will 
succeed, it will try to disempower humanity.

For illustration, we can also see the logic of instrumental 
convergence at work in human relationships to other species. 
It is not the case that humans have a final goal or desire that 
gorilla populations be decimated or that many gorillas are 
locked up in zoos. However, given human aims such as hav-
ing space to live, entertaining children etc., disempowering 

13  It seems to me that the same reasoning applies to more complex 
final goals or a set of final goals, if they are misaligned.

14  If preferred, one can speak here of ‘representations’, ‘belief-like 
states’ or something similar instead of beliefs.
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gorillas was in humans’ instrumental interest which is why 
it occurred.

Moreover, I want to note that instrumental convergence is 
not the only route to AI capable of disempowering humanity 
which tries to disempower humanity. If sufficiently many 
actors will be able to build AI capable of disempowering 
humanity, including, e.g. small groups of ordinary citizens, 
then some will intentionally unleash AI trying to disem-
power humanity. This could happen as a form of (omnicidal) 
terrorist attack, “for fun” because the people involved under-
estimate the risk, or in the hopes of taking control over all 
other humans. This is the main reason why my argument 
provides only a lower bound to the probability of permanent 
human disempowerment from AI.

To summarize, most misaligned AI models capable of 
disempowering humanity will have strong instrumental rea-
sons to try to disempower humanity. Thus, we should expect 
that they will try to disempower humanity. Moreover, some 
malevolent or careless humans might intentionally build AI 
capable of and trying to disempower humanity.

5.2 � Objections to premise 4

In this sub-section, I will discuss one objection to P4. I hope 
that future research will thoroughly scrutinize this premise 
and develop new arguments, objections and counterargu-
ments. The objection begins with the observation that the 
logic of instrumental convergence also applies to humans. 
Nevertheless, humans do not typically try to disempower the 
rest of humanity. Therefore, instrumental convergence does 
not seem to imply (massive) power-seeking.

But there are differences to the AGI case. First, humans 
are not capable of disempowering humanity. Plausibly, some 
humans would indeed try to disempower humanity if they 
were capable of it (Carlsmith 2022, Sect. 4.2). However, 
some humans would not. How do we explain this? Recall 
that P4 only speaks of misaligned AI. Similarly, humans 
will not try to disempower humanity if one of their final 
goals is the wellbeing of the rest of humanity, i.e., if they 
are “aligned” with the rest of humanity, so to speak. Hence, 
we can explain that some humans capable of it would not 
try to disempower humanity by pointing out that they are 
aligned with the interests of humanity. Thus, a straightfor-
ward argument against P4 based on the absence of massive 
power-seeking in humans does not succeed.

However, this objection draws our attention to some-
thing deeper. In humans, it might not be possible to point 
to a clear boundary between final and instrumental goals. 
It is not clear where the final goals end and the instrumen-
tal goals begin. Instead, it often seems more appropriate to 
conceive of human motivational psychology as messy. On 
this picture, the human mind comprises a mixture of many, 
partially competing and partially complementing, drives and 

psychological dispositions. Any number of these disposi-
tions and drives could disincentivize humans from trying to 
disempower humanity. For instance, some humans just don’t 
like being the center of attention.

If we picture AGI minds analogously, then it is less clear 
that they will try to disempower humanity. Any number of 
features of their motivational or decision-making system 
could make them reluctant to try to disempower humanity 
(Thorstad 2023). A clean inference that they will exhibit 
massive power-seeking cannot be made.

However, I have some reservations with this argument 
for the claim that misaligned AI will not try to disempower 
humanity. First, if AGI minds are messy, then this makes 
predicting what a misaligned AGI model’s goals would be 
quite impossible. This is no strong reason to think that those 
goals would end up being relatively human-friendly. In par-
ticular, of all the logically possible goals for AGI, only a 
small fraction involves human wellbeing. Moreover, since 
instrumental convergence is something we find in humans, 
although constrained by other dispositions, maybe instru-
mental convergence would win out against other psychologi-
cal dispositions in AGI and thus create the goal to disem-
power humanity.

Second, even if human psychology is messy, this does not 
mean that an AGI’s psychology would be messy. It seems 
like current deep learning methodology embodies a distinc-
tion between final and instrumental goals. For instance, 
in standard versions of reinforcement learning, the model 
learns to optimize an externally specified reward function 
as best as possible. It seems like this reward function deter-
mines the model’s final goal. During training, the model 
learns to seek out things which are instrumentally relevant to 
this final goal. Hence, there appears to be a strict distinction 
between the final goal (specified by the reward function) and 
instrumental goals.

Consequently, there is some reason to think that methods 
continuous with current deep learning approaches lead to 
the development of strict optimizers for a set of final goals. 
If so, misalignment of AGI will likely lead to AGI trying 
to disempower humanity. That being said, there is also sig-
nificant uncertainty about the cognitive processing in PAI 
and AGI. Thus, there is a chance that the model will acquire 
psychological tendencies which constrain power-seeking. In 
the next section, I will describe the fifth premise and give an 
overview of the entire argument.

6 � Finalizing the argument: premise 5 
and conclusion

Premise 5 of my argument is as follows:
P5: If misaligned AI which is capable of permanently dis-

empowering humanity and tries to permanently disempower 
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humanity will be built by 2100, then humanity will be per-
manently disempowered by 2100.

This premise is very close to a tautology. I defined ‘being 
capable of X’ as meaning ‘If one tries X, then X’. Thus, 
tautologically, if misaligned AI is capable of permanently 
disempowering humanity and tries to disempower humanity, 
then humanity will be disempowered. The only qualification 
which saves P5 from being a mere tautology is the refer-
ence to time. Conceptually, it is possible that AI capable of 
and trying to disempower humanity is built before 2100 but 
only succeeds at disempowering humanity after 2100. Due 
to this possible scenario, it is conceptually possible for P5 
to be false.

However, this scenario does not strike me as plausible. 
The reasons adduced in favor of P1 support the claim that 
sufficiently powerful AI will likely be built early enough 
before 2100, and be capable of disempowering humanity 
quickly enough, that humanity will be disempowered by 
2100. If it nevertheless turns out that humanity is disem-
powered quickly after 2100, then this technically undermines 
the letter of my argument, but is not relevant to the spirit and 
the broader significance of the argument.

Now, we have assembled all premises which compose 
my argument. To get a second look at the argument in its 
entirety, the reader may consult the introduction again. It is 
easy to confirm that this argument is logically valid. In the 
earlier sections, I have argued for the truth of each premise. 
If all premises are true, then humanity will be permanently 
disempowered by 2100.

It is hard to overstate the significance of this conclusion. 
The conclusion entails that most children born today will 
witness humanity’s disempowerment through AI. The form 
of human disempowerment which seems most likely to me 
is extinction. As argued earlier, if AI optimizes for some 
misaligned goal, it will have instrumental reasons to amass 
as many resources as possible. AI could plausibly use the 
resources which humans need to survive (e.g., space) for 
its own goals. Moreover, killing all humans seems like an 
effective and simple way to prevent humans from interfer-
ing with its goals. By contrast, it is hard to come up with a 
plausible reason why sufficiently advanced AI (which does 
not rely on human labor) should try to keep disempowered 
humans alive. Therefore, I think that—if the path to human 
disempowerment proceeds via misaligned AI achieving its 
instrumental goals—extinction is the most likely form of 
permanent human disempowerment. Thus, if the argument 
of this paper is sound, one of the most likely causes of death 
for children born today is being killed by misaligned AI. 
This provides strong prudential reasons to try to reduce the 
risk of human disempowerment from AI.

Ethically, human disempowerment through AI means 
that roughly 8 billion people will either die or be harmed 

in another very significant way. Moreover, it means that 
future human beings which could otherwise have led flour-
ishing lives will either not be born or be powerless sub-
jects to the goals of AI. If the future would have otherwise 
contained a very large number of lives and if future lives 
have significant value, then this destruction of the future 
potential of humanity may be much worse than even 8 bil-
lion deaths (Bostrom 2013; Greaves and MacAskill 2021; 
MacAskill 2022).

I mentioned earlier that a natural interpretation of the 
argument is probabilistic. The combined probability of all 
the premises places a lower bound on the probability of the 
conclusion. If one follows my argument, the probability 
of the conclusion, i.e. permanent human disempowerment 
by 2100, is higher than many might have thought. This 
provides a reason for relevant entities—individuals, cor-
porations and governments—to aim to reduce the probabil-
ity of human disempowerment through AI. Many levers 
to influence this probability have already been touched 
upon in the argument: technical research on AI align-
ment, research on how to best regulate AI and attempts to 
increase international political cooperation on AI assume 
a central role.

At last, this paper is also an invitation to skeptics of 
my conclusion to come forward and explain which of my 
premises they disagree with, and why. This way, I hope 
to stimulate a fruitful, rigorous, and constructive discus-
sion on the question whether there is a significant risk of 
human disempowerment through AI, particularly in the 
not-too-distant future.
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