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Abstract
Public sector adoption of AI techniques in welfare systems recasts historic national data as resource for machine learning. 
In this paper, we examine how the use of register data for development of predictive models produces new ‘afterlives’ for 
citizen data. First, we document a Danish research project’s practical efforts to develop an algorithmic decision-support 
model for social workers to classify children’s risk of maltreatment. Second, we outline the tensions emerging from project 
members’ negotiations about which datasets to include. Third, we identify three types of afterlives for citizen data in machine 
learning projects: (1) data afterlives for training and testing the algorithm, acting as ‘ground truth’ for inferring futures, (2) 
data afterlives for validating the algorithmic model, acting as markers of robustness, and (3) data afterlives for improving the 
model’s fairness, valuated for reasons of data ethics. We conclude by discussing how, on one hand, these afterlives engender 
new ethical relations between state and citizens; and how they, on the other hand, also articulate an alternative view on the 
value of datasets, posing interesting contrasts between machine learning projects developed within the context of the Danish 
welfare state and mainstream corporate AI discourses of the bigger, the better.
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1 Introduction

Public sector bodies increasingly adopt machine learning 
techniques as part of governing schemes across health, social 
services, policing, and employment services (Dencik et al. 
2019; Hoeyer 2019; Jørgensen 2023). The machine learning 
projects emerging out of these initiatives reconfigure histori-
cal national data into a dynamic resource for future-oriented 
algorithmic profiling of citizens’ behavior, rights, and needs. 
With machine learning, correlations found in historical data 
are generalized into rules, often in the form of algorithmic 
prediction of citizens as part of service provision in public 
administration. In this sense, citizen data from cases now 

closed, decisions and allocations long forgotten and expired 
in municipal casework, acquire a new existence in emerging 
profiling and predictive models.

Drawing upon the theoretical framework of afterlives as 
it has been developed in relation to data, digital infrastruc-
tures, and archival regimes (Agostinho 2019; Ebeling 2022; 
MacKinnon 2022; Sutherland 2023), we aim to elucidate the 
complex trajectories through which data continue to exert 
influence and significance after their initial collection and 
utilization. This analytical approach allows us to investigate 
the dynamic interplay between past and present data prac-
tices, and explore future implications of these within the 
realm of family welfare services.

Empirically, we document a Danish research project’s 
practical efforts to develop an algorithmic model for clas-
sifying children’s risk of maltreatment through prediction. 
Envisioned as a decision-support tool, the research project 
investigated whether such a model can improve caseworkers’ 
risk assessments through the algorithmic attribution of risk 
scores to children. Examining negotiations about which citi-
zen data to include when developing the model, i.e., negotia-
tions about the extent and form of data afterlives, we iden-
tify how different concerns shape the researchers’ inclusion 
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or exclusion of different data variables. This examination 
extends into how data scientists navigate tensions across 
domain knowledge, machine learning expertise, legal assess-
ments, and medialized public critique in this development.

Arguably, the repurposing of archival data is not novel, 
especially not in a Denmark, internationally renowned for 
comprehensive registers with access to detailed informa-
tion on the population’s health, demographics, and socio-
economic factors (Erlangsen and Fedyszyn 2015). As such, 
Danish archives, containing wide-ranging records of past 
state–citizen interactions, have long been used for epide-
miology and other types of register research, including for 
the development of evidence-based policy. Yet, we propose 
that data afterlives in a context of machine learning, poten-
tially used for profiling at the level of the individual rather 
than the population, implies a new type of data afterlife. 
As we will demonstrate in our analysis, inclusion of archi-
val data in machine learning projects gives citizen data a 
new digital existence. In this article, we identify three types 
of data afterlives and highlight the complexities of dataset 
inclusion in machine learning in a context of Scandinavian 
welfare institutions.

The structure of this paper unfolds as follows: initially, we 
present the empirical foundation underpinning our research. 
Subsequently, we offer a review of literature pertaining to 
input data in machine learning models, with a particular 
emphasis on critical dataset studies and Science and Tech-
nology Studies (STS). Following this, we present the con-
cept of data afterlives to elucidate the ethical and political 
dimensions inherent in the repurposing of historical data 
for predictive analytics. With this concept, we elicit three 
distinct iterations of citizen data afterlives within machine 
learning models, leveraging insights gleaned from both 
empirical observations and interview data. Lastly, we pro-
vide a conclusive section delineating potential avenues for 
future research inquiries into machine learning initiatives 
within the public sector.

2  Empirical resources

This paper reports a long-term (2021–2023) case study of 
RISK, an interdisciplinary Danish research project investi-
gating an algorithmic approach to family welfare services. 
The project is privately funded and involves collaboration 
between a university with expertise in statistics and machine 
learning and a university college focusing on social work. In 
this sense, it builds on a well-established model for organ-
izing the heterogeneity of expertise, ‘the logic of domains,’ 
where machine learning is cast as the universal, domain-
independent technique that can serve domain-specific sci-
ences such as social work, through the introduction of new 
exploratory techniques and tools (Ribes et al. 2019).

The purpose of the RISK project was to determine if it 
was feasible to create a predictive algorithm with sufficient 
accuracy to be used as a decision-support tool in case worker 
assessments of children referred to the social services. In 
Denmark, municipalities by law are obligated to assess 
referrals within 24 hours with regards to the acuteness and 
severity of the child's situation, an assessment that has been 
documented to be fraught with uncertainty and a lack of 
standardization (Villumsen and Søbjerg 2020). Part of the 
research project was also to assess the impact on case work-
ers and families whose children had been evaluated by the 
algorithm. In interviews, the project partners emphasized 
the importance of having interdisciplinary research on the 
effects of algorithmic predictive models before making deci-
sions about their implementation.

While algorithmic decision-support models in child 
protection services are beginning to gain ground interna-
tionally, they have not yet been implemented in Denmark 
due to a lack of legality and high degree of controversiality 
(Eubanks 2018; Leslie et al. 2020; Redden et al. 2020). The 
controversiality stems from a previous attempt to develop a 
different predictive algorithm in child protection services 
and regarded the potential discriminatory nature of algorith-
mic profiling (e.g., if the model generates biased outputs) 
as well as the risk of undue surveillance (Kristensen 2022). 
At the same time, the very field of child protection work is 
fraught with competing values and is politically contested, 
not least due to Danish Prime Minister Mette Frederiksen’s 
call for municipalities to make more use of forced adoptions 
and out-of-home placements in the name of child protec-
tion (Frederiksen 2020). These events have produced a Dan-
ish context where machine learning experiments in child 
protection services have much public scrutiny (Ratner and 
Schrøder 2023). For RISK, public contestations led to uncer-
tainty about the legality of their algorithmic model and, as 
a consequence, the researchers have abandoned testing it on 
real-life cases. Currently, its viability as a future technol-
ogy thus looks unlikely. For our purpose, however, these 
contestations are important insofar as they have led to new 
decisions about how to include data variables in the devel-
opment of the model. In that sense, they reflect how public 
engagement in science has impact on decisions about data 
set inclusion, and ultimately, citizens' data afterlives.

The algorithmic model of RISK is trained using 
pseudonymized national registry data, which can only 
be accessed by researchers who have obtained ethical 
approval. The central data set comes from Statistics Den-
mark’s archive for referrals. The primary purpose of Sta-
tistics Denmark is to collect data and compile and publish 
statistics on the Danish society. These data include a wide 
range of data types such as population data, data from 
municipalities, private sector companies, cultural institu-
tions, and the banking sector. The archive for referrals 
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was established in 2015 as part of the ‘assault package’ 
(2013), a legislative change to the Social Service Law, 
which should enhance protection of children by strength-
ening municipalities’ handling of referrals. It required all 
Danish municipalities to submit annual data about refer-
rals of children under the age of 18, including information 
about the age and gender of the child, the date of referral, 
the referrer’s relationship to the child (e.g., teacher), the 
reason for referral, and municipality. The assault package 
was introduced in the aftermath of medialized scandals 
about severe sexual abuse of children where municipalities 
had failed to act on referrals. The then social and interior 
minister Karen Elleman described the new archive as an:

overview over the referrals regarding children at risk 
sent to municipalities and how municipalities fol-
low up (…) I hope that each municipality will use 
this new tool to examine their own practice. If, for 
example, one receives significantly fewer referrals 
than they do in the neighbouring municipality, does 
this generate an occasion to examine why this is the 
case? (Elleman 2015).

The hope at the time, thus, was to render visible through 
comparison if municipalities had suspiciously few refer-
rals or had failed to act on these, made visible and com-
prehensible through numerical comparison. As data after-
lives, referrals contain traces of children’s and families 
lived experiences and encounters with welfare institutions 
within health, childcare, and education—and the concerns 
that have materialized with welfare professionals steward-
ing these institutions. These concerns become datafied in 
the form of referrals, assessed by case workers in munici-
pal family welfare services, eventually taking up residence 
in the national archive of referrals.

RISK’s main dataset comes from the national archive of 
referrals. The researchers trained their algorithmic model 
on all nationally registered referrals concerning children 
from April 2016 to December 2017, which amount to 
173,044 referrals about 90,644 children. From Statistics 
Denmark, they also include register data from child pro-
tection services about the children and their families for 
2 years prior to and 1 year after the 2016–2017 period. 
This allows them to explore relationships between refer-
rals and decisions made or not made by the family welfare 
services. The algorithm is trained using this extensive 
scope of data to predict the probability that a child with a 
referral will face maltreatment and adverse development 
in the coming year. As a proxy for child maltreatment, 
the model utilizes the subsequent placement of the child 
in out-of-home care within the year following the refer-
ral as outcome measure (Report on the Statistical Model, 
2021). In terms of afterlives, we are thus looking into the 
repurposing of referrals and casework, once written to help 

the child and family in question, and now being used to 
develop a predictive model.

3  Social studies of machine learning: 
from outputs to inputs

In recent decades, there has been a notable increase in inter-
disciplinary research examining the risks and opportunities 
associated with public sector initiatives in machine learn-
ing concerning citizens and vulnerable populations (Plesner 
and Justesen 2022; Ranchordas 2021; Ratner and Elmholdt 
2023). Much of this scholarly inquiry has concentrated 
on the outcomes of data assemblages, such as enhanced 
efficiency, governmental paradigms, and algorithmic dis-
crimination. However, more recently, a growing body of 
work within critical dataset studies (Thylstrup 2022) has 
also begun to explore the input aspect of machine learning 
including training, benchmarking and test data.

Critical research on data sets is particularly influenced 
by two main areas of study: AI accountability and ethics, 
and social studies focused on machine learning technolo-
gies. In the realm of AI ethics, scholars have challenged the 
prevalent notion within computational sciences that data sets 
are merely tools for digital knowledge production. Instead, 
they argue that data sets should be viewed as archives of 
socio-cultural data (Jo and Gebru 2020). This perspective 
shift has sparked a surge of research examining the political 
implications of data set origins, standards for data collection 
and usage, and the underlying values shaping data set devel-
opment (Denton et al. 2020; Paullada et al. 2020; Raji et al 
2021; Scheuerman et al 2021). More recently, there has been 
a growing emphasis on data set auditing as a key area of 
inquiry within this field (Raji & Buolamwini 2022). Collec-
tively, these studies aim to establish new fairness and justice 
standards in AI contexts, along with novel methodologies 
for holding AI systems accountable through documentation 
and auditing practices.

A second strand of research on data sets emerges out 
of the intersection of STS and neighboring fields such as 
media, philosophy and history of science and communica-
tion. This body of work is concerned with the ‘data para-
doxes’ (Hoeyer 2023), data-driven practices and machine 
learning assemblages, including the “science frictions” 
(Edwards et al 2011) and epistemic cultures (Leonelli and 
Tempini 2020) that shape machine learning environments 
and practices. Important work within this body focuses on 
data set practices and epistemologies (Plantin 2019; Rat-
ner and Ruppert 2019; Walford 2013); the social relations 
between data sets and models in machine learning (Ribes 
et al. 2019); the implications of increased data set interoper-
ability and sharing (Ribes 2017; Slota et al. 2020; Thylstrup 
et al. 2022), and the assumptions of domain independence 
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that shape much data scientific practice (Hansen and Borch 
2022; Ribes et al. 2019; Hartley Møller and Thylstrup 2024). 
Especially relevant to this study is the interest in exploring 
how data sets are assigned different roles within the con-
struction workflow of algorithms in machine learning and 
the uncertainties that shape these decisions (Jaton 2021) 
as well as the genealogies that training data sets, testing 
data sets and—sometimes—also benchmarking data sets 
emerge out of (Hanna et al. 2020). The synthesis of these 
two research streams highlights the importance of not only 
examining the effects of algorithms but also questioning 
the input processes when assessing ethical implications of 
machine learning models. This encompasses considerations 
of extraction, selection, and interpretation methodologies, as 
these factors are intricately linked with larger power dynam-
ics and knowledge frameworks.

Drawing on these perspectives, the upcoming section 
introduces the concept of data afterlives to elucidate how 
context-specific social interactions, influencing decisions 
about data input, intersect with broader ethical considera-
tions concerning the relationship between the state and its 
citizens. Our aim is to demonstrate that dataset practices 
entail more than just technical proficiency; it encompasses 
issues of ethical considerations, “science frictions” between 
different fields of expertise, and, particularly in the case of 
algorithms intended for potential deployment in the pub-
lic sector, the emergence of new dynamics in citizen–state 
relationships.

4  Conceptualizing input data as data 
afterlives

Scholars in the social sciences and humanities have long 
been interested in the dynamic nature and vitality of social 
and non-social data (Nadim 2016; Kaufmann & Leese 2021; 
Medina Perea et al. 2020; Winthereik 2023). Moreover, 
scholars within the field of digital studies have also paid an 
interest in the ways in which digital technologies and net-
works are inflected with human remains (Jucan et al 2019; 
Thylstrup et al. 2022; Sutherland 2023) as well as the ethico-
political issues that accompany archaeological excavation of 
these traces (Agostinho 2019; Odumosu 2020; Mackinnon 
2022). The latter strand has also been instrumental in foster-
ing attention to the ways in which archival regimes enfolds 
pasts and futures within the present in ways that give rise 
to new ethical considerations and contestations (Schneider 
2011; Keenan 2018).

This paper draws on these perspectives, mobilizing the 
concept of data afterlives to elucidate how the social prac-
tices shaping data set inclusion within public sector machine 
learning initiatives give rise to new datafied relations 
between citizens and the state. We believe that the RISK 

project offers one very concrete example of these transtem-
poral data relations as it transforms the epistemologies of 
past records to signals of future citizen risk.

As Louise Amoore (2020: 11) points out, algorithmic sys-
tems ‘modify themselves in and through their recursive rela-
tions to input data’ in such a way that ‘[l]ittle pieces of past 
patterns enter a training data set and teach the algorithm new 
things … on and on iteratively, recursively making future 
worlds’. While algorithmic systems such as RISK are not 
generative, they nevertheless illustrate this transtemporal 
relation, producing new entanglements between data, mod-
els and social systems that mutually constitute each other in 
recursive ways (Thylstrup et al. 2022). Understanding the 
dynamic nature of data and their afterlives is especially rel-
evant within the context of family welfare because the very 
category of child maltreatment itself has changed with his-
tory. As Ian Hacking points out in “The making and mold-
ing of child abuse” (1991) the very idea of child abuse and 
neglect has been in “constant flux” over the past 50 years, 
and theories and methods of what counts as a signal have 
changed significantly over the years. It is also within this 
intricate transtemporal interplay between classification prac-
tices, predictive methods, scientific developments, political 
transformations and social categories (Hacking 1991) RISK 
unfolds, here constituting classification practices from 2016 
to 2017 as a ‘ground truth’ for algorithmic predictions.

As the analyses in the following section show, data after-
lives are shaped by conflicting understandings and practices 
of values and constraints (Heuts and Mol 2013; Lee and Hel-
gesson 2020). By focusing on the moments of friction in the 
valuation of data, we show the uncertainties data scientists 
face when deciding which data sets to include and exclude. 
Such moments, we believe, offer crucial insights into the 
shaping of citizen data afterlives: which registers of value 
are involved in the decisions about which data to include or 
exclude in data set development? And which compromises 
are made when there are clashes between different regis-
ters (cf. Heuts and Mol 2013)? In asking these questions, 
we analytically attend to constraints and demands coming 
from both within the epistemic conventions associated with 
machine learning as well as those constraints which emerge 
from other sources.

5  Analytical section: examining data 
afterlives in machine learning systems

5.1  Citizen data afterlives as ground truth

A central element in the transformation of citizens’ data 
afterlives through machine learning is ground truthing, 
i.e., compiling a database with a clear labeling of outputs 
(measurements of children’s serious maltreatment), which 
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the desired algorithm should be able to predict (cf. Jaton 
2017). In fact, it was exactly the pathbreaking and applied 
nature of quantitative method within the domain of risk 
assessments that appealed the junior data scientist (JDS) 
on the team: “I could see that this is a direct application 
of the work I will be doing’ (JDS, Oct, 2021). From the 
outset, the prospect of doing research that could be imple-
mented in practice and potentially help children was a key 
motivation for joining the project. In characterizing the 
merits of a machine learning approach to risk assessment, 
compared to existing assessments practices, JDS described 
the quantitative approach as a broadening of analytic pos-
sibilities within the risk assessment apparatus because it 
involves an expansion of citizen data points beyond the 
data made available to the individual case worker. JDS 
articulated this breadth of data points in terms of “com-
pleteness’: ‘We have the possibility of using referrals from 
the entire country, right? So maybe that is one of the big 
advantages of this project, right? That we have complete 
data’ (JDS, Oct, 2021).

Completeness here is understood in sense of the referrals 
archive operated by Statistics Denmark. In a research article 
describing their datasets, they also note how their ‘[data] set 
contains the complete history of a child’s past interactions 
(notifications, interventions, and placements) with all Danish 
CPS [child protection services].’ [p. 8]. At the same time, 
there are no data for ‘serious maltreatment’ and they needed 
to find a proxy. As the senior data scientist (SDS) explained:

So what we really wanted to do was to help the social 
worker identify the children they estimated to be in 
need of help from the government in the form of inter-
ventions or out of home placements. (…). And the 
problem is that “maltreatment’ doesn’t exist in the reg-
isters. I don’t have a good target for that (…). Uhm, so 
our approach was, well let’s try to see; is there some-
thing in the records that we don’t expect is correlated, 
or that we expect is correlated with maltreatment. And 
there we look at out-of-home placements and we also 
look at future referrals and uhm interventions with the 
home etc. Uhm we found that (…) future out of home 
placements (…) had the best predictive capabilities. 
(SDS, May, 2021)

Much work went into compiling the ground-truth data 
set, in terms of deciding which data should serve as out-
put target. To find a proxy for maltreatment, they did an 
additional statistical analysis on various possible targets and 
correlated them with other data points indicative of ‘serious 
maltreatment’, not to be used to train the algorithm (e.g., 
data on psychiatric illness, school absence). Thus, data 
regarding children’s out-of-home placement acquired value 
as a proxy from its correlation with other targets deemed to 
be associated with maltreatment.

Once the ground-truth data set has been established—
and the output target decided—the research team tested 
different machine learning algorithms to develop a pre-
dictive algorithm. In this process, they divided the data 
set into two: 

And then we have developed the model on 70% of 
these data. And then we have tried to see, well, how 
does the performance apply to the last 30%? Which 
means that the final 30% plays the role as the new 
cases, which the algorithms didn’t see when it was 
being developed. So, what we do is that we develop 
the model on 70% of our data. And then we evaluate 
it on the final 30%. Because in this way we can be 
sure that we didn’t overfit our data, but that we devel-
oped a model that can catch some general tendencies. 
(JDS, Oct, 2021)

Developing the predictive algorithm, i.e., generating its 
capacity to infer futures, in other words depends on divid-
ing the ground-truth database in two, one for training the 
algorithm and one evaluating its performance on the rest 
of the ground-truth data. The first kind of data set is called 
training data and data scientists use this data to ‘teach’ 
computers to recognize a pattern. This data set, thus, also 
forms the foundation of what a model will subsequently 
know of the world. The second set of data—testing data—
is used to evaluate how well a model predicts a particular 
feature, here out-of-home placements. As testing data, data 
acquire value in allowing data scientists to test how well a 
given model recognizes the feature it was trained to detect. 
This step is crucial because it allows the data scientist to 
gauge how well the model will work “in the wild’. Yet, 
the controlled test itself is also limited by the testing data.

As ground truth, citizens’ data afterlives attain the sta-
tus as a form of ‘truth-telling’ in machine learning prac-
tices. Describing ground truths as the ‘referential reposito-
ries that work as material bases for algorithms’ (2021: 24), 
Jaton stresses the negotiations and compromises involved 
in the ground-truthing practices that underlie the shaping 
and use of ML algorithms. In doing so, Jaton highlights 
a trivial but often forgotten feature of computer science 
research, whereby the consistency of an algorithm is estab-
lished. Through his focus on the conventions and processes 
of ground truthing, Jaton, thus, not only shows the fragility 
and uncertainty of computer science in general but also 
the notion of ground truth in particular. Instead of see-
ing ground truth as a form of representation that directly 
transmits an unshakeable reality, it is rather a practice that 
involves several alternatives.

Such negotiations also took place here, not at least due 
to the public scrutiny the project was exposed to. As the 
junior data scientist explained, this led to the realization 
that
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I think that to begin with, I perhaps approached it a 
little like I was used to. Where you could say, okay, 
this is fun data (…) I think it kind of snuck in on me 
that I realized how different – that this is a much bigger 
responsibility than I ever had before. It has the public 
(...) what do you call it? [attention] (…) so of course 
you kind of need a justification for doing what we are 
doing. (JDS, Oct 2021)

Thus, the very transformation from archival data to 
ground-truth database was not simply a matter of including 
as many data sets as possible. Many different concerns were 
negotiated, including attention to the public’s potentially 
critical reception of the project. While the latter aspect led 
to iterative reductions of data variables, from a data-ethical 
perspective and the understanding that all choices should be 
justified, there were also moments of data inclusion coming 
from the data scientist’s ‘intuition’, i.e., cultural and popu-
lar understanding of what constitutes risk to children, and 
from his sparring with the research project's domain experts.

Well, we don’t need an unnecessary large amount 
of data (…) we have this sparring with especially 
[anonymized] municipality about the kinds of things 
they are looking at when they receive a referral. (…) 
And then we have tried to say, okay, is this something 
we can – is that something we can recreate in the reg-
isters? Uhm, and then there has of course been a lot of 
intuition about, well what kinds of things. (…) Even 
if I am hired as a calculator boy, I have perhaps also 
given some consideration to, well, what kinds of things 
that could have an implication for [maltreatment]. (…) 
I think, for instance, that something like parents’ age at 
birth. At the birth of the child. I think – I don’t know if 
I discussed it with so many people, but I just thought 
that it would be an obvious thing to take into account 
.(…). I maybe think that there is good evidence for 
the risk associated with being teenage parents. (JDS, 
Oct 2021)

From this perspective, ground-truthing practices emerge 
not only as a form of scientific practice that operates within 
its own epistemic paradigm but also is enveloped in a deeper 
societal construction of algorithmic ethics regarding data 
minimization as well as domain and non-domain ideas about 
what constitutes risk.

5.2  Citizens’ data afterlives as variables 
for post‑validation

In addition to generating ground truths for inferring futures, 
citizen data was also included to validate the model, giv-
ing rise to a different type of data afterlives. Decisions 
about whether citizens’ datasets should be used for the 

ground-truthing database or for validating the model were 
partially shaped by externally imposed constraints and 
requirements that led them to reduce their ground-truth 
database. Rather than deciding not to use these data sets at 
all, the researchers assigned them a different role. Below, 
we examine the concerns that led the researchers to remove 
datasets from ground-truth database as well as their ration-
ales for including them in post-validation practices.

From the onset, the legality of the algorithm was an 
important concern, not at least due to the original ambition 
of its possible implementation in municipal child protection 
services. Reflecting on the media controversy regarding the 
so-called Gladsaxe model, mentioned in the beginning of 
this article, the social work project leader (SWL), a psy-
chologist, warned against developing a model that would be 
illegal from the onset. Instead, they highlighted the need for 
as small and delimited data set as possible.

I mean, it is not cool if we develop a tool that over-
informs a case, with the consequence that there is no 
legal basis for its implementation (…) and we are not 
allowed to merge data across administrative units [in 
municipalities] (…) Even if we are legally allowed to 
include all these data points simply for purposes of 
research. But then we end up with a tool which cannot 
be implemented because it’s illegal (SWL, May 2021).

To secure legal compliance, they first, as we also saw in 
the previous analytical section, consulted domain expertise 
with their partner municipalities, looking into which data 
the social workers were already accessing, and developed 
the algorithmic model using these data variables, which they 
assumed to be legal. This meant that they did not include 
data from other administrative units. At the same time, they 
were curious to learn whether an inclusion of such illegal 
variables would enhance the model’s precision, referring 
to this as a ‘kitchen sink approach where you just throw 
everything into the model’ (SDS, May 2021). This tension 
between the need for mathematical precision, using a tradi-
tional ‘kitchen sink approach’, and legal compliance, requir-
ing them to limit data, was managed through iterations of 
post-validation analyses.

Thus, while datasets about citizens’ health or education 
were not used to train the model, researchers decided to 
include them in the post-validation of the model. As these 
data would only be used as part of the research process, it 
did not impede on the eventual legality of the model as a 
decision-support tool. As the junior data scientist reflected. 
‘These variables have not been used to build the model as 
we are not allowed to use health data for our model. But 
we have subsequently (…) used data from the National 
Patient Register. We have used it for the post-validation of 
our model only’ (JDS, October 2021). The decision-sup-
port tool, in other words, would not need to pull these data 
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to score children’s risk of maltreatment. In this way, they 
could scope whether precision would increase with more 
data (only very little) without training the algorithmic model 
on illegal data sets.

In this practice of post-validation, they tested the mod-
el’s predictive capacities against other adverse outcome 
targets than their original proxy for maltreatment (out-of-
home placement), with the following rationale: ‘if removal 
and subsequent placement generally occur only in extreme 
cases of maltreatment, higher risks of removal and place-
ment are associated with greater risks of other adverse child 
outcomes, which are themselves indicative of maltreatment’ 
(ANON draft article p. 7). These included children being 
charged with crime, fractures, mental illness, fraction of 
damaged teeth, and illegal school absence. Citizens’ data 
afterlives, thus, also take a shape of testing the model’s 
validity after it has been developed. As they justified in a 
scientific article, data sets such as fractures might even be a 
more valid proxy for children’s maltreatment:

Although child maltreatment only accounts for a small 
share of the total number of fractures, they are the sec-
ond most common injury caused by physical abuse 
among children (bruises being the most common one) 
(38), and are frequent among young abused children 
with up to a third of them experiencing fractures (39, 
40, 41). The main advantage of this outcome lies in the 
fact that the associated measurement error is plausibly 
less influenced by external sources such as CPS biases 
(and possibly households’ reaction to actions taken by 
CPS)—unlike many other adverse events analyzed 
(ANON draft article p. 14).

In these ways, data sets, illegal to use in an ADM model, 
acquired a shadow existence for post-validation. They were 
deemed valuable because of they were seen to be less biased 
than data from child protection services, which involve both 
case worker interpretation and relational work on the side 
of social workers and families. Rather than data for ground 
truthing, prediction, these data afterlives figure as different 
form of truth used to confirm or reject the model’s predictive 
power and hence to render it more robust.

5.3  Citizens’ data afterlives as variables for (un)fair 
algorithmic profiling

Researchers on RISK also worked with the inclusion and 
exclusion of the data variables of ethnicity, gender and age, 
shaping citizens’ data relation to the state with a view to 
fairness. While they argued that it would be unethical to 
ethnicity and gender in the model from the outset, the insight 
that age could perpetuate bias was prompted by a univer-
sity student’s bachelor thesis, communicated in the Danish 
magazine Zetland:

She [the student, Therese Moreau] delved into the 
mathematics behind the calculations and began test-
ing the algorithm. (…) [She] also noticed something 
mysterious: Age had a disproportionately large influ-
ence on the score. If a 2-year-old had been subjected 
to sexual abuse, the risk score was 7. For a 10-year-
old, it was 9, and for a 12-year-old, it was 10. It sug-
gested that the algorithm believed the severity of 
abuse increased with the child’s age. Therese Moreau 
thought it couldn’t be right. After all, age is just, well, 
age. It says nothing about the child’s situation. There 
must be a mistake, she thought, a very serious one. 
(Kulager 2021)

In the article’s comments section, the researchers 
acknowledged: 'Regarding age, it is entirely correct that 
there may be an issue we have not been aware of. We have 
investigated bias/fairness concerning gender and ethnic-
ity but have not been attentive to age bias. That work has 
already been initiated concerning the new models we are 
in the process of developing' (in Kulager 2021). In a sub-
sequent interview, they explained how this finding led to a 
change of the weight of age in the model, i.e., a reconfigura-
tion of its afterlife:

The consideration was whether by including age, 
we might assign too low a risk to the well-being of 
younger children because it is typically slightly older 
children who are placed in care. There may be valid 
reasons for this, but the risk is that younger children 
may go unnoticed. Therefore, we took the approach of 
conducting the decile classification within each age 
group. This means that in the decile with the high-
est risk per construction, there are 10% of the 0-year-
olds, 10% of the 1-year-olds, 10% of the 2-year-olds, 
and so on. The same applies to all other deciles (SDS, 
December, 2023).

In this way, a non-affiliated bachelor student’s discovery 
of an age bias led them to reflect on the relationship between 
outcome measure (children’s maltreatment) and proxy (out-
of-home placement). Although the algorithm discovered 
through machine learning that children, on average, are 
placed in out-of-home care arrangements at relatively high 
age, this, the researchers explained, does not necessarily 
mean that they do not experience distress earlier, but only 
that they are less likely to be removed. Thus, they over-
ruled the model’s initial age bias by distributing it equally 
among children aged 0–9 years. Here, we, thus, see how 
public involvement and critique led to changes in citizens’ 
data afterlives, here by leading the researchers to remove the 
data trace left by the variable of age.

In examining bias on ethnicity and gender, they took a 
different approach. In contrast with the variable of age, they 
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did not include data on ethnicity and gender in the develop-
ment of the algorithmic model. Yet, they did include it in 
a statistical analysis of fairness after the phase of model 
development. As they reflected,

In practice, the municipalities have access to these 
data (…). But [we] estimated that it would not be an 
objective foundation for this tool (…) if all other risk 
factors were equal, it would not be appropriate if (…) 
the model assigned a boy with a higher risk score than 
a girl (JDS, Oct 2021).

At the same time, fairness was not simply a matter of 
excluding the variables of gender and ethnicity but rather 
an attribute of the model. Thus, they still saw the need to 
conduct a statistical fairness analysis as part of the post-
validation of the algorithm, even if data points deemed to 
perpetuate biases [gender, ethnicity] had not been included. 
They estimated that biases could be contained in the algo-
rithm even if variables conventionally assumed to reinforce 
biases were not included in its development.

This means that we have a model that does not con-
sider gender or ethnicity. However, we do, after the 
model has been build, examine whether the model’s 
output holds biases with regards to the child’s gen-
der or ethnicity. (…) One could imagine that other 
data points in the model would correlate with some 
of the things [ethnicity and gender], which we did not 
include. So, we made these types of post-analyses [to 
investigate potential bias]. (…) (JDS, Oct 2021).

Referring to fairness literature in machine learning, they 
instead saw bias as a function of the model, of correlations 
between risk scores and variables of ethnicity and gender. In 
other words, to the data scientists, bias was best reduced by 
adding data on ethnicity and gender in post-fairness analy-
ses, to examine correlations between the model’s outputs 
and the data points of gender and ethnicity. Biases here are 
seen exist in the relationships in data, even if these data 
sets do not include the variables of gender and ethnicity. 
This amounts to a difference between bias as something per-
taining to certain variables verses bias as a property of the 
model that can be mathematically reduced ex post.

The post-inclusion of these data sets for purposes of 
fairness, thus, functioned to further refine the relation-
ships between data already contained in the model. E.g., if 
the researchers found an ethnicity bias in the model, they 
could identify the relationships producing that bias and try 
to reduce them in the model. This speaks to Tone Walford’s 
(2013) ethnography of the production of scientific data in 
the Amazonas where she examines scientists efforts going 
in ‘refining’ and ‘singularizing’ relations in data sets. The 
inclusion or exclusion of data points was not simply a binary 
effort, but instead entailed modes of taking different factors 

into account ‘in order to discount each one’ (Walford 2013). 
For our case, the smaller data sets the researchers wanted to 
use as input data, the more data points they needed to post-
validate the algorithm in terms of accuracy and fairness. 
Like Walford argues, ‘the smaller the relation one is cutting 
out of the world, the bigger the world must become’ (Wal-
ford 2013: 53). Interestingly, from a machine learning per-
spective, then, bias could be reduced through the inclusion 
(ex post) of datasets (gender and ethnicity) that from a legal 
and ethical perspective needed to be omitted from the model.

6  Concluding remarks

Public sector adoption of machine learning techniques raises 
important questions about state–citizen data relationships. 
In this paper, we have made inquiries into citizen data after-
lives, examining how decisions are made about which data-
sets to include in a research project using machine learning 
to develop and evaluate a model for child protection ser-
vices. Data afterlives reflect how administrative registers, 
containing data about citizens’ past interactions with the 
public authorities, become ‘assets’ (cf. Birch et al 2021) in 
the endeavor to develop new techniques for scoring, target-
ing, and profiling citizens. Repurposing national archives, 
such as the archive of referral, for the development of predic-
tive models, implies a temporal shift, from one of learning 
from the past through comparison to predicting uncertain 
futures through machine learning. Thus, rather than com-
ing to stand for municipal failure (e.g., failing to react on 
a referral, as hinted by the minister), as data afterlives, 
referrals come to stand for anticipation and pre-emption of 
unwanted futures, here at the level of the individual rather 
than population as with register research (cf. Cevolini and 
Esposito 2020). This renders the question of how citizens’ 
interactions with the State give rise to new data afterlives 
particularly salient to study.

Our study identifies three types of citizen data afterlives: 
ground truth, post-validation, and fairness. Each of these 
serves a particular purpose in the research project and each 
is shaped by frictions and negotiations across research-
ers, forms of expertise and public critique. Here we found 
a bifurcation of citizens’ data afterlives in data sets for, 
respectively, development (ground truthing, training, and 
testing the algorithmic model) and evaluation beyond that 
entailed in the machine learning process (post-validation 
and fairness analysis). Citizens’ data afterlives figure dif-
ferently in these two forms. With machine learning, used to 
identify patterns and relationships within the data and turn 
this into an algorithmic model, the role of citizen data is to 
infer futures, i.e., made predictions about citizens’ unknown 
futures. As the algorithmic model gained capacity to gen-
erate and infer rules from the examples in data, these data 
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sets also came to stand for a promise of making inductive 
and inferential forms of knowing, classifying, and deciding. 
In post-validation and fairness analyses, in turn, citizens’ 
data afterlives took a different form of inclusion. Rather than 
inferring futures, data sets here functioned to test, validate 
and tweak the model with a view to rendering it legal, pre-
cise, fair, and ultimately, more trustworthy. Here, data sets, 
thus, worked to establish the model’s accuracy and fairness, 
qualities potentially adding to its legitimacy. Interestingly, 
the research project’s focus on data minimization and ethics 
for model development (i.e., training and testing) generated 
new types of 'shadow' data afterlives, where datasets were 
used in the research process to interrogate the validity, legal-
ity, and fairness of the model rather as opposed to expanding 
the model’s capacity for surveillance.

Studying machine learning model development in a Dan-
ish welfare context provides an interesting contrast to ‘big 
data’ regimes of data consumption. In our case, we do not 
see a ‘relentless’ hunger for ‘big data’ and much care is taken 
to limit the model as much as possible, both as part of their 
intended ethical reflections (e.g., excluding data on ethnic-
ity and gender) and unexpected public engagement (result-
ing in the discovery of age bias). Thus, we add to Reutter’s 
(2022) finding that the Scandinavian welfare context poses 
institutional and regulatory limitations for datafication of 
public service delivery. We suggest that careful attention to 
practices of dataset inclusion, as well as eliciting the types 
of afterlives that do not aim at surveillance or prediction, 
gives a more nuanced picture of data afterlives in Scandi-
navian algorithmic and predictive modes of governance. 
These, we suggest, cannot be reduced to American big tech 
surveillance logics but form a more complex image. Not at 
least in a (Danish) situation where many attempts to develop 
predictive algorithmic models for public administration are 
canceled due to issues with legality, data quality, and digital 
infrastructures (Ratner and Schrøder 2023). Albeit crucial 
concerns with regards to citizens’ basic rights in algorithmic 
regimes remain (Akhtar and Jørgensen 2021), projects such 
as RISK may also indicate a different politics of ‘data jus-
tice’ (Grant 2020) where a local context of public concern, 
institutional learning, and legal regulation call for analytical 
approaches that can take the socio-political context of data 
afterlives into account.

The contemporary and unsettled negotiations about 
whether citizens’ data afterlives, stored in national archives, 
should be repurposed for predictive models, are important. 
Our study shows how the development of such models 
entail many different types of data afterlives that do not 
simply reproduce archival representation on a 1:1 basis. 
While obscure to the public eye, examining such algorith-
mic arrangements are nevertheless important for thinking 
through the ethico-politics of citizen–state relations. By 
highlighting how many different concerns are negotiated 

in decisions about dataset inclusion, we, thus, not only 
offer insight into the social practices that shape a particular 
model, but also provide material for further debates about 
how specific contexts of model development, such as regu-
lation and public debate in a context of the Danish welfare 
state, shape citizens’ data afterlives in machine learning 
projects. This offers crucial insight into the ‘plural branch-
ing pathways that could have yielded a different output and 
to amplify those branches as political decisions’ since ‘in 
every arrangement of a machine learning model there are the 
traces of the rejected alternative’ (Amoore 2023: 35). As this 
study shows, those developing the model are painfully aware 
of these branching points; our hopes with this article is that 
they are translated into the wider public too.
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