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Abstract
Driven by the increasing availability and deployment of ubiquitous computing technologies across our private and profes-
sional lives, implementations of automatically processable regulation (APR) have evolved over the past decade from academic 
projects to real-world implementations by states and companies. There are now pressing issues that such encoded regulation 
brings about for citizens and society, and strategies to mitigate these issues are required. However, comprehensive yet practi-
cally operationalizable frameworks to navigate the complex interactions and evaluate the risks of projects that implement 
APR are not available today. In this paper, and based on related work as well as our own experiences, we propose a frame-
work to support the conceptualization, implementation, and application of responsible APR. Our contribution is twofold: 
we provide a holistic characterization of what responsible APR means; and we provide support to operationalize this in 
concrete projects, in the form of leading questions, examples, and mitigation strategies. We thereby provide a scientifically 
backed yet practically applicable way to guide researchers, sponsors, implementers, and regulators toward better outcomes 
of APR for users and society.

Keywords  Encoding regulation · Principles · Automatically processable regulation · Responsible · Systematization of 
knowledge · Fairness

1  Introduction

The push for automation has not spared the legal domain, 
and new breakthroughs in generative artificial intelligence 
(AI) have also led to excitement among legal researchers; 
while earlier large language models like GPT-3.5 performed 
below human average on the US Uniform Bar Examina-
tion (Bommarito and Katz 2023), current models (such as 
GPT-4) are able to pass the bar exam and outperform human 
test-takers (Katz et al. 2023). While such developments have 
filled headlines, researchers at the intersection of law and 
technology have already for more than thirty years been 
seeking to automate the law, with a user-base almost exclu-
sively within academia (Sartor and Branting 1998; Palmirani 
et al. 2011; Ashley 2017). In recent years, however, we have 
observed a shift toward different implementations by private 
and public entities (Guitton et al. 2022a), contributing to the 
expectation that automatically processable regulation (APR) 
will increasingly permeate people’s everyday lives.

APR refers to regulation that is expressed in a form that 
makes it accessible to be processed automatically and where 
we see a clear intention of doing so (Guitton et al. 2022a). 
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APR can seek efficiency gains, for instance by legal pro-
fessionals through automatic summarizing of legal docu-
ments (Kanapala and Pamula 2019) or the more problematic 
risk assessment instruments (Dass et al. 2023; Lagioia et al. 
2023), but it also encompasses automated tools that make 
the law more accessible for laypeople, for instance through 
legal question-answering (Mohun and Roberts 2020a). The 
field today also includes legal predictions (e.g., on recidi-
vism) (Wang et al. 2023), or the public release of automatic 
social benefits calculators that are based on different laws 
(LabPlus 2018; McNaughton 2020; Alauzen 2021; Diver 
et al. 2022; Guitton et al. 2022a give an in-depth account 
of these applications). APR, furthermore, does not merely 
apply to software and services, but also to hardware: 
Researchers have started to experiment with cyber-physi-
cal systems whose program code is directly linked to legal 
provisions and that are hence able to react to changes in 
their legal context, for instance in the case of manufactur-
ing robots and their associated industry and safety stand-
ards (Hood et al. 2001; Black et al. 2002; Shafei et al. 2018; 
García et al. 2021), and corresponding ethical approaches 
have also emerged (Anderson and Fort 2023).

Because of this strong increase in APR applications and 
since many of the implications of the application of APR 
remain poorly understood, it has become urgent to clearly 
identify and alleviate issues which the deployment of APR 
projects in the real-world begets. Specifically, those involved 
in the creation of APR need to be able to elaborate the 
implications of APR implementations on individuals and 
on society. They also need to be able to create solutions 
tailored to the different nuances that each project brings, 
which includes an understanding of the project goals, of the 
involvement of different stakeholders, of the risks of differ-
ent used technologies, and of how processes for oversight, 
contestability, and transparency are set up.

In this context, we present an operationalizable frame-
work that structures the typical issues that should be con-
sidered when engaging in an APR project. Our proposed 
framework draws on state-of-the-art approaches, dozens of 
interviews with practitioners, and own experience of creat-
ing APR; it also draws on frameworks on responsible AI, 
as well as earlier work focused on identifying the issues 
triggered by the uptake of APR  (Guitton et  al. 2022a). 
Given the expected pervasiveness of APR, our framework 
has been created to enable a broad range of stakeholders 
in APR projects—researchers, sponsors, implementers, and 
regulators—to evaluate a specific APR project from the 
different relevant viewpoints, including issues at the heart 
of the considered legal problem (e.g., whether it has been 
considered how the system deals with vagueness), issues 
that affect individual users (e.g., what are possible adverse 
psychological effects of a system that makes legal decisions 
in a split second), and issues that affect society at large (e.g., 

whether the project’s assumptions should be revisited upon 
cultural evolutions).

In the following Sect.  2, we provide a review of the 
current state of research, to which we contribute with a 
user-centered, comprehensive, and practically applicable 
approach for evaluating risks and responsibility in the adop-
tion of APR. In Sect. 3, we present a review of 13 issues 
which APR triggers, as well as both lead questions to iden-
tify whether a project faces the issue and mitigation strate-
gies to follow when it does. Finally, in Sect. 4, we sketch a 
path for future work.

2 � Current state of research

With advances in AI leveraged in the legal domain (Chalkidis 
et al. 2020; Bench-Capon 2022), the field of APR has under-
gone a rapid transformation from early attempts in the 1980s 
to map the National British Act onto a decision tree (Sergot 
et al. 1986). In fact, the history of APR is characterized 
by three distinct waves (Bench-Capon 2022): The first one 
focused on the creation of logical models of legal knowl-
edge, the second one focused on the creation of legal ontol-
ogies, and the third and current wave concentrates on the 
adoption of machine learning and generative AI approaches. 
Each of these three waves has given rise to specific issues 
that are linked to the technology deployed to automate 
legal processes. Within the first wave, these were problems 
related to correctly and equivalently transcribing law into 
mathematical models and technical challenges regarding 
the limits of logic and reasoning (Sergot et al. 1986). In the 
second wave, a central challenge has been to develop APR 
according to different vocabularies that are interoperable and 
harmonized with one another. A range of ontologies (e.g., 
the Data Privacy Vocabulary1) has since been proposed to 
remedy this issue and to enable interoperability and, with it, 
interdisciplinarity across legal domains (Mário et al. 2019). 
The third wave is currently in full swing, and has recently 
been boosted with the introduction of powerful generative 
language models that can for instance summarize legal 
texts (Bauer et al. 2023) and support the interpretation or 
classification of legal rules (Liga and Robaldo 2023; Bom-
marito and Katz 2023).

As a consequence of the close correspondence of APR 
developments with the symbolic AI field and, especially 
since the third wave, also with subsymbolic AI, many of 
the user-centric and societal issues that APR projects face 
today overlap with ethical issues that have been identified for 
AI projects more broadly (Fjeld et al. 2020; Loi 2020; Gio-
vanola and Tiribelli 2023). Importantly, the ethics guidelines 
for trustworthy AI by the High-Level Expert Group of the 

1  https://​w3c.​github.​io/​dpv/​dpv/.

https://w3c.github.io/dpv/dpv/
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EU brought forward seven key requirements for AI systems 
to be deemed trustworthy (HLEG 2019).2 These principles 
center around human agency (a focus also with its criticism 
for being narrow, Baum and Owe 2023) and oversight, tech-
nical robustness and safety, privacy and data governance, 
transparency, diversity, non-discrimination and fairness, 
societal and environmental well-being, and accountability. 
Other organizations, such as the Alan Turing Institute (Les-
lie 2019) as well as researchers (Morley et al. 2020), Floridi 
and Cowls (2021) provide similar guidance. While these 
approaches are not necessarily focused on APR projects 
specifically, the provisions are addressing concerns that are 
similar to those that have been published regarding the con-
sequences of APR projects (Guitton et al. 2022a). Yet, at 
this stage, it remains challenging to operationalize existing 
AI guidelines: A recent meta-review of 106 AI frameworks, 
criteria, metrics, and checklists shows that the translation 
of the principles into clear guiding questions and mitigation 
strategies is still lacking (Prem 2023); it is specifically dif-
ficult to extract concrete operationalization for APR projects.

Still, APR may draw upon frameworks that are issued 
by governments on the implementation of automated deci-
sion-making systems—including those that apply machine 
learning and those that do not—that are implemented in the 
public sector. In the Netherlands for instance, the Ministry 
of the Interior jointly with a local university developed an 
instrument to assess impacts of automated decision-making 
algorithms from a human-rights perspective (Utrecht Uni-
versity 2021) by providing open-ended questions that seek 
to enable a comprehensive and inclusive discussion among 
stakeholders. Similarly, the UK government—based on joint 
work by the Central Digital and Data Office, the Cabinet 
Office, and the Office for Artificial Intelligence—developed 
a framework to ensure that automated decision-making sys-
tems in the public sector take the needs and interests of citi-
zens as a priority (UK Government 2021). Their framework 
centers around understanding the impacts of such systems, 
clear responsibility and accountability rules, and ensuring 
that citizens comprehend the impact of such systems on 
their lives and rights. While these are only two approaches 
out of many government-led initiatives within Europe and 
beyond (Prem 2023), we see a stronger focus on citizens 
and citizen rights emerging: Research has provided us with 
methodologies to assess the extent to which AI accommo-
dates human rights (Mantelero and Esposito 2021) and we 
have recently seen a push toward a stronger inclusion of 
human rights in AI regulation, for instance by the Office of 
the United Nations High Commissioner for Human Rights.3 

Such approaches, hence, do not only stem from the EU, but 
we see global concerns about the citizen-centered, human-
centered, and societal-centered development of technolo-
gies that impact our daily lives. Such debates are important 
because several trade-offs required for APR are the very 
same ones that are highly relevant in democratic socie-
ties (Hoffmann-Riem 2022). For instance, encoding the law 
can either use (intransparent) deep neural networks (Nguyen 
et al. 2022), or it can use a higher level of human mediation 
by manually translating legal text into controlled language 
before using this within APR systems (Höfler and Bünzli 
2010; Kowalski et al. 2023) that may in this way feature 
increased transparency and traceability of decisions. These 
trade-offs highlight the requirement of making debated, 
precise, logical, and then published decisions for setting up 
thresholds of what is desired and accepted, and what is not.

Summarizing the available research and published poli-
cies, APR issues overlap with those of AI and of automated 
decision-making more broadly, but comprehensive yet oper-
ationalizable and at the same time citizen-centered guid-
ance for projects falling within the APR domain is lacking. 
Even within the field of AI where a wealth of research has 
emerged on the topic of responsibility (Andrada et al. 2023), 
scholars have recently noted that future research will still 
"need to grapple with questions of fairness, transparency, 
accountability", including "the use of AI in criminal jus-
tice" (Trotta et al. 2023). In this paper, we address this gap 
by responding to some of the criticism on the lack of frame-
works whose individual concepts can be easily operational-
ized for APR: We present a framework that is easy to follow 
(e.g., with questions similar to Utrecht University (2021), 
UK Government (2021)) and that leaves open choices 
depending on exact circumstances, yet remains specific 
and concrete enough to be efficiently usable (e.g., through 
the provision of mitigation strategies for identified issues). 
Our framework does not seek to be overly prescriptive, but 
rather to make implementers aware of possible issues and 
solutions they might want to consider. Finally, it specifically 
and actively reflects user- and societally oriented issues of 
APR projects to permit these to be explored explicitly and 
not be taken lightly in the form of low-level implementation 
choices.

3 � Responsible APR framework

The list of issues that we address with our framework is 
based on Guitton et al. (2022a), Guitton et al. (2022b). 
Guitton et al. (2022a) reviewed the existing literature to 
create a comprehensive list of APR projects’ issues. To 
demonstrate the viability of this list, Guitton et al. (2022a) 
applied it to ten real-life cases by gaining insights into these 
cases through interviews with stakeholders involved in the 

2  For a more comprehensive review of factors impacting trust in 
automation, see Tamò-Larrieux et al. (2023).
3  See https://​www.​ohchr.​org/​en/​state​ments/​2023/​07/​artif​icial-​intel​
ligen​ce-​must-​be-​groun​ded-​human-​rights-​says-​high-​commi​ssion​er.

https://www.ohchr.org/en/statements/2023/07/artificial-intelligence-must-be-grounded-human-rights-says-high-commissioner
https://www.ohchr.org/en/statements/2023/07/artificial-intelligence-must-be-grounded-human-rights-says-high-commissioner
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implementation, thereby discerning whether the issue was 
actually relevant in the project or not (Guitton et al. 2022b). 
In this paper, we adopt the same list of issues and developed 
questions that will permit stakeholders who are involved in 
APR projects (as well as outside observers) to explore each 
issue in a structured way and for a specific project. In this 
process, we observed that for certain issues, these investiga-
tion processes converged, and we, hence, decided to merge 
the underlying issues. In addition to processing the original 
list of issues in this way and extending it with specific lead 
questions, we focused on providing practical mitigation sup-
port that can be adopted in concrete projects, and correlating 
each issue with similar challenges in AI projects.

Table 1 provides an overview of the issues that might 
undermine the responsible conceptualization, implemen-
tation, and usage of APR—and that may be discovered, 
analyzed, and mitigated through our framework. We have 
grouped the issues into 13 types and elaborate on each of 
them in the following sections. To assess the risk of a certain 
issue arising, we propose leading questions (in Table 1) that 
should be evaluated during the conceptualization of an APR 
project, to determine whether and if so how to continue the 
project. In addition, we provide concrete examples of the 
discussed issues and how the leading questions enable an 
informed debate about the APR projects. Across all issues, 
we argue that a re-evaluation of projects during their life-
cycle at regular intervals is central and needs to include post-
deployment milestones. In addition, we propose that stake-
holders who employ our framework commit themselves to 
publishing an evaluation about its use, what issues had been 
correctly identified ex ante and before the APR project was 
deployed, what aspects had been changed, and what aspects 
were overlooked (and why).

3.1 � Vagueness and balancing of interests

Laws are often formulated in a way that is inherently 
vague (Endicott 2011) or requires interpretation. This is in 
part due to the need to remain broadly applicable (Endicott 
2011), where courts are called upon to interpret the law and 
adopt different interpretations (Moses 2020). While natural 
language may stay vague and is open to different interpre-
tations that require balancing conflicts of interests such as 
fairness and legal certainty (Radbruch 2006; Hart 2021; 
Moore 2020), APR projects cannot generally cope with such 
vagueness, abstractions, and contextualization. Unchecked 
vagueness when implementing an APR project is however 
highly prone to lead to ad hoc interpretations by those who 
create the code that underpins an APR project.

Example  Many traffic laws permit overtaking under cer-
tain conditions, one of which is commonly that there needs 
to be "a suitable gap in front of the road user you plan to 

overtake”.4 While traffic laws typically do not specify tech-
nical thresholds (e.g., regarding the specific size of this gap 
depending on the speed, maximum acceleration, and weather 
conditions), an APR version of this statement that can be 
interpreted and utilized fully automatically is required to 
define such characteristics. Those involved in the creation of 
the APR project need to be aware of this specific interpreta-
tion early in the process since this might readily render an 
APR project impossible (van Dijck et al. 2023; Emanuilov 
et al. 2018); further, if deemed feasible, the APR project 
needs to use an interpretation that remains within the spirit 
of the law, and the interpretation should be documented 
appropriately.

Mitigation strategy: We propose that—following the 
discussion of the given lead questions (see Table 1)—the tar-
get regulation undergoes explicit pre-processing with respect 
to vagueness by several individuals with differing back-
grounds and roles in the project. This pre-processing should 
be carried out independently by these individuals, and they 
should mark the relevant parts of the regulation and write 
down their own interpretation; subsequently, the identified 
vague aspects should be integrated and a common interpre-
tation should be created. For this common interpretation, we 
propose the use of a controlled natural language—this has 
the benefit that the resulting (controlled) text is understand-
able by legal experts as well as by laypeople and at the same 
time reduces the barrier to implementation of the regulation 
in a computer system.5 In this process, it may also occur that 
no single interpretation can be agreed upon; in this case, 
we propose to explicit document this and, if the project is 
still being continued, that the implementation reflects all 
suggested interpretations. This creates the possibility to 
(a) evaluate the different interpretations in concrete run-time 
instances of the problem on the final APR system; and to 
(b) create transparency in the final system (e.g., by adding, 
to the user interface, a note that an alternative interpretation 
is possible). Extending this approach, APR systems could 
be created so as to remain aware of uncertainty and express 
the degree of uncertainty in their outputs, for example when 
communicating a decision that is based upon terminology 
that has been flagged as being more vague. Systems could 
furthermore (self-)adaptively or autonomously (De Lemos 
et al. 2017; Li et al. 2020) take action to address uncertainty 
at run time, for example by involving a human operator in 

4  See https://​www.​highw​aycod​euk.​co.​uk/​using-​the-​road-​overt​aking.​
html.
5  Some controlled languages, such as Attempto Controlled English 
(ACE) (Fuchs and Schwitter 1996), are formal languages. These can 
be directly and unambiguously translated into discourse representa-
tion structures.

https://www.highwaycodeuk.co.uk/using-the-road-overtaking.html
https://www.highwaycodeuk.co.uk/using-the-road-overtaking.html
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Table 1   Overview of the 13 types of issues for evaluating APR and the leading questions that can be used to identify and address them

Issue type Lead questions to evaluate the issue

Vagueness and balancing of interests Were several possible and valid interpretations of the law implemented? Is there a technique in place 
to annotate elements of vagueness (e.g., to express probabilistic certainty about the interpretation)? 
Are vague terms implemented in a way that clearly differentiates them from the rest in the technical 
implementation of the APR system (to allow flexible modification or configuration)? Does the system 
evaluate the different outcomes that different interpretations may have, and raise an issue when these 
different outcomes are fundamentally divergent? Is the human enactment of the same regulation (e.g., 
in precedents) in line with the APR implementation? Was there sufficient A/B testing, verification and 
quality assurance before deployment of the APR implementation?

Evolution of Norms and Statutes Can the system be adjusted to new interpretations of the law? Can the system enact such adjustments 
automatically? Is, and how is, the evolution of morale and social norms reflected in the implementation? 
What is the mechanism of how the APR keeps track of changes, both in terms of new interpretation 
from evolving social norms, and from new statutes and case law?

Lack of Interdisciplinarity What is the demography and professional training of the individuals involved in the development and 
implementation of an APR project? Are the different viewpoints sufficiently represented (business, 
society, citizen)? Was ethical validation performed and ethical approval sought? How were the points of 
view of those from a professional/academic minority among the involved taken into consideration? Did 
reviews between fundamentally different expert groups take place? Who gave instructions to developers 
and how did developers seek advice when in doubt?

Agency If a human judgment conflicts with the output from the algorithm, is there a process in place to ensure 
that the human can overrule the algorithm’s decision? Is this overruling as well as the motivation 
behind it appropriately recorded, e.g., in a logfile? Is the implementation sufficiently transparent to 
show the rationale behind the decision, allowing humans to weigh the arguments against and for break-
ing the law in an exceptional situation?

Natural Pace Are users of the system made aware that the system delivers decisions at a “non-human” speed? Does the 
project team anticipate that such faster processing time would lead to any negative psychological effects 
on certain users of your system? If applicable, has psychological counsel been sought to verify that this 
is not an issue?

Workforce Replacement Who is impacted by work replacement? Does it replace work that some people enjoy doing? Does it 
replace work which was an essential life-support for those doing it? Does it replace work which offered 
compensation (financial, status-wise, etc.) that some regarded as either fair or even attractive?

Implementation Transparency Can individuals, public authorities, and interested stakeholders have access to the implementation code, 
training datasets, trained models, and information on the APR implementation and deployment? How 
can different technical implementations enable more transparent and malleable approaches? Are the 
code, training datasets, and trained models easily accessible for example without burdensome proce-
dures or intermediaries? Does the state play a role in educating its citizens in reading and understanding 
automatic processable regulation?

Process Transparency Who verifies that processes are in place to catch errors and to correct any wrongs? Is this process commu-
nicated publicly, and clearly? Who verifies that data is collected, retained, and managed appropriately? 
How does the audit process take place? Should private companies that turn public regulation into APR 
or leverage APR come under an auditing process, and to what extent?

Affordability Are the costs to the end user more manageable than through professional support? Should the state sup-
port, through subsidies or other means, the development of tools making the law more accessible, hence 
fostering the rule of law?

Usability To which extent is the development user-centric? Are there aspects of the projects (micro or macro) that 
are unclear as to whether there has been a public debate around, and whether or how to bring this debate 
about? How can we ensure that there is a public debate if the implementation comes from the state?

Responsibility In case of mistakes in APR, will it be possible to ascribe responsibility to one organizational unit (or a 
person within that unit), hence guaranteeing clear ownership and associated responsibility which in 
turn incentivizes developers to take precautions? Is the division of responsibility between encoding, 
inputting data, project management, and the resulting output clear? Is the division of tasks clear, or is 
it part of a complex organizational setup prone to hiding a lack of ownership? Is the hierarchy also well 
established when it comes to decision-making? Or is the culture axed toward group leadership, with 
groups loosely defined?

Reality Is it clear to users whether the tool is a simulation or whether it is exactly the same tool that will be 
used for the official decision-making process? Why can the simulation and the actual decision-making 
system (not) be the same? Is the justification strong enough? Or, is this just a showcase of the public 
service’s inefficiency? Are the messages displayed to users specific enough on when and how when and 
how simulation can differ from real usage of decision-making systems?
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cases where the uncertainty about the decision exceeds a 
threshold.

3.2 � Evolution of norms

APR projects should avoid “freezing” (Hildebrandt 2020) 
the law as well as social norms (Cobbe 2020). There are 
several ways for how the law might be updated at run time: 
A statute might be changed, a new statute might change the 
meaning of an existing statute, or new case law might change 
the interpretation of a statute. More subtly, a statute might 
remain in the law but be no longer enforced (Forstmoser and 
Vogt 2012). Evolving statutes or societal norms are prone 
to cause system behavior that is—or is perceived as—awk-
ward by its users; or system behavior that is legally wrong 
after a statute change. It might also lead to dangerous situa-
tions, since norms or statutes may have evolved as a result of 
new insights into security hazards. An APR implementation 
should not be rigid or brittle in the face of such changes, but 
rather be designed to co-evolve with such changes (Sacco 
1991; Tamò-Larrieux et al. 2021).

Example  Regarding statute evolution, across many coun-
tries, lighting requirements for humans in indoor workplaces 
are today expressed in standards such as the UK’s BS EN 
12464-1:2021 (British Standards Institution 2021). With 
slight variations, these recommend an illuminance level 
of 500 lux at a corrected color temperature (CCT) of 4000 
K. The standards are formulated clearly enough to permit 
the implementation of an automated lighting system that 
encodes these requirements. However, future versions of the 
standards might not only prescribe different thresholds, but 
they might furthermore increase the level of granularity of 
the thresholds (e.g., CCT might be dependent on the time 
of day) and they might require taking into account human 
heterogeneity in aspects such as chronotypes, age, emotional 
states, and pathology. This example illustrates that norms 
(or other regulation) that have been used as a firm basis 
for implementing an APR system might not remain stable 
enough throughout the lifetime of that system. Another real-
case example illustrates the problem of freezing societal 
norms in APR and involves the evolution of how society 
has regarded cohabitation of non-married couples: In Swit-
zerland, a law that forbade such cohabitation was still offi-
cially valid well into the 1970s, but was not enforced due to 
evolving societal norms (Forstmoser and Vogt 2012). Fictive 

APR-enabled locks that would only open to married couples 
would hence need to be updated to conform to the new social 
interpretation to the law. This is specifically tricky due to the 
lack of formal repelling of the law, hence requiring an APR 
system to interpret morality.

Mitigation strategy: Designing for evolution and 
change involves the modular implementation of an APR 
project that permits separating fast-evolving and slow-
evolving parts of the underlying regulation. This design 
contains implications from statute or societal norm evolu-
tion to those (software) modules that are expected to be 
affected by this evolution while limiting the spread of such 
changes to other parts of the system through encapsula-
tion. This can be accomplished by ensuring first that devel-
opers of APR projects understand at least the three differ-
ent facets underpinning legal interpretation (Emanuilov 
et al. 2018): legal formants (i.e., the elements that con-
stitute the “living law” of a state including the legislation 
but also the links between the provisions, case law, and 
legal doctrine), cryptotypes (i.e., the principles, ethical 
values, and assumptions underpinning the legal norms), 
and synecdoche (i.e., the fact that not all rules are fully 
articulated and that unexpressed general rules may be 
referred to by special rules). Furthermore, developers of 
APR projects should emphasize non-functional attributes 
of modifiability and evolvability by adopting software 
design patterns that facilitate change (Gamma 2002). In 
addition, the development process itself should be struc-
tured to remain flexible and iterative, e.g., by adopting pro-
cesses such as agile or continuous development which are 
predicated upon continuous evolution and involve flexible 
update strategies (Beck et al. 2001; Fowler and Foemmel 
2006). This process should specifically integrate periodi-
cal re-assessment of the validity of assumptions, which 
involves examining whether the assumptions made while 
encoding the law are still valid. During the development 
of an APR system, appropriate assumption management 
mechanisms should be adopted  (Kruchten et al. 2006; 
Van Landuyt et al. 2012; Yang et al. 2017) to keep track 
of and model assumptions, for example to allow assess-
ing the impact if assumptions were to be invalidated over 
time; this could be implemented as a form of test-driven 
development (Beck 2002). If updates cannot be done auto-
matically, an approach should be identified that leads to 

Table 1   (continued)

Issue type Lead questions to evaluate the issue

Contestability Can individuals technically and legally reverse the process by contesting the outcome? How cumbersome 
is it to appeal to the encoding or the outcome? What cost, if any, to the users does such appeal generate? 
How can arguments about fairness be brought in during the contestation of decision-making?
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regular manual updates without the requirement to re-start 
the APR translation process from scratch.

3.3 � Interdisciplinarity

The conceptualization, implementation, and deployment of 
an APR project requires the interaction of individuals who 
join the project in different roles, typically at least domain 
experts, legal professionals, and software engineers (incl. 
developers, architects, testers (Mohun and Roberts 2020b)). 
Bringing together the expertise of these individuals is chal-
lenging—this is due to professionally induced misalign-
ments that range from the use of different vocabularies to 
ignorance regarding each other’s assumptions, formation, 
and professional motives, and it furthermore includes the 
adherence to different and often incompatible problem-solv-
ing methodologies (Emanuilov 2018; Bisconti et al. 2023). 
Stakeholders of APR projects should expect this issue to be 
more prevalent when parts of the creation of APR is out-
sourced, as well as in teams that collaborate in settings that 
emphasize modularity, such as in agile approaches (Beck 
et al. 2001).

Example  A software engineering firm develops a tool to 
automate the management of employee working time. 
Time-recording and over-time regulation are identified as 
ideal candidates to turn the underlying legal text into APR: 
These regulations are expressed in clear terms and specify 
clear numerical thresholds that can be easily interpreted 
and converted into program code (McNaughton 2020). Yet, 
a case from 2018 where plaintiffs disputed the interpreta-
tion of a (missing) comma in over-time legislation demon-
strates that such assumptions are not as straightforward as 
suspected (Victor 2018): The legal text specified that there 
were exemptions to paying over-time for “packing for ship-
ment or distribution”. Truckers argued that the exemption 
included “packing for distribution”, but that distribution 
itself is not exempt of over-time; and the court sided with 
this interpretation. Involvement of a legal professional in the 
process of creating the APR in this case would decrease the 
possible negative consequences of a falsely straightforward 
interpretation and likely would ensure that different options 
are shown to users in face of uncertainty.

Mitigation strategy: To mitigate issues that stem from 
the inevitable interdisciplinarity in an APR project, we 
propose that stakeholders should strive for the early sen-
sitization of all project participants on the organizational 
level. This can be accomplished efficiently by having the 
project team train the translation of regulation into APR 
already during the project conceptualization phase, where 
we propose to make use of surprising and edge cases (see 

the aforementioned examples) to illustrate the fallacies of 
believing that one’s own interpretation of a legal clause is, 
indeed, clear. Early research notably points out that there is 
considerable variation in how legal experts and program-
mers understand and encode the law, the resources they 
draw upon, and their confidence in implementing legal 
tools (Escher et al. 2022).

3.4 � Agency

APR systems that make decisions automatically without 
considering individual agency (i.e., capacity to make own 
decisions) may result in a significant loss of control for 
their users (Gill 2020). While developing AI systems that 
comply with legal standards and ethical principles is essen-
tial, an overly rigid approach can stifle individual discre-
tion (Vladeck 2014; Müller 2020; Cervantes et al. 2020). 
For instance, an APR system designed to stop illegal con-
tent dissemination might automatically censor or report 
content, even in cases where there might be valid reasons to 
do so (Oversight Board 2020). Taking human agency into 
account is, thus, critical when designing and implementing 
APR, as systems should not automatically dismiss a per-
son’s decision in all cases, but rather include a way to handle 
a person’s wish to disobey the law even when given clear 
warnings about it (Greenstein 2022). More generally, to have 
such mechanisms in place matter as the possibility to chal-
lenge the law via disobedience is crucial in liberal societies 
as a way to initiate moral and legal changes (Thoreau 2021). 
The alternative would be to over-emphasize instruments and 
procedures over human control and comprehension (Dana-
her 2016), a phenomenon that has been termed algocracy.

Example  An autonomous vehicle’s software is based on an 
APR version of traffic law, and has sensors that monitor the 
vehicle’s environment. When the car detects a red light, it 
stops and prevents manual override by the driver (Thadesh-
war et al. 2020; Zhang et al. 2021). The car’s design, hence, 
preempts the human from taking a decision that is against 
the law. In case of exceptional situations such as a medical 
emergency, however, it might be required that the human 
judgment of the situation takes prime over the technology’s 
APR-based enforcement of the law; in the case above, for 
instance, the driver should be able to cross a red light after 
weighing the risk that is associated with this action.

Mitigation strategy: In addition to introducing an 
explicit process step where legal professionals survey the 
regulation that is to be turned into APR in a specific project 
with respect to agency issues, we propose an agency-pre-
serving and transparent user interface design to mitigate this 
issue (Almada 2019). APR systems should be implemented 
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so that the system typically preserves the human’s agency 
with respect to breaking the law. The system in this case 
should make sure that the user explicitly accepts this agency, 
for instance through an explicit confirmation or a (possibly 
even physical) override switch that may function similarly 
to the well-known safety seals that void product warranty 
when broken (Lyons et al. 2021).

3.5 � Natural pace

APR conflates the law and the application of the law (Hilde-
brandt and Koops 2010), with repercussions at both the indi-
vidual and societal level. At the individual level, there is a 
psychological role at play when humans have the oppor-
tunity of being heard by another human being; emotions 
and empathy are a part of legal proceedings (Ranchordàs 
2022). At the societal level, the application of the law has 
been a time-consuming endeavor notably to ensure a level 
of scrutiny and care. The effort to make processes more effi-
cient (Zheng et al. 2022) can result in collapsing timelines 
when applying the law, with consequences however highly 
uncertain, as most people are not accustomed to receiving 
an answer to their legal queries delivered immediately (Rob-
inson 2020) and might suffer from negative psychological 
consequences in effect. Potentially, individuals might start 
to question the validity of the answer obtained and the care 
in the due process, which ultimately could impact the trust 
placed in institutions and their decision-making (Ahn and 
Chen 2022).

Example  Consider a scenario where a robot-judge stream-
lines the legal process, making it more efficient by quickly 
analyzing legal cases, evaluating evidence, and rendering 
decisions. However, a psychological issue arises when these 
decisions are delivered instantly. Imagine a couple going 
through a tough divorce. They are in a custody battle over 
their child, the family household needs to be sold, and emo-
tions are running high. They appear before the robot-judge, 
present their arguments, and within seconds, the robot-judge 
issues a custody decision, granting primary custody to one 
of the parents. While the efficiency of the robot-judge is 
commendable, the immediate delivery of the decision may 
have a profound psychological impact on the couple since 
they receive the life-altering decision in a matter of seconds, 
leaving them potentially shocked, emotionally unprepared, 
and unable to process the outcome adequately.

Mitigation strategy: Even if a decision can be taken 
automatically and with very low delay, it does not have to 
be delivered right away after being reached. Stakeholders of 
APR projects should consider delaying the delivery of the 
response to allow users to process their experience, which is 

a straightforward implementable approach to alleviate such 
concerns. How much time the answer needs to be delayed 
before delivery depends on the exact context and may, in 
some cases, even be left to the user of the system.

3.6 � Replacement of workforce

APR impacts current gatekeepers to the law: legisla-
tors, judges, lawyers, and a wealth of para-legal profes-
sions (Susskind and Susskind 2015). It is conceivable that 
new forms of cooperation will emerge, for instance between 
those with the legal know-how and those with the technical 
one, yet it is also likely that APR will give rise to similar 
debates as witnessed during the digitalization of govern-
ment services (Hanschke and Hanschke 2021; Bucher et al. 
2021; Halvorsen et al. 2021) and to which extent replace-
ment will take place (Tobar and González 2022). These 
debates focused on worker protection, adequate compensa-
tion, social status, and more. While replacement of repetitive 
and unpleasant tasks might be socially welcomed (Frey and 
Osborne 2017), oftentimes the deployment of automated 
systems occurs without taking the opinion of individual 
workers impacted by the systems into account (Rigotti et al. 
2023).

Example  A start-up seeks to cut the costs of legal firms by 
developing tools for para-legals professionals. Those in the 
para-legal profession may have good reasons to be in it: 
Legal schools can be exorbitantly expensive (e.g., in the US), 
and the type of work can be very different with taking on 
less responsibility and low(er) level of stress (Moran 2020). 
The start-up is developing many tools around information 
research and e-discovery which could raise the prospects 
of replacing a certain number of para-legals assistants. The 
start-up and their future clients may have to balance and con-
trast their vision of reducing costs by replacing employees 
with one of supporting employees performing better at their 
job. The nuance in marketing the tool would have repercus-
sions on many lives.

Mitigation strategy: The first step to mitigate this issue 
is to clearly indicate and analyze what the APR solution 
can create in terms of costs/benefits. From interviews with 
stakeholders of APR projects, we observe that many such 
projects have started without a model of how much invest-
ment will be required to generate a return (Guitton et al. 
2022a). Furthermore, a distinction must be made between 
private-led projects and public ones: For projects driven by 
private companies, the companies will likely have surveyed 
the market to realize the business potential of their invest-
ment; only specific regulations or subsidies could prevent 
the deployment of solutions in such a way that it would wipe 
out a whole class of employees. On the other hand, whenever 
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a state seeks to develop a solution that could replace a large 
number of employees, the role of the state and the prevailing 
social contract should come back to the fore, and if needed, 
debates should occur (Kochan and Dyer 2021).

3.7 � Implementation transparency

Transparency is important because it helps evaluate whether 
decisions are lawful and therefore justified  (Yeung and 
Weller 2018; Hollanek 2023). Following the same line of 
argumentation, since laws are public to enable the rule of 
law and review of lawfulness, when legislation becomes 
encoded, the relevant code, training datasets, and trained 
models should be made accessible to the broader public as 
well. Access to this relevant implementation details consti-
tutes an aspect of the right to access to and receive infor-
mation (Tamò-Larrieux et al. 2021). On top of this, public 
review of implementation can serve as an additional check 
on both specific interpretation or error which were intro-
duced into the code, datasets, or models (implicit or explicit, 
malign or benign)  (Tamò-Larrieux et  al. 2021). Those 
responsible for encoding should be able to justify choices 
made throughout implementation, and the publication of 
details should automatically come with the publication of 
such rationale (Malgieri 2021).

Example  Many countries have developed supporting soft-
ware solutions for citizens or businesses to fill out their 
taxes, such as the Tax Authority in the Netherlands using 
the Standard Business Reporting software.6 Although the 
tax code could be a priori straightforward for encoding, 
there are many questions as to what constitutes revenue, 
deductible spending, and how certain assets ought to be 
declared  (Lawsky 2013). Without an independent party 
outside of employees of the state reviewing the quality and 
suitability of the code, choices around situations, which 
do not have a straightforward answer and cannot be prod-
ded. As a result, citizens are often left with the assumption, 
dangerously, that the solution the state has provided is cor-
rect. Besides, whether such a solution with a public func-
tion should come from a state or from a private commercial 
entity raises the transparency and legitimacy questions of 
delegating public functions to private actors, without proper 
checks and balances in place (Yeung 2023).

Mitigation strategy: Several issues persist with the 
publishing of the code and rationale behind APR in prac-
tice (Guitton et al. 2022a). First for state institutions: Despite 
existing laws mandating the publication of code, there have 

been cases with push-back where state institutions have 
contested and refused to deliver their code (Cluzel-Métayer 
2020; Alauzen 2021). Parliaments enacting laws that man-
date the publication of code when state institutions engage 
in APR should, hence, be a basic requirement, but this can 
still be insufficient; further steps should include the possible 
creation of an ombudsman position overseeing the proper 
release of implementation details, and civil societies con-
tinuing to apply pressure for laws to be enforced as enacted. 
The situation is more delicate when it comes to companies 
that create APR. Companies would rightly see their develop-
ment giving them a competitive advantage in their market, 
and hence as proprietary. In this case, companies could still 
publish details of the choices they had to make while encod-
ing laws. They could also contract audit firms that verify 
equivalences between the regulation and the APR, with only 
the result from the audit being published.

3.8 � Process transparency

Transparency is also required when it comes to correcting 
mistakes (Descampe et al. 2022; Walmsley 2021; Andrada 
et al. 2023). While we classify correcting wrongs as falling 
within contestability (see below), there should be a process 
upstream to ensure that mistakes are caught in the design 
of the implementation and test phases. This process should 
be clear and transparent: For APR, the risk could be that 
the process falls between established channels because of 
its nature. For those working in private companies, it could 
even be that there is an underlying assumption that users 
which are not clients are not given the possibility to contest.

Example  A state regulator outsources to a private entity to 
develop an APR version of a public law impacting financial 
companies, which specifically deals with the modeling to 
calculate the risk-bearing capital of insurers. By publishing 
the APR version, the regulator hopes that it makes it easier 
to compare and accepts insurers’ models, while insurers 
hope that it also makes it easier for them to understand how 
the regulator would accept or reject the model. The regula-
tor makes the code public. One insurer, however, disagrees 
with how the contractor encoded a part of the regulation. 
With the asymmetry of power between the insurer and the 
public regulator, the company is unsure of the repercussion 
of engaging in trying to correct the mistakes. Without the 
establishment of a proper neutral channel, the insurer is 
concerned that it would have to raise the issue during an 
on-site visit by the regulator, entangling the issue with many 
unrelated ones and thereby making it more difficult for it to 
be heard.

Mitigation strategy: Users of an APR should easily be 
able to find how to initiate a contest process, and those in 

6  See https://​www.​belas​tingd​ienst.​nl/​wps/​wcm/​conne​ct/​bldco​ntent​en/​
belas​tingd​ienst/​busin​ess/​tax_​return/​filing_​digit​al_​tax_​retur​ns/​filing-​
tax-​retur​ns-​using-​accou​nting-​softw​are.

https://www.belastingdienst.nl/wps/wcm/connect/bldcontenten/belastingdienst/business/tax_return/filing_digital_tax_returns/filing-tax-returns-using-accounting-software
https://www.belastingdienst.nl/wps/wcm/connect/bldcontenten/belastingdienst/business/tax_return/filing_digital_tax_returns/filing-tax-returns-using-accounting-software
https://www.belastingdienst.nl/wps/wcm/connect/bldcontenten/belastingdienst/business/tax_return/filing_digital_tax_returns/filing-tax-returns-using-accounting-software
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charge of APR should ensure that this process is appropri-
ately staffed to handle queries. The different steps should 
be understandable and users should be able to track the 
evolution of their queries. Those attending to users’ queries 
should have the authority not only to escalate them but also 
to take real action to remedy them. To limit conflict of inter-
est, those assessing the queries should also differ from the 
ones who were involved in the implementation.

3.9 � Affordability

A review of current APR projects has shown that many 
implementations are geared toward making the law more 
accessible (Guitton et al. 2022b). This is a welcome step 
considering the gap that exists between the concept that 
ignorance of the law is no excuse (Brooke 1992), and lay-
people’s actual understanding of law  (van Rooij 2020). 
APR can, therefore, provide a starting point for a legal self-
assessment; yet only if it is affordable. In light of this, a key 
question is what the role of the state in supporting everyone 
to improve their knowledge of the law should be—a debate 
going back centuries  (Herzog 2018). States can decide 
to leverage public funds to promote the development of 
APR for accessibility by either engaging in development 
themselves, or by subsidizing companies’ offers, or with a 
mixture of both. Whatever the policy is, the use of public 
money for such a goal should be debated and made explicit, 
acknowledging the shortfalls of the current assumption that 
everyone knows the law, as well as acknowledging the dif-
ficulty of carrying out a cost/ebenfit analysis of this type of 
envisioned public service.

Example  A company develops a tool that allows citizens 
to ask for the penalty that they might incur if they commit 
a criminal deed; the tool takes into consideration statutory 
limits and case law, and can be tasked with complex que-
ries. The tool could potentially contribute to deterrence of 
violations of legislation. One of the weakness of deterrence 
theory however is that not all criminals or people who vio-
late the law necessarily think rationally weighing out costs/
benefits as the costs are too difficult to gauge.

Mitigation strategy: In case the market does not develop 
toward affordable solutions fostered by competition, the state 
could subsidize certain solutions that are proven to be of 
broader societal use or make them available without cost by 
integrating them in the public governance toolset via public 
procurement. In the case of subsidies, appropriate safeguards 
and post-market surveillance should be in place to ensure 
that the subsidized solution continues to be used for public 
good as originally intended. Those safeguards could take 

the form of certification, and be subject to the jurisdiction 
of the audit courts.

3.10 � Usability

The law is complex, and when attempting to make it more 
accessible, issues may occur, most notably two of interest 
within this section: Either the law is made more simple than 
it really is, what some have called “simplexity” (Blank and 
Osofsky 2020), or the APR is so cumbersome to use that 
it does not bring support to laypeople. Designing usable 
software has a long history, going as far back as to the 
1980s (Gould 1988). Nowadays, there is a wealth of litera-
ture on how to design usable user interfaces (Li and Nielsen 
2019; Göransson et al. 2004). Furthermore, several studies 
have linked the interface design choices with acceptance, 
being part of instigating structural changes, or conversely, 
with fostering inequalities between those with the appropri-
ate background and those without (Hadfield-Menell et al. 
2016). Developers of APR should, therefore, be aware that 
many apparently meaningless choices are not as they appear 
to be—and should take into consideration different users’ 
views.

Example  A tool is developed to answer legal questions for 
laypeople. When given a situation, it provides with relevant 
case law to compare. Delving into case law can be cum-
bersome and intricate though: Extracting which ones are 
still valid opinions, which ones apply to the very specific 
case at hand and which ones do not, and more, can require 
professional training. A tool that makes it difficult for users 
to navigate through this without taking the user experience 
into account would defeat the point of creating a tool in the 
first place.

Mitigation strategy: The usual best practice to test user 
interface and user experience should be adopted in APR 
projects. This means conducting several surveys on user 
groups that are representative of the population on the type 
of problems people are experiencing even prior to develop-
ing, leveraging commonly used techniques from the field 
of user-centered design such as feature fakes or Wizard-of-
Oz prototyping to test whether the features could be useful 
before development. Post-development usability testing, 
feedback follow-ups, and assessing different variants with 
split/run tests and blind product tests should be conducted.

3.11 � Responsibility

Assigning responsibility has two purposes in law and tech-
nology governance (Schwartz 1996)—although we note that 
others have identified different break-down of responsibility 
within the field  (Dastani and Yazdanpanah 2023). On the 
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one hand, there is a need to guarantee that someone will pay 
if another party suffers damages; this condition is neces-
sary to sustain trust in society (Pagallo 2013; Tamò-Larrieux 
et al. 2023). On the other, assigning of responsibility aims 
to incentivize an appropriate level of care, in the sense that 
it deters possible mistakes by increasing the perception of 
the likelihood of negative consequences (Shuman 1993). In 
other words, assigning responsibility to specific agents—
either through tort liability (Pałka 2021) or administrative 
sanctions (Pahlka 2023)—aims to ensure both that the citi-
zens trust the systems they interact with, and that the persons 
to-be-responsible (and who aim to avoid financial or reputa-
tional sanctions) strive to avoid mistakes. This is no different 
in the specific case of APR: Mistakes are likely to be made, 
hence a responsible framework should assign responsibility 
to enable trust while incentivizing a high level of care.

Example  A local small-claims court receives many lawsuits 
that are inadmissible on formal grounds; its employees lose 
a significant amount of time verifying the formalities and 
instructing the claimants to correct their paperwork. The 
president of the court hence decides to hire a consulting 
firm that is supposed to help design an automatic system for 
the formal verification of lawsuits and that automatically 
responds to the claimants whose documents are lacking. The 
consulting firm proposes near-full automation (with a human 
having to click an Accept button before the decision is sent 
out), designs the specifications of the system, and outsources 
its creation to a software engineering firm. This company 
implements the system according to the requirements, and 
the judges delegate to the clerks the task of accepting the 
automated decisions. The clerks cannot access the reasoning 
of the system but, trusting it, end up accepting nearly eve-
rything. After a while, it turns out that the number of false 
positives (i.e., lawsuits that were formally correct but have 
been rejected by the system) is high, while the instructions 
on how to amend the claims are actually wrong. An angry 
citizen approaches the president of the court who, enraged, 
confronts a judge, who summons a clerk; the clerk is left 
wondering where to complain further.

Mitigation strategy: Agile development processes 
that stretch from the discovery of the requirements to the 
continuous deployment and testing are today the standard 
approach for the development of software (and, to a lesser 
extent, hardware) systems. However, it does not promote a 
clear responsibility for when things start going wrong. A 
possibility would be to have a clear product owner or equiva-
lent hierarchical decision-taker per division line encoding/
input data/implementation/outcome. This person would be 
charged, within their division, with primary responsibility 
for devising objectives for what it means to be mistake-free, 
and for ensuring that these are followed through correctly. 

Further, both at the design stage and the implementation 
stage, intra-organizational responsibility should be clear.

3.12 � Reality

Governments might deploy APR systems for individuals 
to determine their eligibility to specific benefits, but these 
systems might be created to only issue “simulations” that 
are not legally binding (Guitton et al. 2022b). The reason-
ing behind such simulations rather than decision-making 
tools is multifold, such as the fear of a backlash due to badly 
encoded legislation or that the publication of code could 
facilitate fraud (Guitton et al. 2022b). Regardless of the 
merit of the concerns, users may mistake the simulation for 
a real legally binding tool, leading to disappointed refused 
applicants turning their anger and frustration to clerks left 
with more work to explain the difference in output (Alauzen 
2021). Furthermore, if the differences between the simula-
tion and the actual decision-making system are too large, 
it begs the question of the added value of the simulation in 
the first place.

Example  A company develops a tool for determining how 
much in social benefits a person is entitled, all on the basis 
of current in-force legislation (at the time of the tool’s devel-
opment). The company sells the tool to the government that 
further uses it for its final decision-making. Later, the com-
pany refactors the code with tweaks to make it easier to 
use and publishes a simulation for everyone to use online. 
However, as a result of the simplification, the outputs turn 
out to be different between the versions used by officials and 
the free online one.

Mitigation strategy: A low-hanging fruit should be the 
clear labeling of an APR product as a simulation, with sig-
nificant warnings on how, as a simulation, it differs from the 
tool used for (legally binding) decision-making. In general, 
however, we advocate to minimize the use of simulations 
and to promote rather the use by end users of the same appli-
cation that is also used for legal decision-making. When too 
many factors make this impossible, we recommend pointing 
out cases where a deviation can be expected and possibly 
even restricting the use of the application only for cases that 
have been thoroughly tested for equivalence with the out-
come from the real automated decision-making algorithm 
so as to minimize any chance of deviation.

3.13 � Contestability

Procedural rights are one of the cornerstones of lib-
eral democracy (Krajewski 2021). This explains why in 
the context of automated decisions, contestability has 
received significant attention in legal and computer science 
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scholarship (Almada 2019; Tubella et al. 2020; Lyons et al. 
2021; Bayamlıoğlu 2022; Fanni et al. 2023). While process 
transparency ensures that users are able to find the cor-
rect procedure to follow to file their objection, contestability 
ensures that they can effectively follow through with it. For 
APR, contestability translates into two distinct rights: the 
right to contest the encoding and training data of the APR, 
and the right to contest a specific decision. Central to APR 
is notably the difficulty of bringing together legal and tech-
nical expertise to understand the APR implementation and 
how the legal interpretation might be problematic. Argu-
ably, the issue of contestability will be much more salient 
in projects geared toward more efficient decision-making 
than those geared at offering a greater accessibility to the 
law  (Henin and Le Métayer 2022). The overarching goal 
of contestability, in both cases, should however remain to 
ensure that there is a means—be it via a due process, or via a 
technical implementation—that humans can overrule either 
the implementation or the outcome of the algorithm (Beutel 
et al. 2019).

Example  Reusing the example of the automatic decision of 
rejection of admissibility of a case to a small-claims court, 
this begs the question regarding the recourse that a person 
could have to appeal to the rejection (especially given that, 
in fact, the lawsuit was correct on formal grounds), and 
whether the person could contest the encoding directly with 
the implementing firm and/or the consultancy which man-
aged the project. There are, therefore, at least two distinct 
aspects involved: those concerning the encoding and those 
concerning the outcome.

Mitigation strategy: Although regulation such as GDPR 
has created the right to correct one’s own personal data, 
have it deleted, or even not being subject to fully automated 
decision-making (Kuśmierczyk 2022; Bayamlıoğlu 2022) 
a channel should be established for users to flag and seek 
redress when they think that they have been treated wrong. 
In case companies and the state do not show enough pro-
activity in setting up such channels and making sure that 
they are staffed properly, legislation should fill this void by 
introducing a requirement for contestability by design.

4 � Conclusion and future work

The presented framework, which is based on the state-of-
the-art literature in the fields of computer science and law, 
provides a foundation to deliberate about the responsible 
conceptualization, implementation, and usage of APR 

projects. Aside from the useful categorization of issues 
into 13 types, we provide explanations as well as exam-
ples on what the core of the issue is centered around and 
how, through the use of guiding questions (see Table 1) we 
can identify those. Our approach combining descriptions, 
examples, and guiding questions help to make informed 
decisions about whether and how to proceed with an ongo-
ing APR project; ideally, such an informed discussion 
occurs within the initial phases of the conceptualization 
of an APR implementation and continues throughout its 
implementation and beyond, through the entire lifetime 
of the APR. In addition, and addressing the identified gap 
within the literature on making ethical guidelines opera-
tionalizable, we proposed generic mitigation strategies that 
can be adapted to different contexts.

Future research will need to evaluate further, how in 
practice the responsible APR framework is operational-
ized and used, and how it impacts the final design of APR 
projects. We would like to recommend that stakeholders 
using our framework commit to sharing evaluations of 
its effectiveness, including what issues were accurately 
identified beforehand, what changes were made, and what 
aspects may have been overlooked and why, in an effort to 
continuously improve the responsible development of APR 
projects. Through a workshop, we have already conducted 
an expert evaluation but plan to go beyond this, notably by 
replicating how others have been suggesting testing frame-
works for responsible AI (Amershi et al. 2019; Morales-
Forero et al. 2023). We plan as well to follow a multi-
stage approach, with: (1) a “modified heuristic evaluation” 
(Amershi et al. 2019) during which participants are asked 
to provide examples of both application and violation of 
the issue; (2) a user study during which participants will 
evaluate one APR project against one issue of the frame-
work; (3) a vignette study during which participants will 
be asked to design an approach to turn existing statute 
into APR while heeding the framework. This validation 
should contribute to further strengthening our understand-
ing, development, and education of responsible APR, a 
necessary step to seize on the potential of APR to shape 
societies into ones where people have a better understand-
ing of regulation, and where regulatory processes are run 
more efficiently.
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