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In the battle to protect the creations of human minds from 
A.I. and large language models (LLMs) that threaten to suck 
those creations in like a whirlpool, and deliver them bottled 
up as “original” content to the masses—unattributed and 
unpaid—we must be careful to not poison the well of real 
and factual content.

In a recent article about Nightshade, a tool being used 
by human artists to protect their original content from the 
A.I. all around them. Melissa Heikkiläarchive writes that 
the software helps artists “mask” their original works “by 
changing the pixels of images in subtle ways that are invis-
ible to the human eye but manipulate machine-learning mod-
els to interpret the image as something different from what 
it actually shows”. So an image that might be a flower is 
manipulated in ways that means it is interpreted by the A.I. 
scrapers as a cow or a tornado.

And so-called ‘adversarial images’ can fool the human 
eye as well. In a recent article in the Nature Communications 
journal,1 the researchers found that “Our primary finding 
that human perception can be affected—albeit subtly—by 
adversarial images raises critical questions for AI safety and 
security research.”

The problem is we are inundated with the fake, the wrong, 
the recreated, the lesser. It might even be the case that the 
majority of content on the internet is replicated pointless 
garbage,2 and the descent of Twitter/X would seem to point 
to that eventuality. To add to that growing pile of garbage, 
even with the goal of retaining control and confusing A.I., 
is a painful solution to swallow. Even worse, Nightshade is 
an open-source software, so we’re bound to see variations 
on the original goal and, as a journalist, my worst night-
mares flow from the potential for “faking” content to make 
it look like it comes from trusted media groups. Imagine a 
news organization posting a photo from a concert and then 

someone putting it through a Nightshade variation that re-
interpreted it as a violent protest. Now the LLM has a bunch 
of images to generate for you when you type in ‘violent 
protest’ and is pulling from a source that is actually a con-
cert, with real identifiable humans in the image. This is the 
automation of “fake news” that goes beyond the bots that are 
already deployed in this area.

The boundaries of what constitutes3 journalism have been 
eroding for decades, and in many cases, have made for better, 
more inclusive storytelling. The value-add of citizen journal-
ism was that the news media had access to a massive popu-
lous of content gatherers, but editors and reporters were still 
tasked with confirmation (ideally before publication of the 
content, but sometimes in corrections after the fact). With 
the audience might be of the random social media account, 
those guardrails no longer exist. Sometimes, that’s a good 
thing, as in the cases of where citizen video brings the con-
versation into the public sphere. But in other instances, those 
videos are shared and reshared online until someone fact-
checks their veracity only to find they are fake. Now imag-
ine automating the manipulation of that huge pile of citizen 
journalism using increasingly sophisticated A.I. tools. The 
negative effects double and triple in the imagination.

Humans are terrible at history, as evidenced by a recent 
U.S. survey4 that revealed two-thirds of young adults didn’t 
know the details of the Holocaust, many believing it to be 
a myth perpetuated by the left. Now imagine all those pho-
tos being manipulated so that our evidence and facts were 
unable to support the education of what really happened to 
future generations.

It might surprise modern readers, but “fake news” is not 
a phenomenon that originated in the years since Donald 
Trump became an international headline-maker. Historians 
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have tracked fake content (published by a journalistic entity) 
back to the 1800s,5 and it has been with us running in a 
parallel stream to fact-based news and reporting ever since.

News organizations and their reporters are already fight-
ing an impossible fight against mis- and disinformation 
and the attention of a public that has less interest in critical 
thinking and more interest in the dramatic. It’s why clickbait 
exists—do you think that journalists came up with that idea 
on their own? It’s born out of the fact that contemporary 
audiences would rather read/click a scandalous headline than 
one that is purely accurate and factual. The same is true for 
photos and images.

With breaking news, A.I. tools would be able to respond 
and manipulate new images at a speed human trolls could 
not, and the more shallow the pool of content to pull from, 
the less varied the image generation. In other words, if there 
are only 10 photos of an event, and that’s all the LLM has to 
suck on, it will spew out very little variation, faces may be 
identifiable because you need a certain amount of input data 
to create truly randomized content. And, again, the use of 
a software like Nightshade at the end of that process could 
identify this content as anything the programmers like—
from a BBC reporter’s upload to a fake account to confuse 
fact-checkers.

Newsrooms are already strapped for cash, and this has 
been an especially bad year for job losses,6 how much money 
could they dedicate to unwinding that ball of confusion on 
the internet? And to answering audience questions about 
content that has been misidentified as theirs by an A.I, whose 
only limitation is computing power.7 You might say that if 

it’s that easy to create an A.I. method that can introduce the 
nightmare scenario, surely it would be as easy to create one 
to combat it—but it’s time and resources that newsrooms 
do not have.

Instead of seeking to confuse the A.I. whirlpool we need 
to put real rules and penalties in place for draining away 
copyrighted content, and we need to do that at the LLM 
stage, not at the stage where the A.I. is spitting out stolen 
bottles of content. In the same way that YouTube created 
Content ID in 20078 to protect copyrighted material from 
reappearing in videos that did not have rights to them,9 we 
need to institute that kind of automated alarm system for the 
LLMs every time it sends out an inquiry.
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