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Abstract
The rapid diffusion of artificial intelligence (AI) technologies in the defence domain raises challenges for the ethical gov-
ernance of these systems. A recent shift from the what to the how of AI ethics sees a nascent body of literature published 
by defence organisations focussed on guidance to implement AI ethics principles. These efforts have neglected a crucial 
intermediate step between principles and guidance concerning the elicitation of ethical requirements for specifying the 
guidance. In this article, we outline the key normative choices and corresponding tradeoffs that are involved in specifying 
guidance for the implementation of AI ethics principles in the defence domain. These correspond to: the AI lifecycle model 
used; the scope of stakeholder involvement; the accountability goals chosen; the choice of auditing requirements; and the 
choice of mechanisms for transparency and traceability. We provide initial recommendations for navigating these tradeoffs 
and highlight the importance of a pro-ethical institutional culture.
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1 Introduction

The diffusion of artificial intelligence (AI) technologies in 
the defence domain raises questions and challenges for the 
ethical governance of these systems. As in other domains 
(Jobin et al. 2019), initiatives have multiplied to address 
these challenges, including the publication of sets of ethics 
principles. This in turn has motivated a shift from the what 
to the how of AI ethics (Floridi 2019, 185) and, increasingly, 
the development of guidelines and tools for compliance with 
those principles.

However, the focus on guidelines and tools in the shift 
from what to how leaves unaddressed crucial intermediate 
questions for developing sound and effective guidelines: 
it has overlooked the profound normative issues that are 
involved in setting out guidelines for the implementation 
of AI ethics principles. This stems from the high-level and 
foundational nature of AI ethics principles (Morley et al. 
2021), meaning that they can be interpreted following 

different methodologies, in a way that entails different (and 
difficult) normative tradeoffs (Taddeo et al. 2024). For exam-
ple, when applied to specific cases AI ethics principles may 
generate tensions requiring balancing of the principles, with 
the desirable balance impossible to identify through recourse 
to the principles or tools alone (Whittlestone et al. 2019). At 
a more granular level, varying the metrics used to measure 
compliance with AI ethics principles will also vary the nor-
mative outcomes. The question emerges, then, as to what 
kind of criteria should shape the creation of the guidelines 
and the choice of tools.

In this article, we outline the normative choices and corre-
sponding tradeoffs that are involved in specifying guidelines 
for the implementation of AI ethics principles in the defence 
domain. To do so, we undertake a qualitative systematic 
review of AI governance literature to identify the key fea-
tures for the ethical governance of AI that should inform the 
interpretation and application of principles into practice. We 
identify five areas where key normative tradeoffs are made: 
(1) the model of the AI lifecycle; (2) the scope of stakeholder 
involvement; (3) accountability goals chosen; (4) the choice 
of auditing requirements; (5) in the choice of mechanisms 
for transparency and traceability mechanisms. The nature of 
these requirements and the tradeoffs they entail, as well as 
preliminary recommendations for navigating/balancing these 
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tradeoffs, are detailed in Sect. 3. Prior to that, in Sect. 2 we 
provide an outline of recent efforts in the defence domain to 
operationalise ethics principles into practice and highlight 
the limitations of some of these approaches. We conclude 
our analysis in Sect. 4.

2  From AI ethics principles to practice

In the recent years, efforts to define AI ethics principles 
have multiplied (Jobin et al. 2019; Floridi and Cowls 2019). 
The defence domain is no exception, with UK (Ministry 
of Defence 2022), US (DIB 2020), and Australian (Devitt 
et al. 2020) national defence institutions, and NATO,1 issu-
ing their own AI ethics principles. More broadly, AI eth-
ics principles have been criticised for being too abstract to 
offer concrete guidance to the actual design, development 
and use of AI systems (Coldicutt and Miller 2019; Peters 
2019). Munn (2022) has gone as far as to say that AI ethics 
principles are “meaningless,” “isolated” and “toothless.” In 
the same vein, the efficacy of ethical principles to inform 
decision-making has been called into question. For example 
a study including software engineering students and profes-
sional software developers showed no statistically significant 
difference between survey responses from those who read 
a code of ethics and those who did not (McNamara et al. 
2018, 4).

The lack of applicable and effective guidance on how 
to apply AI ethics principles is particularly problematic in 
domains like defence and national security, where ethical 
risks related to the use of AI systems can be severe and 
may put individual rights and democratic values under sharp 
devaluative pressure (Taddeo 2013; Taddeo 2015; Blanchard 
and Taddeo 2023). A lack of guidance for application to 
concrete cases may also lead to AI ethics principles being 
seen as

[…] extraneous, as surplus or some kind of “add-on” 
to technical concerns, as an unbinding framework that 
is imposed from institutions “outside” of the technical 
community (Hagendorff 2020, 113).

This, in turn, may reduce AI ethics efforts to a meaning-
less façade, voided of any concrete outcomes and induce 
malpractices, like ethics bluewashing2 (Floridi 2019, 185).

These concerns have motivated a shift from the what to 
the how of AI ethics (Georgieva et al. 2022) with a nas-
cent body of literature in the defence domain focussed on 
developing AI ethics tools and processes to implement AI 
ethics principles. These include: the US DoD Responsible 
AI Strategy and Implementation Pathway (2022), US DoD 
Defence Innovation Unit (DIU) Responsible AI Guidelines 
in Practice (2021), and Australia’s Defence Science and 
Technology Group ‘A Method for Ethical AI in Defence’ 
(Devitt et al. 2020).3 Here we briefly outline the guidelines 
and note some initial limitations, before considering in more 
detail the normative questions entailed in specifying guide-
lines for operationalising defence AI ethics principles.

2.1  Existing defence AI ethics guidance

The DoD’s ‘Responsible AI Strategy and Implementation 
Pathway’ is developed in line with the DoD’s stated ethi-
cal principles: responsible, equitable, traceable, reliable, 
governable (DoD Responsible AI Working Council 2022). 
The pathway builds on the DoD’s existing infrastructure 
for technology development and governance, such as sound 
software engineering practices and robust data manage-
ment, and reflects an “enterprise-wide approach” prescrib-
ing responsibilities for stakeholders across the DoD. The 
operationalisation of the principles is structured around six 
tenets with associated goals (Department of Defense 2022, 
9–10) (see Table 1):

To implement the six tenets, the DoD prescribe ‘Lines of 
effort’ (LOEs), which direct actions to implement best prac-
tices and standards, tasking the Department to develop new 
approaches where necessary. The LOEs are accompanied 
by overarching goals, the identification of ‘Office(s) of Pri-
mary Responsibility’ (OPRs), i.e., stakeholders responsible 
for implementation, and estimated timelines for implementa-
tion. Figure 1 shows the interaction between the first tenet, 
the two levels of an LOE, and the corresponding OPR in the 
RAI implementation pathway. Due to their complex, cross-
cutting nature, implementing the LOEs requires department-
wide and external stakeholder input.

The Defence Innovation Unit (DIU) (Dunnmon et al. 
2021) develops a set of questions for step-by-step guidance 
for DoD stakeholders, including AI vendors and program 
managers, to ensure AI programs align with DoD ethical 
principles, whilst also ensuring that fairness, accountability, 

1 https:// www. nato. int/ docu/ review/ artic les/ 2021/ 10/ 25/ an- artifi cial- 
intel ligen ce- strat egy- for- nato/ index. html
2 Defined as, “the malpractice of making unsubstantiated or mislead-
ing claims about, or implementing superficial measures in favour of, 
the ethical values and benefits of digital processes, products, services, 
or other solutions in order to appear more digitally ethical than one 
is” (Floridi 2019, 187).

3 Whilst a number of defence organisations have developed sets of 
AI ethics principles (see above), to the best of our knowledge these 
are the only methodologies for applying AI ethics principles provided 
by defence organisations. See (Canca 2023) for an implementation 
framework not provided by a defence organisation.

https://www.nato.int/docu/review/articles/2021/10/25/an-artificial-intelligence-strategy-for-nato/index.html
https://www.nato.int/docu/review/articles/2021/10/25/an-artificial-intelligence-strategy-for-nato/index.html
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and transparency are considered at each step in the develop-
ment cycle.

The guidelines are developed with a set of ‘foundational 
tenets’ to help refine problem formulation and to maximise 
benefit for national defence whilst aligning with US laws, 
norms, and values. These are set out in a graphical work-
flow that visualises specific questions for stakeholders at 
each lifecycle phase. Each phase is then supplemented 

with a worksheet that serves as a documentation and 
verification mechanisms across planning, development, 
and deployment phases. For example, the planning phase 
requires personnel from the government agency request-
ing the system to collaborate with the program manager 
to define the system’s prospective functionality, resources 
required, and the operational context. This phase has five 

Table 1  The six tenets with associated goals for the applications of the DoD RAI principles ((Department of Defense 2022, 9–10)

Tenet Goal

1 Responsible Artificial Intelligence 
[RAI] governance

Modernising governance structures and processes to allow for context specific, continuous oversight 
of AI

2 War fighter trust System operators have a standard level of familiarity with a technology, enabling justified confidence 
in AI systems and capabilities

3 AI product and acquisition lifecycle Appropriate care ensures potential risks can be ameliorated and unintended consequences reduced, 
whilst enabling the development needed to meet the National Defence Strategy

4 Requirements validation Ensures that AI capabilities are aligned with operational needs whilst addressing relevant risks
5 Responsible AI ecosystem Promotes a shared understanding of responsible AI, through domestic and international engagement
6 AI workforce Ensures that DoD AI workforce possess appropriate understanding of the technology and implement-

ing the RAI, commensurate with their duties

Fig. 1  Section of the imple-
mentation lines of effort for 
Tenet 1: RAI Governance, 
(DoD Responsible AI Working 
Council 2022, 19)

Fig. 2  DIU RAI Guidelines 
Phase 1 Planning Workflow, 
(Dunnmon et al. 2021, 8)
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key lines of enquiry according to the DoD ethical princi-
ples (Dunnmon et al. 2021, 8), as shown in Fig. 2.

Lastly, ‘A Method for Ethical AI’ proposed by the Aus-
tralian Defence Science and Technology Group. It aims to 
ensure accountability for considering ethical risks, assigning 
specific people to each risk, and making humans account-
able for decisions concerning the mitigation of ethical risks. 
Based on the findings from a stakeholder workshop, the 
authors propose five ‘facets’ as broad areas of inquiry—
responsibility, governance, trust, law, traceability—with cor-
responding prompt questions, and then a method comprised 
of three tools (Table 2).

Given the pace of AI development and ethical risks it 
poses, initiatives for the implementation of ethics principles 
are welcomed. Individually, the different guidelines present 
their own benefits and limitations. The DoD guidelines, 
for example, delineate the institutional attitude towards the 
adoption of AI, but they do not offer specific guidance to 
address the problems that may emerge in applying the prin-
ciples to specific cases, such as addressing tensions between 
ethical principles. This means that responsibility for making 
complex ethical assessments is devolved onto practitioners 
who may lack the necessary expertise. In addition, mecha-
nisms for stakeholder inclusions are underspecified. This 
may lead to a negative public perception of the effort to 
develop responsible use of AI, in turn undermining concrete 
attempts to develop RAI in defence.

The DIU method aims to address the limitations in the 
DoD implementation guidance by utilising the Responsi-
ble Research Innovation (RRI) framework. This enables 
the DIU guidelines to enjoy the benefits of the RRI frame-
work—such as the reflective approach which avoids reduc-
ing ethical compliance to a box-ticking exercise—but it 
also inherits two significant pitfalls of the RRI framework 
(Hajer 2003; Stilgoe et al. 2013). First, the DIU’s guidance 
embeds normative elements in its questions—e.g. “have you 
clearly defined tasks?”—without giving guidance as to how 
to address those elements. Without such criteria, answers 
to these questions will remain vague and unsatisfactory. 
Similarly, a question like “are end users, stakeholders and 
responsible mission owners identified?” presupposes the 
specification of the criteria and procedure for identifying 
stakeholders and their interests which, as detailed in Sect. 3, 
is far from a trivial task.

Second, the DIU guidance risks shifting the burden for 
the responsible use of AI from institutions to sole individu-
als or groups of individuals. This means that, like the DoD 
guidance, decisions about what is ethically acceptable are 
left entirely to local decision-makers (researchers, develop-
ers, operators, etc.) who may lack the relevant expertise in 
AI ethics. This approach may work when applied to research 
and innovation in general (for which the RRI framework 
was originally conceived), but this is unacceptable when Ta
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applied to high-risk domains like defence. The RRI frame-
work aims to foster critical thinking and reflection on the 
potential implications of research and development. It does 
not aim to offer concrete guidance as to what one ought or 
ought not to do to mitigate ethical risks of specific cases.

The Australian Defence Science and Technology Group 
method also presents the first of these limitations, failing to 
indicate how ethical requirements are to be elicited from the 
described facets (i.e. principles). Moreover, the wider gov-
ernance process that ensures the integrity and repeatability 
of the method are unspecified. Altogether, the method falls 
short of providing the specific guidance that accountable 
decision-makers require to mitigate ethical risks and dis-
charge their responsibility.

Some of these limitations may be addressed through revi-
sions of the guidance. For instance, the DIU ought to provide 
criteria for addressing the normative elements embedded in 
its guidance questions. This is not a straightforward task, 
and the oversight itself points to a more fundamental prob-
lem that has arisen in the shift from the what to the how for 
defence AI ethics. In moving from principles to a focus on 
guidelines and tools, this emerging literature on operational-
ising ethics principles leaves unaddressed crucial intermedi-
ate questions about how ethical requirements underpinning 
the guidance ought to be elicited from AI ethics principles. 
For example, given their high-level and foundational nature, 
AI ethics principles are comparable to constitutional princi-
ples (Morley et al. 2021), and like constitutional principles, 
operationalised at a lower level of abstraction the princi-
ples are likely to generate tensions requiring balancing in a 
way not resolvable through recourse to the principles alone 
(Whittlestone et al. 2019). Guidance should specify, there-
fore, how AI ethics principles ought to be prioritised in light 
of the concrete case.

To be effective AI ethics principles need to be coupled 
with appropriate methodologies to offer domain-specific 
guidance as to how to apply them (Taddeo and Floridi 
2018). See (Taddeo et al. 2024) for such a methodology. 
It is also important that the normative tradeoffs entailed in 
the specification of guidelines and the choice of tools are 
acknowledged. This is because the specification of guide-
lines in itself entails normative consequences. For example, 
the metrics chosen for measuring compliance with ethics 
principles will influence the character of that compliance. 
The decision to use only quantitative metrics for measur-
ing compliance is likely to generate superficial compliance 
with the principles (see p.18). Guidance and tools are not, 
therefore, value-neutral, and the process of designing and 
specifying guidelines, and of choosing tools, ought to reflect 
the normativity of the outcomes they generate.

It is not within the scope of this article to recommend 
specifications for these requirements. These choices ought 
to be made by the given organisation, through engagement 

with stakeholders, and in light of the intent and spirit of 
the AI ethics principles. However, below we outline the 
key considerations that ought to inform the specification of 
guidelines and the normative tradeoffs these considerations 
generate. These features—lifecycle, stakeholders, account-
ability, auditing, transparency and traceability—are drawn 
from a qualitative systematic review4 of domain-agnostic AI 
governance literature.

Two clarifications are required. First, this is not an 
exhaustive list of considerations. For instance, context speci-
ficity—whether guidelines ought to be specified in a way 
that applies to particular use cases or broad groupings of 
use cases—will also be a factor determining outcomes. The 
context specificity of guidance involves a tradeoff between 
maximising granularity, to provide detailed ethical instruc-
tion on a specific case, and maximising practicality, whereby 
higher-level guidance provides less detailed instruction for a 
specific case but greater scope to support standardised and 
repeatable ethical decision-making across a range of cases. 
Whilst context specificity is an important determinant of 
the normative outcomes of guidance, this tradeoff is com-
mon to ethical decision-making across all domains and is 
not uniquely salient to the AI context. This paper focuses on 
five sets of normative considerations which have particular 
relevance for the normativity of outcomes in the specifi-
cation of guidance for AI technologies. Recourse to these 
considerations can thereby help stakeholders to identify the 
source(s) of specific problems associated with the applica-
tion of AI principles into practice. For instance, the inclusion 
of qualitative as well as quantitative metrics in the audit of 
AI system performance can help identify whether tensions 
between principles result from their misapplication or from 
deeper moral dilemmas requiring deliberation.

Second, whilst defence is a ‘high-risk’ domain not all 
applications will be high risk. AI logistics systems for 
ordering uniforms, say, will not present the same risks as 
AI in weapon systems, command and control communica-
tions, or nuclear retaliation protocols. The considerations 
outlined below apply to high-level guidance meant for all 
defence uses cases. However, when eliciting requirements 
from guidance for particular use cases, the stringency and 
character of these considerations changes according to the 
risk magnitude—the combination of ethical harm likelihood 
and severity—of the use case. For instance, accountability 
applies both to the use of AI in recruitment processes and 
in weapon systems, but the way in which accountability is 
operationalised will differ between the two. Accountability 
for IHL violations arising from AI in weapon systems will 
entail international fora in a way not relevant to potential 
bias arising from AI in recruitment processes. It is beyond 

4 See (Grant and Booth 2009) for an outline of review types.
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the scope of this article to develop a risk-based approach 
for AI principles application. For a methodology to elicit 
requirements from guidelines according to use-case risk 
magnitude see (Taddeo et al. 2024).

3  Key methodological considerations 
for specifying guidelines and assessing 
their normative tradeoffs

3.1  Lifecycle

Consensus in the relevant literature is that AI ethics guide-
lines should span the entire lifecycle of an AI system (Als-
hammari and Simpson 2017; d’Aquin et al. 2018; Leslie 
2019; Department of Defense 2022; Cihon et al. 2021; Dun-
nmon et al. 2021; High-Level Expert Group on Artificial 
Intelligence 2019; Taddeo et al. 2021; Ayling and Chapman 
2022; Mäntymäki et al. 2022). This emphasis on a lifecycle 
approach tallies with a broader consensus that AI ethics gov-
ernance must be both holistic and systemic to be effective 
(Eitel-Porter 2021).

A lifecycle approach mandates the iterative (re)applica-
tion of principles at successive stages of the project. This 
is important for reasons of process, product, and purpose 
(Stilgoe et al. 2013). Regarding process, the needs of a par-
ticular project are likely to evolve beyond those originally 
envisaged at the beginning, and with them new ethical risks 
may emerge. Regarding product, some AI models, like gen-
erative models, can produce new and unexpected behaviours 
(Taddeo et al. 2022), and therefore ensuring that the product 
continues to respect ethics principles beyond the release of 
the product is essential. Regarding purpose, the social and 
political motivations of a project and the goals or trajectories 
of innovation may change over time, so ensuring control 
over the project requires continuous monitoring of its ethi-
cal implications.

Evidently, the way the lifecycle is modelled is crucial for 
specifying effective guidelines. But it also entails choices 
that are, normatively speaking, far from trivial. This is 
because the lifecycle of AI, like any technological lifecycle, 
is a sociotechnical process whereby a “neat theoretical dis-
tinction between different stages of technological innovation 
does not always exist in practice” (La Fors et al. 2019, 210). 
This makes it problematic to identify the points at which 
ethical questions are to be asked, certain steps taken, and 
specific goals met. It also means that stages specified as part 
of the lifecycle model require justification if they are not to 
be an arbitrary schema.

The importance of such justifications is illustrated by the 
choice of lifecycle granularity. Descriptions of the AI life-
cycle offered in the relevant literature range from very high-
level definitions—referring for example to the three stages 

of design, develop and deploy—to meticulous descriptions 
of tasks that each stage of the lifecycle may entail, with each 
stage further entailing its own sub-stages (Leslie 2019). We 
argue that care ought to be taken to strike a balance of life-
cycle granularity. Too high and too low granularity in the 
description of the lifecycle is problematic. If too few stages 
are identified, then the application of principles will not be 
sufficiently differentiated, leading to blind spots and the cre-
ation of ethical risks. Yet, if too many tasks are identified, 
the iterative application of the principles multiplies, making 
the guidelines needlessly unwieldy for the user. Too granular 
a description of the lifecycle also risks being of little value, 
as it may be outdated quickly by rapid developments in AI 
that alter the lifecycle stages.5

These challenges for modelling the AI lifecycle exist 
across all domains. However, in the defence domain there 
are additional challenges that need to be addressed. The first 
has to do with the interoperability of AI systems. When one 
nation lends an AI capability to another nation, assurances 
are likely to be required as to the ethicality (and legality) of 
that capability given the varying ethical cultures and legal 
frameworks under which it was designed and developed 
(Stanley-Lockman 2021). AI lifecycles that are commen-
surable will be an important aspect of those assurances for 
interoperability. However, currently there is a fragmenta-
tion across the literature on the description of the AI life-
cycle across partner defence organisations. This will create 
inconsistencies and undermine the possibility of creating 
shared ethical guidelines informing the use of AI. If ethical 
guidelines for the use of AI in defence are set to become a 
key requirement for the adoption of this technology and its 
interoperability amongst allies, it is crucial that the guide-
lines (and ethical assessment) defined and implemented by 
partner defence institutions are consistent.

Second, the specification of the AI lifecycle will be 
important as defence widens the range of vendors for pro-
curing digital technologies (Kinder 2023). This will present 
particular challenges as AI development will initially be 
at odds with military capability development and procure-
ment, which tends to be linear and slower-paced, rather than 
fast-moving and iterative. The specification of a lifecycle is 
important in that regard for aligning AI development pro-
cesses and military capability processes with one another.

Some help in finding the right granularity to model the 
AI lifecycle may be provided by technical standards and 
frameworks. In this case, however, issues concerning scope 
and purpose emerge. A system may be modelled in different 
ways (in terms of granularity and scope) depending on the 

5 For example, consider generative AI models may be used to write 
code for AI, or how the use of synthetic data may impact steps of the 
lifecycle, like data collection and labelling.
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purpose of the model. Standards and frameworks not devel-
oped with the aim of aiding ethical analysis or the applica-
tion of ethics principles, may prove to be inadequate if not 
misleading. We propose the following lifecycle model as 
illustrating the desirable level of granularity for understand-
ing where decisions can lead to unethical consequences (see 
Fig. 3).6

3.2  Stakeholders

There is increasing recognition in the literature that the ethi-
cal governance of AI is a multi-stakeholder phenomenon, 
and that stakeholder involvement is necessary for the speci-
fication of AI ethics guidelines (Alshammari and Simpson 
2017; Gasser and Almeida 2017; Butcher and Beridze 2019; 
Jobin et al. 2019; Leslie 2019; Krafft et al. 2020; Hickok 
2021; Metcalf et al. 2021; Seppälä et al. 2021; Stix 2021; 
Ayling and Chapman 2022; Georgieva et al. 2022). Stake-
holder involvement is important for effective interpretation 
of principles as a diversity of perspectives can be instrumen-
tal to refining the elicitation of requirements from the prin-
ciples. Stakeholder involvement also has profound ethical 
implications, seen as one aspect for maintaining democratic 
norms and values as AI technologies become more embed-
ded across society. Indeed, the call for multi-stakeholder 
participation is part of a growing recognition that AI ethics 
should be concerned with issues of political and social jus-
tice (Fukuda-Parr and Gibbons 2021). Some authors argue 
that involving a wider range of stakeholders in the operation-
alisation of ethics principles is a corrective to the fact that 
most sets of AI principles were developed in the global north 
(Hickok 2021). This is particularly important given that 

ethics principles can be interpreted in different ways across 
different groups and contexts (Whittlestone et al. 2019).

The notion of stakeholder ‘involvement’ has two senses 
underpinning different approaches to the inclusion of stake-
holders in the normative processes, each with significantly 
different normative outcomes. On the one hand, involving 
stakeholders can mean giving adequate recognition to the 
range of stakeholders affected by AI and their interests. In 
this regard, the specification of AI ethics guidelines can 
build upon the existing stakeholder theory, which has a well-
established framework for identifying stakeholders, describ-
ing their interests, and assigning, if any, their responsibili-
ties (Donaldson and Preston 1995; Ayling and Chapman 
2022). This type of involvement may also take a consultative 
approach, whereby ethical analysis is undertaken after an 
explicit engagement with stakeholders e.g., via a workshop, 
focus group, or deliberative mini-public. With consultative 
approaches, stakeholders are not directly involved in ethical 
analysis, and resulting guidelines are justified on the basis 
of the coherence of the proposed solutions with the adopted 
moral theory (Davies et al. 2015). Some consider the need to 
identify stakeholders in this way as important for stakeholder 
communication and generating trust (Seppälä et al. 2021), 
for identifying and mitigating the harms and risks introduced 
by AI systems, and for providing recompense and explana-
tion to affected parties where harms occur (Georgieva et al. 
2022).

On the other hand, ‘involvement’ can also mean the active 
participation of stakeholders across the AI lifecycle in the 
specification of ethical guidelines. This requires that stake-
holders participate in the analysis and reaching of norma-
tive conclusions (Davies et al. 2015). This characterises the 
dialogical approach to ethical analysis, which is premised 
on the idea that consensus-based methods justify norma-
tive conclusions (Widdershoven et al. 2009). Some dialogi-
cal approaches rely on the idea that dialogue can lead to 
individuals reaching a shared understanding of the world, 
leading to agreement on the correct solution. Other inter-
pretations argue that democratic authority rather than shared 
interpretation and consensus provides normative justification 
(Kim et al. 2009). In this case, justification flows from the 
legitimacy of the democratic process invoked to draw the 
conclusions, rather than from the actual outcome or solution. 
Here, dialogue is seen not as,

Fig. 3  The AI lifecycle mod-
elled using the highly-granular 
GoAEthics. Adapted from ISO/
IEC/IEEE 12207:2017. See: 
(Taddeo et al. 2024. This model 
is adapted from (Floridi et al. 
2022))

6 We note that some approaches to modelling the AI lifecycle differ-
entiate lifecycle stages via role-defined actors. This is the approach 
taken by the European Commission’s High-Level Expert Group 
model of the AI lifecycle (High-Level Expert Group on Artificial 
Intelligence 2019, 14). This creates three problems: the first is that 
it does not tell the actor whether (and if so how) the stage under their 
remit its itself differentiated. The second is that it runs contrary to a 
recommendation found often in the literature that P2P at each stage of 
the lifecycle requires multidisciplinary teams (Leslie 2019, 5). Third, 
there may be stages in the lifecycle, such as planning (e.g. deciding 
on justified use, deciding success metrics) that do not have a corre-
sponding role-defined actor.
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[…] an instrument or technique to reach better deci-
sions; it is rather understood as an ongoing, social 
learning process in which participants develop new 
and richer understandings of their practice (Widder-
shoven et al. 2009, 239)

Both the consultative and dialogical approaches offer 
important insights when considering the specification of 
ethical guidelines in the defence domain. For example, 
a dialogical approach for identifying ethical risks and 
solutions is key when developing ethical guidelines for 
AI systems which will impact various stakeholders differ-
ently. However, there are feasibility tradeoffs which can 
mitigate against the viability of the dialogical approach. 
The dialogical approach has been brought into debate on 
the ethical governance of AI through bioethics research 
methodologies. The appeal of bioethics methodologies 
for the ethical governance of AI stems from the fact that 
bioethics has been addressing ethical challenges related 
to the use of new technologies and their impact on fun-
damental rights for decades (Beauchamp and Childress 
2013). However, the broad societal scope of AI technolo-
gies and their impacts, their variable purposes, institu-
tional, accountability and application contexts can pose 
challenges to the consistent application of methodologies 
which have developed or matured in the narrower, specific 
context of bioethics.

Deciding on the feasible scope of a dialogical approach 
is important since the range of stakeholder involvement is 
relative to the politico-normative goals of that involvement. 
Where the goal is to ensure reliable and safe systems, and 
ones that are compliant with the existing regulation, the 
range of stakeholders is likely to be narrower (Sanderson 
et al. 2022, 2). Where the aims of stakeholder participa-
tion have to do with public interest and issues of justice, 
the range of stakeholders participating is likely to widen 
(Winfield and Jirotka 2018, 4; High-Level Expert Group 
on Artificial Intelligence 2019, 19). However, as the range 
of stakeholders involved in the specification of guidelines 
grows, so too do the practical difficulties of involving them 
in a meaningful way, thereby potentially limiting the capac-
ity to ensure effective guidelines. Additional feasibility prob-
lems arises from the sensitive nature of digital technology 
design and development in the defence domain. The dia-
logical approach inherits from hermeneutics the assump-
tion that a fuller understanding of a morally complex situa-
tion requires an articulation and exploration of the various 
(sometimes conflicting) stakeholder perspectives about that 
situation. This in turn presupposes a threshold of informa-
tion about the situation in order to “discern what matters” 
(Widdershoven et al. 2009, 239).

We recommend that stakeholder feasibility be assessed 
along four fronts:

• How are stakeholders classified? e.g., technical vs non-
technical stakeholders (Stix 2021).

• How are stakeholders to participate? What mechanisms 
enable stakeholder participation and elicit feedback?

• When are stakeholders to participate? Would, for 
instance, consultations be required every time an AI sys-
tem undergoes a substantial upgrade or put to different 
uses/different contexts?

• Are there tradeoffs? There are likely to be tradeoffs 
whereby public interest requires reducing stakeholder 
participation, such as in the national defence and security 
domains.

• Are they accountable? To what extent do stakehold-
ers participating in the operationalisation of principles 
remain accountable for ethical risks, shortcomings, and 
mistakes that occur after the implementation of the ethi-
cal guidelines?

These questions remain largely unaddressed in the rel-
evant literature, and if they remain so there is a risk that 
multi-stakeholder approaches to the specification of ethical 
guidelines may lead to superficial involvement by stakehold-
ers or cumbersome processes that may hinder the develop-
ment of effective and agile guidelines.

3.3  Accountability

Given the formative nature of AI governance, it will be 
important in guidance for organisations to define (at mini-
mum) the process of accountability. Accountability mecha-
nisms that span the whole of the AI lifecycle are important 
for enabling human oversight of the system, for identifying 
and holding human actors to account when obligations are 
not met, and for disincentivising non-compliance with ethi-
cal principles. However, realising accountability for AI sys-
tems has its own challenges. The opaque and unpredictable 
outcomes of AI systems makes it difficult to identify those 
accountable (Tsamados et al. 2021; Taddeo et al. 2022). This 
can lead to accountability gaps, as well as to false percep-
tions of relevant stakeholders with respect to their answera-
bility for the outcomes of an AI system (Novelli et al. 2023). 
Therefore, the failure to establish lines of accountability can 
lead to ‘ethics shirking’, with harms generated by AI systems 
pushed downstream.

Two clarifications are in order here. The first can be 
dealt with swiftly: whilst often conflated ‘responsibility’ 
and ‘accountability’ are distinct concepts. Accountabil-
ity is scrutiny from an external point of view and is a 
form of ‘answerability’, whilst (moral) responsibility is 
an internal point of view, i.e. an assessment of agency 
(Novelli et al. 2023, 3). This is significant because closing 
the AI accountability gap, for instance through institu-
tional processes of scrutiny, does not mean that the moral 
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responsibility gap generated by AI is closed as well (Tad-
deo and Blanchard 2022).

The second clarification refers to the understanding 
of accountability, which impacts the way in which ethics 
principles mandating accountability are operationalised. 
Accountability is a relation of answerability involving “an 
obligation to inform about and justify one’s conduct to an 
authority” (Novelli et al. 2023, 3). This relation presup-
poses three conditions: authority recognition, interroga-
tion, and limitation of power. The content of this relation 
is determined by different practices, values, and meas-
ures—the ‘accountability regime’. Novelli et al. identify 
seven features of an accountability regime: context (what 
for?), range (about what?), agent (who is accountable?), 
forum (to whom is an account due?), standard (accord-
ing to what?), process (how?), and implications (what 
follows?).

How these features are determined will represent a com-
promise between the sociotechnical system entailing the AI 
and the goals of accountability. To this end, both the socio-
technical system and the goals of accountability need to be 
made explicit. Regarding sociotechnical systems, they pre-
suppose their own expectations, roles, procedures, cultural 
backgrounds, and coordination mechanisms that inform the 
accountability regime (Theodorou and Dignum 2020). For 
example, defence organisations will have their own account-
ability structures, and, with parsimony being desirable, 
should rely on existing good governance when developing 
AI accountability practices.

As for the goals, Novelli et al. (2023, 6) identify four 
types of accountability goals: compliance aims to “bind the 
agent to align with ethical and legal standards.” Report aims 
to “ensure that the agent’s conduct is properly recorded to 
explain and justify it to the forum,” thus enabling the forum 
to “challenge and disapprove the agent’s conduct.” Oversight 
aims to examine information, obtain evidence, and evaluate 
the agent’s conduct according to the rules of the deployment 
context. Enforcement aims to “determine what consequences 
the agent must bear […] according to the evidence gathered 
during the report and oversight.”

Depending on the goal, operationalising accountability 
will require different tools. For example, when considering 
ethical principles, accountability ought to serve the goal of 
compliance with those principles. Thus it requires measures, 
practices, and tools suited to binding agents to a given set of 
ethical principles. Some argue that auditing is the best tool 
to foster accountability for compliance (Sandvig et al. 2014; 
Raji et al. 2020; Mökander and Floridi 2021b; Mökander 
et al. 2021; Costanza-Chock et al. 2022). Others propose 
self-assessments; ethics advisory panels with power to veto 
projects that do not adhere to ethics guidelines (Kroll 2018; 
Theodorou and Dignum 2020, 11; Seppälä et al. 2021, 3; 
Morley et al. 2021, 252); impact assessments (Schiff et al. 

2020); and participatory design methods (Mäntymäki et al. 
2022, 604).

We submit that, since the same tool can serve differ-
ent accountability goals, the issue is not one of choosing 
between different tools per se, but which accountability goal 
is best to foster ethical AI in a specific domain and therefore 
should be operationalised. For example, some recommend 
impact assessments for closing the accountability gap (Reis-
man et al. 2018; Schiff et al. 2020; Ada Lovelace Institute 
2022), but impact assessments can be used both ex-ante or 
ex-post, depending on their design and the point of use in 
the lifecycle.

The choice between different goals and tools for account-
ability is not value-neutral. Ex-post algorithmic assess-
ments that disclose (report) information about the use of 
AI systems and their impacts primarily serve values such as 
transparency and justification, and cultivating public trust, 
rather than focussing on achieving the goal of compliance. 
Whereas, ex-ante auditing processes can cultivate value 
alignment but put less weight on values such as transpar-
ency and explainability. Thus when operationalising the ethi-
cal principle of accountability, a decision as to whether this 
should be implemented ex-ante or ex-post (or both) should 
be made. The decision may differ depending on how other 
requirements for specifying the guidelines are chosen. 

3.4  Auditing

There is growing consensus on the need for auditing to 
achieve ethical governance of AI (henceforth ‘ethics-based 
auditing’, EBA)(Mökander and Floridi 2021a). In the 
defence domain, the UK Ministry of Defence (2022, 10) 
has highlighted audits as important for compliance with the 
principle of ‘understanding’, whilst the US DoD identifies 
auditing AI systems as essential for realising the principle of 
traceability (DIB 2019). The Defence Innovation Unit (DIU) 
also foregrounds the importance of AI auditing in its guide-
lines, particularly the need to establish clear plans for routine 
system auditing as well as roles and responsibilities for those 
audits (Dunnmon et al. 2021, 9, 15). NATO has also stated 
that auditing will be required for putting its ethics principles 
into practice (Stanley-Lockman and Christie 2021).

There are three themes characterising the literature on 
EBA: scope, including which part of the lifecycle and which 
stakeholders to involve; metrics; and procedures. The debate 
on the scope of EBA hinges on the question as to whether 
auditing processes should be proactive and iterative. There 
is no consensus around this topic. For example the US DIU 
recommends establishing “plans for routine system audit-
ing” at the development phase of the lifecycle, but it then 
considers running auditing processes only at the deployment 
stage (Dunnmon et al. 2021, 4). In its ‘Responsible Arti-
ficial Intelligence Strategy and Implementation Pathway’, 
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the DoD (2022, 14) requires “data audit at design assess-
ment stage.” Several documents state a commitment to a 
range of stakeholder interests. A holistic approach to EBA 
requires identifying a wide range of stakeholders to assess 
whether effects of AI systems will be commensurate with 
specified principles. Thus, questions posed in Sect. 3.2 are 
also relevant here.

The choice of the metrics used for the assessment has an 
impact on the outcome of the audit (Costanza-Chock et al. 
2022). In defence guidelines there is little discussion of the 
methods used for auditing processes, but where preference 
is shown it is for quantitative metrics.7 As the DIU guide-
lines state:

Models can be audited in multiple ways, ranging from 
internal code and training process reviews to fuzzing 
and deterministic testing, and different applications 
will require different degrees of capability auditing 
(Dunnmon et al. 2021, 29).

Quantitative metrics that assess performance and system 
robustness are important for anticipating system outcomes, 
itself important for human control over the system. How-
ever, they also have important limitations. They abstract 
from the AI sociotechnical system, which is problematic 
because principles do not have meaning outside of context, 
and quantitative metrics cannot track the way principles like 
‘fairness’ vary between contexts and stakeholders. Quantita-
tive metrics may also obscure the tensions that arise between 
principles and may create an undue focus on meeting the 
measures themselves rather than helping or aiding human 
judgement to envisage real-world risks and harms arising 
from the use of an AI system. EBA requires drawing:

[…] the boundaries of abstraction to include people 
and social systems as well, such as local incentives and 
reward structures, institutional environments, decision-
making cultures and regulatory systems (Selbst et al. 
2019, 64).

This requires balancing the range of tools used to avoid 
privileging quantitative metrics.

What an organisation decides with respect to the scope, 
the metrics, and the procedures of EBA, will have important 
implications for the outcome of the audit itself. Whilst focus 
and consensus on the need for EBA have grown in the recent 
years, little attention has been dedicated to developing and 
testing such methodologies. When considering EBA from 
a procedural point of view, this can be either internal or 

external. External audit entails the use of external agents to 
interrogate the results as impartially as possible. As Raab 
(2020, 13) writes, “an organisation […] that simply marks 
its own homework cannot make valid claims to be trustwor-
thy.” To mitigate this risk, independent parties may sit on 
organisational ethics boards tasked with undertaking audits; 
organisations may publish guidelines and case studies of 
ethical risk assessments for scrutiny by external experts; 
and may also produce annual transparency reports. Some 
literature (Raji et al. 2020; Centre for Data Ethics and Inno-
vation 2021) supports the use of internal auditors insofar as 
they are likely to have greater access to information about 
the expected functioning of the system and its effects. This 
is particularly important for considering a whole lifecycle 
approach. The choice between internal and external proce-
dures should be informed by the risks related to the use of 
AI systems as well as the duty to ensure adherence to the 
ethical principles of an organisation.

3.5  Transparency and traceability

The relevant literature identifies two types of transparency: 
system transparency and systems development transparency 
(Vakkuri and Kemell 2019, 4; Ryan and Stahl 2021, 66; 
Seppälä et al. 2021, 3). System transparency refers to the 
transparency of the AI product itself, including components 
such as data or the algorithms. Systems development trans-
parency refers to the transparency of research and innovation 
processes leading to the AI product. This second type of 
transparency is also understood as traceability. It requires 
establishing

[…] not only how a system worked but how it was 
created and for what purpose, in a way that explains 
why a system has particular dynamics or behaviours 
(Kroll 2021, 758).

Both types of transparency are important for understand-
ing an AI system, but system development transparency 
is key to operationalising AI ethics principles, because it 
allows for an understanding of the decisions (what, why, and 
by whom) made during the design and development of AI 
systems and their conformity with broader governance goals.

When considering system development transparency, two 
measures are important. The first concerns auditing, as we 
have focussed on auditing in the previous section, we shall 
not consider this measure here. The second measure is a 
commitment to replicability (Morley et al. 2020, 2160). As 
Sanderson et al. (2022, 6) write, the operationalization of AI 
ethics principles will require.

[…] the application of reusable design methods, where 
the design and implementation of system components, 

7 Quantitative metrics include: checking training data appropriate-
ness for modelling, assessing data representativeness, assessing bias 
in input data, and measuring accuracy of the AI system on individual 
subgroups (Costanza-Chock et al. 2022).
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as well as their integration, follows known patterns 
[…].

Transparency also concerns the process used for the spec-
ification of ethical guidelines, in order to foster account-
ability and trust. For example, the operationalisation of 
system transparency and transparency of system develop-
ment requires striking a balance between algorithmic trans-
parency, information sensitivity requirements, and military 
necessity. It may be that specific information cannot be dis-
closed, but this does not mean that the need for transparency 
is redundant. For example, disclosing the criteria with which 
this balance is achieved would offer some assurance as to 
how ethical risks are addressed, fostering accountability of, 
and trust in, the institution making this decision.

It is important to stress the need for a model of “good 
transparency” (Porter et al. 2022), one that fosters access to 
relevant information to identify ethical risks, points of inter-
vention, and accountability. To this end, Porter et al. (2022) 
cite Grice’s (1975) four maxims of cooperative communica-
tive exchange: quantity (the right amount of information is 
conveyed), quality (it is truthful), relevance (the information 
is salient), and manner (its transmission facilitates effective 
exchange of information and understanding). In the defence 
domain, achieving good transparency may require balancing 
these four elements and may vary with the recipient of the 
information.

4  A pro‑ethical institutional culture

The above describes key considerations to be navigated 
when specifying guidance for the implementation of prin-
ciples into practice. Since each can generate varying ethi-
cal outcomes, each entails tradeoffs that will have to be 
navigated by the organisation. Deciding on these tradeoffs 
will require recourse to the spirit of the ethics principles as 
they were intended when designed. However, all of these 
points for consideration are moot if the organisational cul-
ture does not itself enable serious reflection and judgement 
about these considerations, and does not support the ethical 
governance of AI. To achieve this result, and to avoid risks 
of malpractice, these efforts need to take place within a pro-
ethical institutional culture, where ethics is not perceived 
as an add-on, or treated as an extra burden for practitioners, 
but is a constitutive, non-negotiable element of everyday 
practice, which enables the achievement of positive results. 
If the pressing choices raised by AI governance are dealt 
with absent the wider organisational (and societal) con-
text, or in contexts without strong pre-existing cultures of 
organisational responsibility, they could be at risk of being 
gamed, facilitating malpractices, or reducing AI ethics to a 
tick-box exercise to justify the existing decisions, rather than 

supporting responsible and ethical decision-making. In this 
sense, the existing issues around organisational governance, 
employee rights, labour policies, as well as means to chal-
lenge AI-based decisions, must also be in place to underpin 
navigating the above tradeoffs. This will also need to be 
coupled with ethics training to foster amongst practition-
ers awareness of ethical risks, problems, complexities, and 
opportunities associated with the use of AI. Indeed, vigi-
lance over organisational culture and practices capable of 
identifying whether AI systems are developed and used in 
ways consistent with norms will be required for the fact that 
the diffusion of AI systems will have a disruptive effect on 
such norms and labour practices.

This applies as much to defence organisations as to 
defence vendors. We noted above the likelihood of friction 
between defence and digital technology vendors given the 
inconsistencies between military capability development and 
the AI development lifecycle. Crucial here will be third-
party ethics-based audits to ensure that vendors undertake 
AI projects in a way that is consistent with Defence AI ethics 
principles, as well as broader norms and values. Indeed, the 
DoD DIU warns that it is “a red flag if the vendor refuses 
to allow third-party or government system audits without a 
very compelling reason” (Dunnmon et al. 2021, 29). Here 
the DIU refers to the type of audits for verifying system out-
puts, but serious appetite for ethical compliance ought also 
to take refusals for ethics-based auditing as a red flag. Fur-
ther research should be undertaken on realising third-party 
ethics-based audits in defence whereby the sensitive nature 
of defence AI projects raises audit transparency challenges.

5  Conclusion

In this article we have outlined the key features for inform-
ing the specification of AI ethics guidelines and the norma-
tive tradeoffs encompassed by these features. There are five 
areas where important normative tradeoffs are made: (1) 
the model of the AI lifecycle; (2) the scope of stakeholder 
involvement; (3) the accountability goals chosen; (4) the 
choice of auditing requirements; (5) the choice of mecha-
nisms for transparency and traceability mechanisms. These 
were identified through a systematic review of AI govern-
ance literature. For each of the five areas, we have provided 
initial recommendations for navigating the tradeoffs entailed 
by choices made in the specification of guidance for imple-
menting AI ethics principles.
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