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Abstract
Artificial intelligent (AI) systems that perform image classification tasks are being used to great success in many applica-
tion contexts. However, many of these systems are opaque, even to experts. This lack of understanding can be problematic 
for ethical, legal, or practical reasons. The research field Explainable AI (XAI) has therefore developed several approaches 
to explain image classifiers. The hope is to bring about understanding, e.g., regarding why certain images are classified as 
belonging to a particular target class. Most of these approaches use visual explanations. Drawing on Elgin’s work (True 
enough. MIT Press, Cambridge, 2017), I argue that analyzing what those explanations exemplify can help to assess their 
suitability for producing understanding. More specifically, I suggest to distinguish between two forms of examples accord-
ing to their suitability for producing understanding. I call these forms samples and exemplars, respectively. Samples are 
prone to misinterpretation and thus carry the risk of leading to misunderstanding. Exemplars, by contrast, are intentionally 
designed or chosen to meet contextual requirements and to mitigate the risk of misinterpretation. They are thus preferable 
for bringing about understanding. By reviewing several XAI approaches directed at image classifiers, I show that most of 
them explain with samples. If my analysis is correct, it will be beneficial if such explainability methods use explanations 
that qualify as exemplars.

Keywords Explainable artificial intelligence · XAI · Explainability · Understanding · Exemplification · Image 
classification · Example · Explanation

1 Introduction

Artificial intelligent (AI) systems have proven to be efficient 
tools in countless application contexts. Some of the most 
prominent applications involve systems that perform image 
classification tasks. Image classification is the process of 
matching a previously unlabeled image with the correct class 
label from a set of predefined classes. This task turned out 
to be challenging, but lately, advances in deep learning have 
given image classifiers a huge boost in accuracy (Goodfel-
low et al. 2016; Szeliski 2022). A well-known image clas-
sification task is handwritten digit recognition: The goal is to 
assign the correct target class (e.g., ‘7’) to an image showing 
a handwritten number. Some applications of image classi-
fication involve considerable risk. For instance, AI systems 

can be used to classify pneumonia in chest X-rays (Yadav 
and Jadhav 2019), and autonomous vehicles need to cat-
egorize the objects they encounter to safely navigate their 
environment (Fujiyoshi et al. 2019).

The highest performance is currently achieved by image 
classifiers based on deep neural networks. Many of these 
systems are epistemically opaque, even to experts (Beis-
bart 2021; Burrell 2016; Mann et al. 2023). Such a lack of 
understanding can lead to ethical problems (Mittelstadt et al. 
2016), violate laws and regulations (Goodman and Flaxman 
2017), or hinder epistemic and practical ends (Boge 2021; 
Krishnan and Wu 2017). Accordingly, achieving understand-
ing of such systems is taken to enable the fulfillment of a 
large number of desiderata that different stakeholders may 
have with respect to these systems (Langer et al. 2021).

Against this backdrop, the field of Explainable Artificial 
Intelligence (XAI) aims to render AI systems understandable 
(Beisbart and Räz 2022; Fleisher 2022; Langer et al. 2021; 
Páez 2019). XAI research has yielded an enormous number 
of explainability methods (see Arrieta et al. 2020; Molnar 
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2022; Speith 2022). Many of them aim to explain aspects 
of image classification by means of visual explanations.1 
But what makes these explanations suitable for producing 
understanding? I argue that the theory of exemplification as 
proposed by Catherine Elgin (2017) allows to answer this 
question.2 I show that specifying what the explanations of 
these methods exemplify reveals how much understanding 
they can provide. To this end, I distinguish between two 
forms of examples according to their suitability for produc-
ing understanding. I call these forms samples and exemplars, 
respectively.

To illustrate the difference between samples and exem-
plars, imagine the following scenario: You wish to under-
stand why birdwatchers classify certain birds as belonging to 
a particular species, but you have no previous understanding 
of the bird’s appearance. First, you turn to a photograph of 
the bird. Unbeknownst to you, the bird in the photo is an 
atypical specimen, and it is surrounded by several other birds 
you do not recognize either. Next, you consult a field guide 
with an illustration of the bird. To serve its specific purpose, 
the field guide’s illustration depicts a typical specimen of 
the species. Moreover, it points up its characteristic features 
and disregards unspecific ones. Obviously, the field guide’s 
representation is more helpful than the photograph in under-
standing what distinguishes the species. This is because the 
illustration provides epistemic access to contextually rel-
evant features by exemplifying them. In this paper, I argue 
that existing explainability methods for image classifiers 
tend to produce explanations that are more like the cluttered 
photograph than like the straightforward illustration in the 
field guide. Their explanations are often difficult to interpret, 
because it is unclear which of their features they exemplify. 
I call such epistemically disadvantageous examples samples. 
Instead of samples, such XAI approaches should produce 
explanations which are tailored to context and mitigate the 
risk of misinterpretation. That is, they should explain with 
what I call exemplars.

A note on terminology: Although the terms ‘example’, 
‘sample’, and ‘exemplar’ are often used interchangeably, 
I will use the notions exemplar and sample exclusively in 
the sense just described. ‘Example’ will be employed as an 
umbrella term to describe any instance that exemplifies some 
of its features, this comprises both exemplars and samples. I 

thereby depart from Elgin’s terminology, according to which 
an exemplar is ‘anything that exemplifies’ (Elgin 2017, p. 
184).

The paper is structured as follows. In Sect. 2, I character-
ize exemplification and its role for understanding. In Sect. 3, 
I review XAI approaches explaining image classification 
through the lens of exemplification. In Sect. 4, I spell out the 
distinction between samples and exemplars, and characterize 
exemplars in more detail. In Sect. 5, I discuss three potential 
objections to my proposal. In Sect. 6, I conclude and outline 
avenues for further research.

2  Understanding via exemplification

Different people may aim to understand different aspects of 
image classification. One may aim to understand how image 
classification works, why an individual image was classi-
fied in a certain way, where in the model the presence of a 
particular feature of the image was detected, and so on (see 
Zednik 2021, for different explanation-seeking questions 
in XAI contexts). For clarity, I will focus on one particu-
lar epistemic end in this paper: understanding why certain 
images are classified as belonging to a particular target class 
by a given classifier (e.g., understanding why certain images 
are classified as belonging to the ‘robin’ class). I refer to this 
specific epistemic end as understanding

class
 in what follows.

For the purpose of this paper, I assume that achieving 
understanding

class
 requires an explanation that specifies a 

dependency relationship between certain image features 
and the target class. By ‘target class’ I mean an image class 
(e.g., robin images), not a class of objects (e.g., actual rob-
ins). Furthermore, explainability strives to elucidate the 
workings of AI systems. That is, understanding

class
 is about 

understanding the actual classifications of a given classi-
fier. Those can diverge from true class membership. Despite 
these constraints, I believe that my proposal is not restricted 
to the specific case I focus on. Specifying what an explana-
tion exemplifies illuminates the understanding it can pro-
duce. This holds for various epistemic ends and kinds of 
explanatory information, in image classification contexts 
and beyond.

In Elgin’s view, examples can bring about understanding 
because they provide epistemic access to certain features 
of what they are an example of. This section examines how 
examples achieve this. First, I characterize examples and 
exemplification (Sect. 2.1). Second, I show that examples 
are well-suited to bring about an important aspect of under-
standing, namely, the grasping of contextually relevant rela-
tionships (Sect. 2.2).

1 Most XAI methods do not provide explanations in the strict sense 
(Páez 2019). Nor do the ‘explanations’ that I focus on in this paper fit 
most accounts of explanation because they are visualizations and thus 
non-propositional. For the sake of simplicity, I will set aside this issue 
and adopt the common usage of the term in computer science.
2 The usefulness of exemplification for analyzing XAI approaches is 
widely overlooked in the literature. An exception is Páez (2019, pp. 
448–449), although he does not develop this thought further. To the 
best of my knowledge, Elgin herself is not concerned with (X)AI.
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2.1  Examples and exemplification

According to Elgin, exemplification is one of the primary 
modes of reference (along with denotation, see below). An 
example ‘functions as a symbol3’ that makes reference to 
some of the properties, patterns, or relations it instantiates 
(Elgin 2017, p. 184). Thus, an example is always an example 
of something to which it refers. An image is, for instance, an 
example of the target class ‘robin’. Likewise, an image can 
be an example of a feature of robins, such as the specific red 
of a robin’s breast and face. When an example exemplifies 
some of its features, it makes those features manifest, high-
lights them, points them up (Elgin 2017, p. 185). The exam-
ple, as Elgin puts it, imputes exemplified features to what it 
is an example of (cf. Elgin 2017, p. 266). If the example is 
interpreted correctly, this allows the interpreter to impute 
those features to the example’s referent as well (cf. Elgin 
2017, p. 253). By making some of its features salient, the 
example provides epistemic access to features of its referent. 
That is, exemplification does not only emphasize features 
that were already salient, but is itself a source of salience 
(Elgin 2017, p. 187).

In what follows, I characterize exemplification in more 
detail. As a comprehensive depiction of Elgin’s theory of 
exemplification remains beyond the scope of this paper, I 
limit myself to Elgin’s exposition of exemplification in Elgin 
(2017), and focus on five aspects which I deem relevant for 
exemplification in XAI contexts: instantiation, reference, 
typification, selectivity, and interpretation.

2.1.1  Instantiation

Exemplification requires instantiation. To exemplify char-
acteristic features of members of the target class ‘robin’, 
the photograph must instantiate those features—say, pixels 
corresponding to a reddish breast and face. This is where 
exemplification differs from denotation: Denotation is a mat-
ter of stipulation (Elgin 2017, pp. 253–254). Saying ‘Let 
this pencil represent a robin’ is sufficient to let the pencil 
denote the bird, but it is not sufficient to exemplify it (cf. 
Elgin 2017, p. 185). The pencil may, however, instantiate 
certain features of robins—such as the particular shade of a 
robin’s breast—and thereby come to exemplify them. Thus, 
an example that exemplifies features of its referent instanti-
ates those features.

2.1.2  Reference

Mere instantiation is not sufficient for exemplification. There 
are countless images of robins. If they do not refer to the 
target class ‘robin’, they are not examples of it (cf. Elgin 
2017, p. 185). Consider an image showing a robin sitting 
on a birch tree. In one context, this image may refer to the 
target class ‘robin’. However, in another context the same 
image may refer to the ‘birch’ class only, even though it 
still shows a robin. Clearly, in the latter case the image is 
not an example of the ‘robin’ class. Thus, an example that 
exemplifies features of its referent refers to those features. 
Reference is not difficult to achieve. For instance, labeling 
an image as belonging to a specific target class suffices to fix 
the reference (cf. Elgin 2017, p. 255). When an explanation 
is consulted in XAI, the reference is usually determined by 
the context. An explainability approach is used to answer a 
specific question, and the resulting explanation is analyzed 
accordingly. Therefore, I take reference for granted in the 
following.

2.1.3  Typification

What makes an example epistemically effective is that it 
points beyond itself. If a robin image exemplifies pixels 
corresponding to a reddish breast and face, it serves as an 
example that points to the extension of all and only instances 
sharing these features. In other words, the example typifies 
this extension. By typification, the example makes salient in 
what respect the members of this extension are similar, it lik-
ens them to one another (Elgin 2017, pp. 263–267). Thus, an 
example that exemplifies features of its referent typifies the 
extension of all and only instances that share these features.

2.1.4  Selectivity

Exemplification is also selective. As indicated above, exem-
plifying certain features involves highlighting those features. 
However, while an example can emphasize multiple of the 
features it instantiates, it cannot emphasize all of them at 
once (Elgin 2017, p. 185). Instead, highlighting or empha-
sizing certain features leads to omitting, downplaying, or 
sidelining others. The field guide’s illustration of a robin 
may instantiate and emphasize a colored breast while instan-
tiating but sidelining a particular pose or size. Selectivity is 
not necessarily problematic because an example need only 
exemplify relevant features to be effective. Which features 
count as relevant depends on the contextual function of the 
example (Elgin 2017, pp. 193–194). Thus, an example that 
exemplifies features of its referent selectively highlights 
those features, while sidelining or omitting other features 
that the example instantiates.3 Elgin has a broad concept of symbol that comprises both linguistic 

and non-linguistic objects, including works of art or scientific models.
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2.1.5  Interpretation

To produce understanding, an example needs to be inter-
preted correctly in at least two ways. Both relate to speci-
fying the extension an example typifies. The first way of 
interpreting an example involves recognizing which of 
the features it instantiates are exemplified features (Elgin 
2017, p. 188). This can be tricky, because exemplification is 
selective. Not all the features an instance instantiates are also 
exemplified. Elgin distinguishes between inert, scaffolding, 
and exemplified features (Elgin 2017, pp. 265–266). Inert 
features are simply irrelevant, e.g., the typeface the class 
label is in. Scaffolding features are not themselves exempli-
fied, but enable exemplifying. For instance, a field guide 
illustration may contain small arrows to point out charac-
teristic features of a species (as in Peterson 1980). Finally, 
exemplified features are those which are imputed to the ref-
erent. Correctly interpreting an example requires identify-
ing which of its features are exemplified, and thus which 
extension of instances the example typifies. To illustrate, an 
example of the target class ‘robin’ usually instantiates innu-
merable features that are not characteristic of members of 
that class. Suppose the correct interpretation of this example 
is to identify as exemplified feature a reddish breast. This 
allows identifying the extension that the example typifies, 
namely all instances that share this feature.

What Elgin calls stage setting can help identify exem-
plified features by reducing the ambiguity of the exam-
ple (Elgin 2017, p. 192). Stage setting can be performed 
with any example by providing additional information. 
For instance, an ornithologist may point out characteristic 
features of a bird. Even if the bird is not a typical speci-
men, this may be enough to ensure correct interpretation. 
Also relevant contrasts can facilitate interpretation (Elgin 
2017, pp. 188–192). Comparing a robin to a red-breasted 
flycatcher may allow one to infer its distinctive features. 
Stage setting can also be accomplished by using an example 
that is easier to interpret from the start. One may choose a 
typical instance that possesses the relevant features to a high 
degree, and where these features are prominent and easy to 
discern (Elgin 2017, p. 192). It can be even useful to create 
an example to make certain features more salient from the 
outset. Elgin’s standard example is a paint company’s sample 
card that can be used to select a color for a paint job (Elgin 
2017, pp. 187–188). The sample card instantiates only those 
features of the paint that are to be exemplified (i.e., the color 
shade). Together with background knowledge about sample 
cards, this ensures correct interpretation.

Examples need to be interpreted in a second way. Inter-
preting an example also involves recognizing what the exten-
sion it typifies amounts to. An example typifies the extension 
of instances that share the features it exemplifies. But which 
extension is that (Elgin 2017, p. 190)? Say, a robin image 

typifies the extension of all and only images that possess 
pixels corresponding to a reddish breast and face. To make 
use of this information, one needs to know whether this is 
the extension of typical robin images, of all robin images, or 
only of a minority. This information is usually not provided 
by the example itself. Which extension it represents depends 
on the way it was chosen or generated (Elgin 2017, p. 190). 
In the context of explaining image classification, this infor-
mation needs to be provided by the XAI method in question.

In these two ways, an example that exemplifies features 
of its referent needs to be interpreted correctly to be used to 
project to the extension of instances that share those features.

Instantiation, reference, typification, selectivity, and the 
need for interpretation are characteristics all examples have 
in common. However, examples do not always yield the 
desired epistemic outcome. To begin with, examples can be 
misleading. They can purport to exemplify features of their 
referent that the referent does not actually possess (Elgin 
2017, p. 199). An image of a robin that imputes the feature 
of a blue breast and face to robins purports to exemplify a 
feature that robins actually do not share. Examples can also 
be interpreted incorrectly (Elgin 2017, p. 189). For instance, 
the interpreter can project features of the example to the 
example’s referent that the referent does not have. The user 
of a field guide who interprets a robin illustration as exem-
plifying the two-dimensionality of robins misinterprets the 
example. In other cases, the interpreter misconstrues the 
example’s referent (cf. Elgin 2017, p. 190). A birder might 
think that a particular bird is a robin, but actually, it is a 
redstart. Thus, not all examples are good examples, and not 
all interpreters are competent.

After having characterized exemplification in general, I 
return to the particular case I focus on in this paper. Which 
examples are suitable to bring about understanding

class
 ? To 

begin with, such an example takes the form of a visual expla-
nation provided by an XAI approach. It needs to exemplify 
features that a given classifier uses to classify images as 
belonging to the target class in question. For instance, if a 
classifier classifies images that possess pixels corresponding 
to a reddish breast and face as members of the ‘robin’ class, 
the example should exemplify this feature. Unfortunately, 
things are usually more complicated. Most modern image 
classifiers rely on deep neural network architectures (Sze-
liski 2022), such as Deep Convolutional Neural Networks 
(DCNN; see LeCun and Bengio 1995) or Vision Transform-
ers (Dosovitskiy et al. 2021). Such systems are not coded 
by hand, but rely on complex sub-symbolic representations 
(Smolensky 1988) that develop during the training phase. 
These representations enable the system to exploit a large 
number of different image features. It likely exceeds the 
cognitive capabilities of humans to grasp such a complex 
representation in its entirety. Certainly, it cannot be cast in 
terms of a neat example.
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Instead of completely abandoning the project of under-
standing modern image classifiers, one could set more 
modest goals. An example likely cannot exemplify all the 
features a given classifier relies on for classification. But it 
can provide partial epistemic access by exemplifying some 
of them. Furthermore, the amount and diversity of exem-
plified features can be increased by using multiple exam-
ples. A single example of the ‘robin’ class cannot exemplify 
pixels corresponding to upperparts that are either gray or 
olive or brown, but three different examples can. However, 
increasing the number of examples to include more features 
becomes infeasible at some point. In many cases, even doz-
ens of examples are not enough to express all the features 
that a classifier has learned. Therefore, we need to draw on 
context to make a selection. To achieve understanding

class
 , 

obvious candidates are the most influential features. Even 
though a classifier may be able to classify robin images as 
‘robin’ when the reddish face is occluded by leaves, the red-
dish face may still be among the most typical features. Other 
contexts, however, may require to gain epistemic access to 
less influential features, or to a particular feature the clas-
sifier exploits. Thus, it is contextually relevant features that 
need to be exemplified. This can be achieved by one or more 
examples of the target class. For simplicity, I will assume 
that producing understanding

class
 requires one or more exam-

ples that exemplify features the classifier typically relies on 
to assign images to a given target class.

To sum up: To produce understanding
class

 , one or several 
visual explanations serve as examples of the target class in 
question. Such an example exemplifies the most influential 
features the given classifier relies on for classification. It 
instantiates these features, refers to them, typifies the exten-
sion of all and only instances that share those features, 
selectively highlights them, and needs to be interpreted cor-
rectly. Before returning to understanding

class
 in particular, 

I show how examples can bring about understanding more 
generally.

2.2  Understanding

According to Elgin, an example that exemplifies features 
of its referent can afford an understanding of its referent 
because it makes contextually relevant features of the latter 
salient (Elgin 2017, p. 249). She complements this idea by a 
thorough account of understanding. However, I want to offer 
another way of linking examples to understanding. I suggest 
that the epistemic access examples provide can be spelled 
out in terms of understanding-related abilities. More specifi-
cally, I think that understanding

class
 involves the ability to 

judge whether a given instance belongs to that class. This is 
supported by existing literature on the subject.

It is a common view that understanding and abilities are 
closely linked (Baumberger et al. 2017). Also (Elgin 2017, p. 

3) thinks that understanding ‘involves being able to draw 
inferences, raise questions, frame potentially fruitful inquir-
ies, and so forth.’ The motivation for linking understand-
ing to abilities is the thought that understanding involves 
‘grasping’ dependency relations, or ‘seeing how things hang 
together’ (e.g., Elgin 2017; Hills 2016; Kvanvig 2003; Riggs 
2003). This grasping, then, is often conceptualized in terms 
of specific (mostly cognitive) abilities.

Although further understanding-related abilities are 
discussed in the literature (see, e.g., de Regt 2015; Khalifa 
2017; Newman 2017; Strevens 2013), I want to focus on a 
specific ability: the ability to reason not only about an indi-
vidual instance, but also about similar or hypothetical cases. 
Such an ability is stressed by several authors. For instance, 
Hills (2016) characterizes understanding-why in terms of 
specific abilities that involve drawing explanatory inferences 
about current and similar cases. Similarly, Grimm (2011, p. 
89) claims that grasping comes with ‘a modal sense or abil-
ity’ to draw inferences about counterfactual cases. This 
thought can also be found in Woodward’s suggestion that 
understanding is related to the ability to answer what-if-
things-had-been-different questions (Woodward 2004).

I suggest that the ability to reason about similar or hypo-
thetical cases can be gained through effective examples. An 
example typifies the extension of all and only instances that 
share the features that it exemplifies. Recognizing this exten-
sion allows to judge whether a given instance belongs to this 
extension. In other words, it allows to draw inferences about 
instances that diverge from the example. Although under-
standing requires more than grasping (Baumberger 2019), 
I take it that examples can bring about an important aspect 
of understanding.

In Sect. 2.1, it became clear that it is unlikely that an 
example can provide epistemic access to all features that 
a given classifier relies on for a particular classification. 
Accordingly, it is unlikely that an example can typify the 
extension of all and only instances that are classified as 
belonging to the target class in question. This means that 
an example may not afford the ability to draw inferences 
about all instances of a target class, and may not provide 
a perfect understanding

class
 . But understanding, and also 

grasping, comes in degrees (Baumberger et al. 2017; Baum-
berger 2019). Even if it is impossible to gain a complete 
understanding of the inner workings of modern image clas-
sifiers, one can gain a partial understanding. Even if it is 
impossible to decide for every instance whether it belongs 
to the extension of target class members, one can gain the 
ability to judge a relevant portion of instances. And if that is 
insufficient, one can use multiple examples to extend one’s 
understanding.

Again, the required degree of understanding depends on 
context. For instance, a contextually sufficient degree of 
understanding

class
 may involve the ability to judge typical 
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cases, but not outliers. In other cases, all that is needed 
may be the ability to predict whether a particular feature 
usually yields the classification in question. Context deter-
mines what needs to be understood, and this determines 
what an example needs to exemplify. If an example meets 
the requirements context provides, it is a powerful tool for 
achieving understanding.

3  Do XAI approaches provide effective 
examples?

There is a vast amount of XAI approaches that aim to explain 
image classification by providing visual explanations (see, 
e.g., Molnar 2022). In this section, I show that specifying 
what such an explanation exemplifies elucidates its potential 
for bringing about understanding—and also the risk of mis-
understanding it bears. The guiding question is whether an 
approach provides examples which can bring about under-
standing

class
 , that is, which enable to understand why a given 

system classifies certain images as belonging to a particular 
class. What exactly this entails may vary with context. As 
indicated in Sect. 2.1, I will assume that producing under-
standing

class
 requires one or more examples that exemplify 

features the classifier typically relies on to assign images 
to a given target class. My analysis reveals that we are cur-
rently lacking XAI methods that harness the full potential 
of examples for producing understanding.

Below, I review a selection of explainability methods that 
are directed at image classifiers. The review is not restricted 
to methods that are categorized as ‘explanation by exam-
ple’ in taxonomies of XAI methods (see Arrieta et al. 2020; 
Belle and Papantonis 2021; Lipton 2018; McDermid et al. 
2021; Schwalbe and Finzel 2023; Speith 2022). Also expla-
nations generated by other common methods can be seen 
as producing understanding by exemplifying some of their 
features. I grouped the methods into three categories: First, 
methods that adduce several actual members of a target class 
(Sect. 3.1); second, methods that highlight influential areas 
within an actual class member (Sect. 3.2); and third, meth-
ods that create an artificial image by visualizing features 
characteristic of a target class (Sect. 3.3).

3.1  Approaches that adduce several actual class 
members

A straightforward way to exemplify is to pick an instance 
which instantiates the features that are to be exemplified. 
There are several XAI methods that take such an approach. 
In most cases, they provide not only one, but multiple exam-
ples. As discussed in Sect. 2.1, this allows to exemplify more 
features that are characteristic of target class members, and 
thus to paint a more complex picture of the classifier’s 

representation of that class. However, as we will see below, 
such methods lack sufficient stage setting to ensure correct 
interpretation.

The method proposed by Bien and Tibshirani (2011) 
selects a number of so-called prototypes. A prototype set 
consists of several data instances that are taken to be rep-
resentative of clusters in the data distribution of a target 
class, and that are therefore suited to ‘graphically summa-
rize’ (Bien and Tibshirani 2011, p. 2418) its elements. The 
MMD-critic method by Kim et al. (2016) provides not only 
prototypes, but complements them with so-called criticisms. 
Criticisms are instances that are part of the data distribu-
tion, but not well represented by the prototypes. Together 
with prototypes, criticisms aim to reflect the complexity of 
the data set. Another way to identify typical instances of a 
target class is to choose input images that had a large impact 
on the model parameters or predictions during training 
(so-called influential instances; see Koh and Liang 2017). 
Finally, dataset examples are actual images taken from the 
data set that maximally activate a specific unit of a neural 
network (Schubert et al. 2021). In terms of exemplification, 
the above methods provide multiple examples that aim to 
exemplify features that the classifier typically relies on for 
classification.

Indeed, it is plausible that these methods provide exam-
ples that instantiate those features. But instantiation is not 
sufficient. Achieving understanding

class
 requires to correctly 

interpret the examples. Recall that interpretation comes in 
at least two ways. On the one hand, it involves recognizing 
what the typified extension amounts to. The above methods 
make this relatively clear: They provide examples that aim to 
typify the extension of typical members of a target class. On 
the other hand, interpretation involves to recognize exem-
plified features. However, explainability approaches that 
adduce several examples of a class do not provide much 
stage setting to facilitate this. Their examples are actual data 
instances that may instantiate a plethora of features. The 
person interpreting the examples must decide which of its 
features each example exemplifies. This can go wrong, since 
AI systems regularly detect different patterns than humans 
do (Mueller 2020). A human confronted with a number of 
robin images draws on her world knowledge and probably 
assumes that certain features of the bird are exemplified by 
the examples. However, it may be that the model learned 
a representation of the target class that does not match the 
human conception of robins, but responds to watermarks, 
backgrounds, metadata, or other correlated properties the 
human does not even notice (see Lapuschkin et al. 2019; 
Ribeiro et al. 2016). A failure to identify the exemplified fea-
tures entails a failure to project to the extension of instances 
the examples typify. In such cases, the examples do not 
afford the ability to judge whether a new instance belongs 
to this extension: They fail to produce understanding

class
.
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In sum, methods that adduce several examples of a tar-
get class provide explanations that instantiate inert features 
that may be mistaken for exemplified ones. Also, these 
approaches do not provide much stage setting to ensure cor-
rect interpretation. This makes them instances of what I call 
samples. Still, these methods may work sufficiently well in 
many cases. My point is that their examples are not ideal. 
In the following section, I discuss explanations that aim to 
make explicit which of the features they instantiate are the 
exemplified ones.

3.2  Approaches that highlight influential areas 
within an actual class member

Pixel attribution-based methods are probably the best-known 
family of explainability approaches for image classification. 
Such methods emphasize those areas of an input image that 
were most relevant to its classification. There exist numer-
ous methods that share this idea (for an overview, see Mol-
nar 2022; Schwalbe and Finzel 2023). Many approaches 
generate saliency maps which visualize the influence that 
individual pixels or groups of pixels (‘super-pixels’) had on 
the output class. Some methods produce explanations by 
altering the input image. For instance, influential regions 
can be highlighted by adding a colored overlay (e.g, Petsiuk 
et al. 2021) or by masking less influential areas (e.g., Ribeiro 
et al. 2016). In terms of exemplification, such approaches 
introduce scaffolding features (i.e., colored or masked areas) 
into the image. Other methods set the stage by using the sali-
ency map as an addendum to the original image (e.g., Fong 
and Vedaldi 2017; Lapuschkin et al. 2019). In both cases, 
saliency maps make explicit which image areas instantiate 
exemplified features, and which instantiate inert ones.

Being so-called local methods, pixel attribution 
approaches are not intended to produce understanding

class
 . 

They do not aim to explain the classification of a wider 
range of images, but of a single instance. As a result, the 
features saliency maps exemplify cannot be used to project 
to the extension of all instances that share these features 
(cf. Alvarez-Melis and Jaakkola 2018; Lipton 2018). Their 
scope is much more narrow, and often difficult to determine 
(see, e.g., Ribeiro et al. 2018, p. 1528). This hampers both 
ways of interpretation: It remains unclear what extension the 
examples provided by local methods typify, and what this 
extension amounts to.

The Anchors method (Ribeiro et al. 2018) aims to address 
this limitation. Anchors generates local explanations con-
sisting of if-then rules. These rules ‘anchor’ the predic-
tion because they hold for a specific range of instances. An 
anchor consists in one or more feature values. If the anchor 
is present in a given data instance, it will be classified in a 
certain way with a high probability. Thus, Anchors differs 
from the above-mentioned methods because its examples 

typify the extension of instances that share the anchored 
features, and affords the ability to judge new cases. Further-
more, the method allows to generate multiple anchors that 
cover the classifier’s global behavior (Ribeiro et al. 2018, p. 
1533). This facilitates to assess what the typified extension 
amounts to, and makes Anchors a candidate for gaining 
understanding

class
 . However, the interpreter must synthesize 

the information provided by multiple anchors to achieve a 
more global understanding of the classifier’s representation. 
As seen in the previous section, this increases the risk of 
misinterpretation.

Methods based on pixel attribution have further limits. 
First, there are features which they cannot visualize because 
they operate at the pixel level only.4 This concerns general 
image attributes such as contrast or brightness (Alqaraawi 
et al. 2020, p. 283), but also higher-level features the clas-
sifier may have learned (e.g., a specific part of an object). 
Clearly, if saliency maps cannot visualize these features, 
they cannot help to exemplify them either. Second, several 
experiments have shown that some approaches are not suffi-
ciently sensitive to the classifier’s behavior and may produce 
misleading explanations (e.g., Adebayo et al. 2018; Ghor-
bani et al. 2019; Gu and Tresp 2019; Wilking et al. 2022). 
In such cases, explanations purport to exemplify features 
associated with a target class, but actually they fail to do so. 
Third, in spite of the stage setting saliency maps provide, 
it may not always be clear what the exemplified features 
are. Saliency maps make image regions salient, not image 
features. These regions may instantiate inert features as well 
as exemplified ones. To illustrate with Anchors, the anchors 
used to explain image classification are super-pixels taken 
from the explained instance. Oftentimes, it is not obvious 
how these image patches can be mapped to new instances, 
as it is not clear how close the new instance must match the 
anchor (Molnar 2022, p. 214). This moves these examples 
in the direction of samples.

In sum, examples generated by pixel attribution have the 
advantage of involving more stage setting than prototype-
based methods. On the other hand, the amount of stage set-
ting may not always suffice to ensure correct interpretation, 
the examples cannot visualize all potential classification 
criteria, and some explanations may not be robust. Never-
theless, these methods are suitable for providing understand-
ing in certain contexts. Local methods can afford the ability 
to explain the classification of current and maybe certain 
similar instances, provided that the explainability approach 
states the explanation’s scope. However, local methods are 
not designed to produce understanding

class
 . This is different 

with the methods I consider in the next section.

4 I thank an anonymous reviewer for highlighting this problem.
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3.3  Approaches that create an artificial image

As discussed in Sect.  2.1, achieving understanding
class

 
requires an example that exemplifies features which the clas-
sifier typically relies on to classify images in a particular 
way. Those features are stored in the classifier’s represen-
tation of a target class. The previously discussed methods 
are capable of providing epistemic access to some of these 
features. However, to produce understanding

class
 , it makes 

sense to directly visualize the classifier’s representation. 
This combines the advantages of prototype-based methods 
and saliency maps. On the one hand, directly visualizing the 
representation removes contingent features that prototypes 
possess. On the other, this produces an example that allows 
to project to a larger portion of target class members than 
local methods do.

The representations of neural networks can be visual-
ized by feature visualization (see Olah et al., 2017, for an 
overview). The underlying principle is called activation 
maximization (Erhan et al. 2009). Roughly put, this method 
generates one or more images to which some unit of a clas-
sifier maximally reacts. Thus, this approach is fundamentally 
different from the methods discussed previously, because the 
latter use actual data for their explanations. Feature visuali-
zation can be performed for any unit of the network, ranging 
from individual neurons to the final probability of a class 
(Molnar 2022, p. 244). To achieve understanding

class
 , it is 

useful to generate images that maximize the final classifica-
tion probability. In terms of exemplification, this means to 
generate examples that mainly instantiate features that are 
associated with the classifier’s representation of a class. This 
facilitates both ways of interpretation: Like the methods I 
discussed in Sect. 3.1, the approach makes explicit what the 
typified extension amounts to (i.e., typical members of the 
target class in question). Furthermore, activation maximiza-
tion reduces the instantiation of inert features. This helps to 
identify those features that are imputed to the referent. As 
mentioned in Sect. 2.1, a single example cannot exemplify 
all features that are associated with a target class. However, 
generating multiple feature visualizations allows to exem-
plify more of them.

There are different ways and degrees of constraining the 
generated images. By imposing relatively few constraints, 
one obtains surrealistic visualizations that depict multiple, 
partial, and perspectively distorted instances belonging to 
the represented class (see Mordvintsev et al. 2015; Simon-
yan et al. 2014; Yosinski et al. 2015). This hampers cor-
rect interpretation, since it is difficult to project from such 
examples to actual instances. Applying stronger constraints 
leads to more or less natural-looking images that normally 
depict a single, complete instance (see Nguyen et al. 2016, 
2017). Such images can be used more easily to project to 
natural instances. The downside of stronger constraints is 

that they introduce correlated features into the image (Olah 
et al. 2017, n. p.). Again, it is uncertain which features are 
exemplified and which are inert.

Despite these difficulties, I take it that feature visualiza-
tion is better suited to produce understanding

class
 than the 

methods that I discussed in the previous sections. The exam-
ples generated by feature visualization are easier to inter-
pret because they instantiate less inert features, and they are 
designed to provide epistemic access to features associated 
with an entire target class. When the aim is to achieve under-
standing

class
 , these examples are already close to what I call 

exemplars. In the following section, I glean the previous 
insights and characterize exemplars in more detail.

4  How explaining image classification 
benefits from exemplars

As I hope to have shown, examples which exemplify con-
textually relevant features are a powerful tool for achiev-
ing understanding in image classification contexts. In this 
section, I introduce exemplars as a type of example that is 
especially useful for producing understanding. In Sect. 4.1, 
I spell out the distinction between exemplars and samples. In 
Sect. 4.2, I point out five desirable properties of exemplars 
that make them epistemically effective.

4.1  Exemplars vs. samples

My review of different XAI methods in Sect. 3 showed 
that all of them are capable of providing epistemic access 
to features that they share with their referent. However, it 
also revealed that some examples are easier to interpret 
than others. Maybe surprisingly, it is not necessarily ‘real-
istic’ images that are best suited to produce understanding. 
In most cases, natural instances of a target class instantiate 
numerous contingent features that are not relevant to the 
question at hand. These inert features can be mistaken for 
exemplified ones and can lead to misunderstanding. By con-
trast, an artificial image allows for extensive stage setting to 
facilitate interpretation.

In Sect. 1, I sketched the idea of exemplars by referring 
to the illustrations in field guides. In line with my proposal, 
Law and Lynch (1988) argue that a schematic illustration of 
a given bird species is better suited to highlight its relevant 
features than a photograph, as the former ‘provides clear 
criteria by artfully rendering most possible differences irrel-
evant’ (Law and Lynch 1988, pp. 284–285). The schematic 
illustrations that the authors refer to are by Roger Tory Peter-
son, an ornithologist whose field guides have been formative 
in the field. Peterson was a proponent of using schematic 
illustrations for bird identification. He thought that they were 
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better suited to emphasize field marks, i.e. characteristic fea-
tures of a species:

A photograph is a record of a fleeting instant; a draw-
ing is a composite of the artist’s experience. The artist 
can edit out, show field marks to best advantage, and 
delete unnecessary clutter. [...] A photograph is subject 
to the vagaries of color temperature, make of film, time 
of day, angle of view, skill of the photographer, and 
just plain luck. [...] Whereas a photograph can have 
a living immediacy, a good drawing is really more 
instructive. (Peterson 1980, pp. 9–10)

Like photographs of birds, samples may contain ‘unnec-
essary clutter’ or lack contextually relevant features. This 
makes it difficult to decide which features are of interest. 
At best, samples complicate the acquisition of understand-
ing because their interpretation requires considerable effort. 
At worst, samples inhibit the acquisition of understanding 
because they are misinterpreted or fail to exemplify con-
textually relevant features. By contrast, I call examples that 
mitigate the risk of misinterpretation by sufficient stage set-
ting exemplars. Exemplars are intentionally designed or 
chosen to produce the understanding that is required in a 
given context. They make explicit which of their features 
are relevant, be it through omission, highlighting, or other 
forms of stage setting. Exemplars are clear cases that reduce 
cognitive effort and the risk of misunderstanding (cf. Elgin 
2017, pp. 168, 192). In other words, they are like illustra-
tions in field guides.

Here are some clarifications. First, the main difference 
between exemplars and samples is the amount of stage set-
ting required to ensure correct interpretation. Often they 
do not form clearly delineated categories, but differ only in 
degree. Second, I do not claim that exemplars are necessar-
ily artificial instances. In principle, also a natural image can 
be easy enough to interpret to be considered an exemplar. 
However, artificial examples allow for more stage setting. 
They may therefore be preferable in certain contexts. Finally, 
exemplars are not the right tool for all conceivable epistemic 
ends in image classification contexts. There may be aspects 
of image classification that cannot be visualized in terms 
of even several exemplars, such as classification criteria 
of large and heterogeneous target classes like ‘animal’ or 
‘fruit’. In other cases, exemplars may not be suitable for 
all addressees. For instance, a Google app classified pho-
tographs of Black people as ‘gorilla’.5 Although this infor-
mation is crucial for improving the classifier, generating an 
exemplar visualizing such classification criteria can cause 
harm and may be unacceptable in certain explainability 

contexts.6 Other exemplars are ethically and scientifically 
inadmissible independent of the addressee. For instance, Wu 
and Zhang (2016) merged photographs of convicted offend-
ers. Making dubious physiognomic assumptions, they hoped 
to thereby gain epistemic access to ‘subtypes of criminal 
faces’ (Wu and Zhang 2016, p. 8).7 If not precluded by such 
considerations, exemplars can be a valuable tool for achiev-
ing understanding in image classification contexts.

4.2  Desirable properties of exemplars

I suggest that exemplars can be characterized by five desir-
able properties: They should (1) point up exemplified fea-
tures, (2) disregard inert features, (3) have a clear scope of 
application, and exemplify features that are both (4) con-
textually relevant and (5) intelligible. I discuss each aspect 
in turn.

4.2.1  Pointing up exemplified features

Exemplars should point up exemplified features to distin-
guish them from inert ones. This facilitates interpretation 
and reduces the risk of misunderstanding. Pointing up exem-
plified features is a type of stage setting and can be achieved 
in different ways—e.g., by providing additional instructions, 
presenting relevant contrasts, or removing distracting fea-
tures (Elgin 2017, p. 192).

Existing XAI approaches in image classification con-
texts choose different strategies to point up the features their 
explanations aim to exemplify. Prototype sets (Sect. 3.1) 
select typical class members. Saliency maps (Sect. 3.2) use 
scaffolding features or additional information to direct atten-
tion to relevant image features. Images generated by feature 
visualization (Sect. 3.3) try to instantiate mostly exemplified 
features. Further strategies include providing visual counter-
factuals (e.g., Dhurandhar et al. 2018; White et al. 2021) or 
additional verbal explanations (Rabold et al. 2020).

Pointing up exemplified features can help detect unex-
pected behavior in AI systems. It is a well-known problem 
that image classifiers may rely on proxies (Lapuschkin 
et al. 2019) or ‘shortcuts’ (Geirhos et al. 2020) that do not 
generalize to new data. In many cases, these features are 
counterintuitive from a human viewpoint and thus easily 
overlooked. An exemplar that points up those proxy features 
can make the problem manifest.

5 See, e.g., https:// www. bbc. com/ news/ techn ology- 33347 866, accessed: 
22 August 2023.

6 I would like to thank Dick Timmer for raising this point.
7 Thanks to Kevin Baum for drawing my attention to this (now with-
drawn) paper.

https://www.bbc.com/news/technology-33347866
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4.2.2  Disregarding inert features

Exemplars should disregard inert features to distinguish 
them from exemplified ones and to thereby facilitate inter-
pretation. Disregarding inert features and pointing up exem-
plified ones often go hand in hand. Thus, many of the above-
mentioned strategies for highlighting exemplified features 
can be also seen as strategies for disregarding inert ones.

This is illustrated by existing XAI methods. Prototype 
sets (Sect. 3.1) exclude atypical instances, saliency maps 
(Sect. 3.2) help downplaying certain features by highlight-
ing others, and feature visualization (Sect. 3.3) provides 
examples which omit most atypical features. Oftentimes, 
omission is the preferable strategy to disregard inert fea-
tures. However, it may not always be possible to omit them 
entirely. For instance, instantiating color cannot be avoided 
(cf. Elgin 2017, p. 192). An image that shows a ‘colorless’ 
shape is indistinguishable from an image that shows, e.g., 
a white shape. Those cases require more stage setting, such 
as additional instructions for interpretation. Further features 
which can hardly be omitted are those that are subject to 
contingent variation, e.g., regarding size or viewing angle. 
These are cases where certain features can only be exem-
plified by instantiating others (e.g., the presence of a beak 
can be exemplified only by also instantiating a specific beak 
position). I return to this aspect in Sect. 5.

4.2.3  Clear scope of application

The scope of application of exemplars should be clear. 
While the two previous properties of exemplars facilitate 
interpretation by aiding the identification of exemplified fea-
tures, knowing the scope of application helps to recognize 
what the typified extension amounts to. This is especially 
relevant in human-AI interaction, where users may anthro-
pomorphize image classifiers and falsely attribute their own 
classification strategies to them (see Mueller 2020).

In some cases, the scope of an exemplar could be clarified 
by providing information about the classifier and its limita-
tions. Consider a classifier used to detect skin cancer that 
was trained mostly on data from light-skinned people (Goyal 
et al. 2020; Wen et al. 2021). In such a scenario, users may 
need to know that an exemplar of the ‘melanoma’ class does 
not necessarily represent the behavior of the classifier with 
respect to data from people with darker skin. Also the XAI 
approach in question can impact the scope of an exemplar. 
For instance, it is important to be aware that the scope of 
local explanations like saliency maps (Sect. 3.2) is much 
more narrow than that of global explanations like those gen-
erated via feature visualization (Sect. 3.3). Indeed, as seen 
with Anchors (Ribeiro et al. 2018), some XAI approaches 
try to make the scope of their explanations explicit. Finally, 
the nature of exemplars influences their scope as well. 

Exemplars provide epistemic access to potentially complex 
referents by foregrounding some of their features. This may 
involve partial misrepresentations of their referents. Failure 
to recognize these limitations may lead to misunderstand-
ing. As discussed in Sect. 2.1, an example can only provide 
epistemic access to some of the features that are associated 
with a given target class. In such cases, the inferences that 
an exemplar warrants may not be universally valid. There-
fore, it may be necessary to ensure that the explanation is 
only used to project to instances that it represents sufficiently 
well.

4.2.4  Exemplification of contextually relevant features

Exemplars should exemplify only contextually relevant fea-
tures. It is widely held in XAI research that context affects 
what kinds of explanations an explainability approach needs 
to deliver (Langer et al. 2021; Miller 2019; Nyrup and Rob-
inson 2022; Páez 2019; Zhou et al. 2022). Candidates for 
relevant context factors include the explanation’s addressee, 
the stakes, or time constraints (Langer et al. 2021). Further-
more, different contexts may involve different epistemic ends 
(see Zednik 2021). An exemplar should respond to such 
factors by exemplifying features to which epistemic access 
is needed in a given context.

A variety of features can be relevant in a given context. 
In this paper, I focused on the image features that were most 
influential to a given classification. However, XAI methods 
are able explain other aspects as well. For instance, the rela-
tive influence of different image regions can be exempli-
fied by saliency maps that use different colors to express 
degrees of influence (see Petsiuk et al. 2021). Counterfactual 
dependencies may be exemplified by visual counterfactuals 
(e.g., Dhurandhar et al. 2018; White et al. 2021). Multiple 
exemplars could be used to visualize different ‘classification 
strategies’ of a classifier, like those identified by Lapuschkin 
et al. (2019). Whether image features are (roughly) sufficient 
for a classification can be expressed by the Anchors method 
(Ribeiro et al. 2018) discussed in Sect. 3.2. Also the influ-
ence of a particular feature may be contextually relevant. 
The TCAV method by Kim et al. (2018) allows to assess the 
influence of user-generated concepts (e.g., ‘striped’) on the 
final classification (e.g., ‘zebra’). Finally, additional verbal 
explanations can be used to describe unvisualizable clas-
sification criteria (Rabold et al. 2020).

4.2.5  Exemplification of intelligible features

The features exemplified by exemplars should be humanly 
intelligible in the sense that they can be mapped to features 
of new instances. Grasping how image features and target 
class are related requires that these features make sense from 
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a human point of view. These features can then be exempli-
fied by an exemplar.

Features that are intelligible in this sense need not cor-
respond to human concepts, and they need not be recognized 
as distinct features before they are exemplified (cf. Elgin 
2017, p. 187). For instance, Schubert et al. (2021, n. p.) 
discovered ‘neurons reacting to directional transitions from 
high to low spatial frequency’. ‘Spatial frequency’ is not a 
feature humans consciously use to categorize objects, but it 
is a feature that humans can make sense of. By contrast, if 
the features of the exemplar’s referent are unrecognizable 
or too foreign to comprehend, it seems impossible to acquire 
the ability to judge new cases. This boils down to the ques-
tion of whether modern image classifiers can be rendered 
understandable at all. I discuss this aspect in Sect. 5.

The previous discussion shows that the five desirable 
properties of exemplars can be mapped to properties of 
existing explanations. This suggests that exemplars are not 
only epistemically desirable, but may also be technically 
feasible. Ideally, explainability approaches would be able 
to generate exemplars with a clear scope of application that 
exemplify any selection of contextually relevant, intelligi-
ble features while disregarding irrelevant ones. However, it 
is unlikely that XAI will ultimately produce tailored exem-
plars for every conceivable explainability context. Still, it 
might be worth the effort in certain cases. And even as a 
purely theoretical construct, exemplars may serve as a use-
ful foil for evaluating existing XAI methods and inspiring 
new approaches.

5  Are exemplars achievable?

In this section, I refute three potential objections to my pro-
posal. They all cast doubt on whether exemplars are feasible 
in practice. However, even those readers who are not con-
vinced by my responses to these objections may concede 
the following: Explanations provided by XAI approaches 
that are directed at image classifiers exemplify certain fea-
tures they share with their referent. Analyzing what they 
exemplify can help to assess their suitability for producing 
understanding.

5.1  Objection 1: Current image classifiers exploit 
features of images that are too foreign to be 
intelligible to humans

The first objection is that exemplars cannot be created 
because current image classifiers, mainly those relying on 
neural network architectures, exploit features of images that 
are too foreign to be intelligible to humans. The discovery 
of so-called adversarial examples supports this suspicion. In 

the context of image classification, adversarial examples are 
images that are intentionally designed or chosen to lead to 
a wrong classification. Typically, an adversarial example is 
obtained by modifying a natural image that is classified cor-
rectly with a high probability. After the subtle modification, 
the image often appears unchanged to a human observer, but 
receives a different, apparently random classification from 
the model (Szegedy et al. 2014). Several other ways to obtain 
adversarial examples exist (e.g., Brown et al. 2017; Eykholt 
et al. 2018; Hendrycks et al. 2021; Nguyen et al. 2015; Sha-
rif et al. 2016). They all seem to show that the behavior of 
image classifiers is too alien to be understood by humans.

However, some research suggests that the circumstances 
influence how humans perceive adversarials. For instance, 
some adversarial instances fool not only classifiers, but also 
time-constrained humans (Elsayed et al. 2018). In a study 
by Zhou and Firestone (2019), human subjects correctly 
predicted the model’s classification of adversarial examples 
when they had to choose from a restricted number of cat-
egories. Furthermore, research on network dissection (Bau 
et al. 2017) suggests that the representations of deep neural 
networks at least sometimes correspond to human concepts. 
Bau et al. (2020) identified units in DCNN and Generative 
Adversarial Networks that correspond to familiar concepts 
such as ‘snow’, ‘house’, or ‘oven’. However, not all units of 
deep neural networks can be matched to human concepts, 
the same unit might detect several concepts, and one concept 
can be learned by multiple (combinations of) units (Molnar 
2022, ch. 9.1.2). Still, I take it that it is too early to conclude 
that modern image classifiers are hopelessly opaque. If it 
turns out that they respond to intelligible features, these fea-
tures can be exemplified by exemplars. If not, this would not 
only make exemplars unachievable, but probably any other 
explanation of image classification as well.

5.2  Objection 2: Current image classifiers exploit 
abstract features that cannot be exemplified

The second objection is that exemplars cannot be cre-
ated because current image classifiers, mainly those rely-
ing on neural network architectures, exploit abstract fea-
tures of images that cannot be exemplified by exemplars. 
With respect to DCNN, Buckner (2018) argues that these 
models learn an abstract representation of each class. This 
abstract representation enables them to bracket so-called 
nuisance factors present in natural images. Nuisance fac-
tors are ‘repeatable and systematic sources of variation that 
are not diagnostic of decision success’ (Buckner 2019, p. 
9). In image classification, such nuisances can take the 
form of variation in, e.g., ‘size, pose, location, and rota-
tion’ (Buckner 2019, p. 9). This suggests that what hinders 
epistemic access to a classifier’s representation is not the 
vast quantity of features the model exploits, but their quality 
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of being abstract. Put another way, the difficulty does not 
arise because a classifier’s representation of the ‘robin’ class 
incorporates an overwhelming amount of robin sizes, pos-
tures, viewing angles, and so on. Rather, it arises because 
the representation omits size, posture, or viewing angle 
altogether. At first glance, it seems impossible to exemplify 
features associated with such a representation. What would 
an example of the ‘robin’ class look like that shows a bird 
without any particular size or spatial orientation?

In answering this objection, it is helpful to distinguish 
between the complex workings of neural networks and 
the epistemic tools that help to understand them. Buckner 
(2018) is concerned with the former. In this context, there 
is something to the above objection. Abstract image features 
cannot be instantiated in isolation, but only in combination 
with the nuisance factors mentioned above. If the internal 
representation of a classifier is abstract, any attempt to vis-
ualize it will yield an inaccurate representation. However, 
this paper deals with tools to make image classifiers under-
standable. Visual examples can be valuable here. Granted, 
abstract features alone cannot be instantiated. Fortunately, 
they can still be exemplified. This is because nuisances can 
be disregarded like any other inert feature that the example 
instantiates. For instance, to exemplify the abstract feature of 
‘having a beak’ (or pixels corresponding to it) can involve to 
also instantiate a particular beak position (cf. Elgin 2017, pp. 
194–195). Such inert particular features can then be disre-
garded by appropriate stage setting. This is nothing unusual, 
even the most honored ornithologist will not (and cannot) 
use an abstract robin representation to explain the charac-
teristic features of this species. Thus, I take it that there is 
no principled reason why abstract features associated with 
a target class cannot be exemplified by an exemplar. On the 
contrary, it may be difficult to gain epistemic access to such 
features without concretizing them through an example.

5.3  Objection 3: Achieving understanding 
via exemplification presupposes understanding

The third objection is that generating or choosing exemplars 
already presupposes the understanding that they shall pro-
duce (cf. Buckner 2018, p. 5344). An ornithologist can point 
to specific features of robins (and downplay others) only 
because she has a previous understanding of characteristic 
robin features. The same seems to hold for exemplars: Gen-
erating or selecting them requires access to contextually rel-
evant features of their referent to decide what to exemplify, 
and what to disregard.

To answer this objection, one must distinguish between 
examples that serve as pedagogical tools to convey an under-
standing that has already been gained by someone else, and 
those that serve as a source for an understanding that was 
not previously available. In the latter case, explainability 

methods are used by experts to achieve a better understand-
ing of how image classifiers work. Research by Cammarata 
et  al. (2020) is a prime example. The authors analyzed 
each of the 10.000 neurons of a DCNN to gain a thorough 
understanding of how it processes image data. Among other 
things, they performed feature visualization as described in 
Sect. 3.3. For each neuron, the researchers visualized the 
features it maximally reacts to (Olah et al. 2017). In other 
words, they created an example that served as a source of 
an understanding which they were lacking before. This 
role of examples is also acknowledged by Elgin (2017, p. 
190). Of course, to serve as a source of understanding, the 
example needs to adequately represent its referent. This can 
be ensured by relying on suitable procedures and by draw-
ing on previous knowledge (cf. Elgin 2017, p. 190). If the 
XAI approaches that are used to produce exemplars work 
well, exemplars can be created without presupposing the 
understanding they provide. Importantly, this is not spe-
cific to exemplars. Also gaining understanding from the 
explanations of existing XAI approaches requires correct 
interpretation.

If the understanding in question was already achieved, 
exemplars can be used to convey it to others, including lay-
persons without much previous understanding. XAI con-
texts involve a heterogeneous group of stakeholders with 
varying degrees of background knowledge (Langer et al. 
2021; Tomsett et al. 2018). That is, exemplars which con-
vey understanding that experts already have, and which are 
tailored towards the needs of those different stakeholders, 
are a valuable tool for XAI.

6  Conclusion and outlook

XAI approaches that are directed at image classifiers aim 
to produce understanding by means of visual explana-
tions. I have argued that analyzing what those explanations 
exemplify can help to assess their suitability for produc-
ing understanding. Furthermore, I suggested that such XAI 
methods should strive to produce what I call exemplars, i.e., 
examples that are tailored to context and mitigate the risk of 
misinterpretation.

However, there remain open questions. Obviously, 
research in computer science is required to explore whether 
and how exemplars can be created for different epistemic 
ends in image classification contexts. This includes to 
determine how different methods can be combined to create 
exemplars that are tailored to different contexts and accom-
panied by sufficient stage setting. More philosophical work 
is needed as well. While I have focused on one particular 
epistemic end, it will be fruitful to consider further epistemic 
ends when analyzing XAI approaches through the lens of 
exemplification. This can also help to specify what kinds of 



AI & SOCIETY 

exemplars would be suitable to meet those ends. Further-
more, more needs to be said about how context influences 
the suitability of exemplars. What is the impact of contex-
tual factors on the features that an exemplar needs to exem-
plify? Do different stakeholders need different exemplars 
to achieve an epistemic end? Finally, further connections 
can be drawn between exemplification and understanding. I 
suggested to analyze the abilities an example affords. How-
ever, there are further aspects of understanding that may be 
facilitated by examples. As indicated in Sect. 2.2, it is widely 
held that understanding comes in degrees. Elgin (2017, pp. 
58–59) distinguishes four dimensions along which the 
degree of understanding can vary: depth, breadth, facticity, 
and the acknowledgment of the relative significance of the 
facts within a body of information. Mapping those dimen-
sions to the features that different explanations exemplify 
could reveal the degree of understanding they can provide.8 
For instance, saliency maps may be able to provide a deeper 
understanding than prototype-based explanations, and allow 
to assess the relative significance of different features to a 
classification. However, due to their limited scope, the 
understanding they provide may not be particularly broad.

In conclusion, exemplification has been largely over-
looked in previous work on XAI. As I hope to have shown, 
it provides an epistemological framework that can shed light 
on various issues related to explainability and understand-
ing, and deserves more attention from philosophers, com-
puter scientists, and other scholars working in the field.
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