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Abstract
The imminent deployment of autonomous vehicles requires algorithms capable of making moral decisions in relevant traf-
fic situations. Some scholars in the ethics of autonomous vehicles hope to align such intelligent systems with human moral 
judgment. For this purpose, studies like the Moral Machine Experiment have collected data about human decision-making 
in trolley-like traffic dilemmas. This paper first argues that the trolley dilemma is an inadequate experimental paradigm for 
investigating traffic moral judgments because it does not include agents’ character-based considerations and is incapable 
of facilitating the investigation of low-stakes mundane traffic scenarios. In light of the limitations of the trolley paradigm, 
this paper presents an alternative experimental framework that addresses these issues. The proposed solution combines the 
creation of mundane traffic moral scenarios using virtual reality and the Agent-Deed-Consequences (ADC) model of moral 
judgment as a moral-psychological framework. This paradigm shift potentially increases the ecological validity of future 
studies by providing more realism and incorporating character considerations into traffic actions.
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1 Introduction

Autonomous vehicles (AVs) are expected to radically change 
transportation by bringing many benefits like decreased 
traffic accidents, pollution reduction, and economic growth 
(Dubljević et al. 2021). Many vehicle manufacturers are 
investing in this transition, promising the production of 
fully automated cars, freight trucks, and buses in the near 
future. However, some moral philosophers warn that the cur-
rent traffic regulations are inadequate to tackle some ethical 
issues arising from the development of AVs, such as privacy, 
cybersecurity, and accountability in the case of an accident 
(Lütge et al. 2021). The hope of some scholars is that AVs 
will be programmed to make suitable moral decisions in 
relevant traffic situations (Millar 2017; Lin 2016).

Since different ethical views may disagree on how to 
inform AV ethical settings, it seems reasonable to study 
people’s moral preferences in traffic situations. Indeed, this 
was the goal of the moral machine experiment (MME), a 

highly influential online study, which, thanks to its simple 
and repeatable experimental design, collected millions of 
responses about unavoidable accidents (Awad et al. 2018). 
However, the MME has many limitations (Harris 2020; Cun-
neen et al. 2020; Geisslinger et al. 2021; Etienne 2022). In 
particular, the employment of high-stakes sacrificial dilem-
mas inspired by the trolley thought experiment is problem-
atic because they are simplistically binary and lack ecologi-
cal validity (Bauman et al. 2014). Other recent studies also 
evaluating moral traffic decisions were able to obtain more 
ecological validity thanks to the use of virtual reality (Süt-
feld et al. 2017; Faulhaber et al. 2019; Li et al. 2019; Grasso 
et al. 2020), although they still rely on trolley-like cases. As 
we will argue, this experimental paradigm is particularly 
inadequate to inform AVs because it does not include agents’ 
character-based considerations in the dilemmas and is inca-
pable of facilitating the investigation of low-stakes mundane 
traffic scenarios (Himmelreich 2018).

A paradigm shift in the study of traffic moral judgments is 
needed to inform future research in AV ethics and eventually 
to create aligned software. Our original solution combines 
the creation of mundane traffic moral scenarios using vir-
tual reality and the agent-deed-consequence (ADC) model 
of moral judgment as a moral-psychological framework 
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(Dubljević and Racine 2014; Dubljević 2020; Dubljević 
et al. 2018). We will show how all such elements merged 
together can increase the ecological validity of future studies 
and go beyond the trolley paradigm.

This paper proceeds as follows. First, we briefly establish 
the necessity of ethically acting AVs and the importance of 
obtaining consistent human moral preferences about AVs 
to reach that purpose (Sect. 2). We highlight the main flaws 
of the MME and the trolley paradigm in Sect. 3. Then, in 
Sect. 4, we outline the main experimental benefits brought 
by virtual reality technology and some reasons to study mun-
dane traffic situations. In Sect. 5, we introduce the ADC 
model of moral judgment and discuss its translation into the 
traffic context. Finally, in Sect. 6, we describe our experi-
mental design and explain its main advantages over the trol-
ley paradigm, as well as its current limitations.

2  Background: the ethical challenge 
of autonomous vehicles

An AV is a vehicle that can fully or partially drive without a 
human operator for a prolonged time. The Society of Auto-
motive Engineers (SAE) identifies six levels of automation: 
from level 0 (no automation), which corresponds to tradi-
tional vehicles, to level 5 (full automation), in which the 
vehicle can perform all driving functions without human 
assistance. Although only partial automation vehicles (level 
2–level 3), like Tesla S, have been commercialized to date,1 
the deployment of higher levels of automated vehicles in 
the future is likely. High automation vehicles (level 4), such 
as the Google Waymo project, are currently being tested, 
and companies, such as General Motors and Apple, have 
announced that fully AVs (level 5) will be in production 
by 2026 (Hawkins 2022; MacRumors 2023). As Goodall 
(2018) states, crucial for AVs’ full automation is the capac-
ity to detect objects, classify them, and predict their move-
ments, speed, and directions. Although current AV sensors 
fail to accomplish the last two tasks,2 these advancements 
are expected within the decade.

According to some scholars, deploying high or fully auto-
mated vehicles raises important ethical issues and the need 
to develop an ethically informed AV, that is, an AV that 
responds to environmental stimuli by following previously 
agreed-upon ethical settings (Millar 2017; Lin 2016; Lütge 

et al. 2021). The AVs software architecture has three layers 
structured similarly to a nervous system; a perceptual layer 
that utilizes sensory equipment, a planning layer composed 
of search spaces and planning algorithms, and a trajectory 
layer to guide movement (Sharma et al. 2021). Ethical set-
tings would be embedded in the vehicle’s planning layer, 
permitting it to make ethical decisions in relevant situations 
(Millar 2017).

Arguably, programming AVs with ethical settings is nec-
essary for two primary reasons. First, since accidents with 
AVs are unavoidable, AVs will have to make functional 
equivalents of moral decisions. Second, if AVs are to be 
part of the traffic community, private consumers will need 
to trust their autonomous decisions.

An estimated 94% of traffic accidents were attributed to 
human error (Singh 2018). Thus, the implementation of AVs 
will have the potential benefit of reducing the considerable 
harm caused by car crashes.3 Yet, accidents with AVs do 
still happen.4 To the extent that AVs have limited maneuver-
ability, they may not have sufficient time to avoid collisions 
with objects that suddenly change direction (Goodall 2014). 
Furthermore, the probability of an accident increases in the 
likely scenario in which AVs and non-automated vehicles 
coexist. Importantly, in the case of an unavoidable collision, 
an AV will have to choose between two or more unfavorable 
alternatives. For example, it has been highlighted that AV 
developers and legislators must decide whether to protect 
AV passengers at the cost of endangering pedestrians or pri-
oritize pedestrians by risking losing AV consumers’ trust 
(Bonnefon et al. 2016). Another potential dilemma arises 
from the conflict between justice and the value of human 
life: should AVs prioritize law-abiding riders wearing a hel-
met or those without a helmet whose life is more at risk (Lin 
2016)? It is reasonable to want AVs to follow previously 
agreed-upon ethical principles when making such decisions.

If accidents and AVs are inseparable and high levels of 
automation are completely human-independent, ethical set-
tings applied to AVs may help create machines that can be 
a trusted part of the traffic community. Trust in AVs has 
already been asserted as an essential determinant of the 
public’s receptibility to AVs (Shahrdar et al. 2019; Sharma 
et al. 2021). The main factors contributing to trust between 
AVs and their stakeholders identified in the literature are 
respect for privacy in the data collection necessary for 
machine learning, cybersecurity, and clear accountability 

1 In January 2023, Mercedes became the first company to achieve 
certification from SAE for a level 3 automation car (Tarantola 2023).
2 Such sensors include cameras, stereovision, infrared, radar, ultra-
sonic, and light detection and radar (LIDAR). The latter is particu-
larly efficient for object detection and distant estimation but has only 
90% accuracy in object recognition and suffers from performance 
decline in adverse weather conditions (Cunneen et al. 2020, 64–65).

3 Other highlighted benefits of AVs include reducing driving stress 
and preserving the environment (Dubljević et al. 2021).
4 Statistics from the National Highway Traffic Safety Administra-
tion corroborate this statement, indicating nearly 400 crashes involv-
ing level 2 systems happened on US roads between July 2021 and 
December 2022 (Standing General Order on Crash Reporting For 
incidents involving ADS and Level 2 ADAS 2021).
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in the case of damage (Cunneen et al. 2020; Martinho et al. 
2021). Discussed and deliberated ethical settings for AVs 
should greatly favor the last factor and, consequently, AVs’ 
trustworthiness.

A common objection to the development of ethical AVs 
concerns their technical infeasibility (Cunneen et al. 2020). 
To the extent that AV software architecture is inadequate 
at distinguishing people and other vehicles, these systems 
are not currently capable of collecting sufficient informa-
tion to make moral decisions. However, it is reasonable to 
predict that the current sensors will be implemented with 
facial recognition, vehicle-to-vehicle (V2V), and vehicle-to-
infrastructure (V2I) communications in future years (Cun-
neen et al. 2020). Such technologies theoretically permit the 
vehicle to make the fine-grained classifications necessary for 
ethical decision-making. Another possible concern is the 
fact that in the case of AV malfunction, hypothetical ethi-
cal settings would stop working and, since malfunction is 
the most common cause of AV accidents (Standing General 
Order on Crash Reporting For incidents involving ADS and 
Level 2 ADAS 2021), the ethical settings would be power-
less. Nevertheless, the mere possibility of collisions in which 
ethical settings work and are required is alone a sufficient 
reason to discuss a plausible ethical framework.

Given the importance of ethical AVs, we contend that 
understanding how lay people reason ethically about AVs 
is a foundational task before deliberating the ethical set-
tings. This paper is not the place to fully defend such a 
methodological claim,5 but it is worth mentioning that, to 
design trustworthy AVs, legislators and engineers should 
avoid applying ethical settings that do not fit with potential 
stakeholders’ moral judgments. Suppose certain moral prin-
ciples or theories were decided only by a restricted group 
of experts and applied top-down to AVs’ ethical settings. In 
that case, private consumers may simply “opt out of using 
AVs thus nullifying all their expected benefits” (Bonnefon 
et al. 2020, 110). For this reason, we assume here that lay 
people’s intuitions should contribute to informing AVs’ ethi-
cal settings. For this purpose, it is vital to identify the most 
solid, stable, and cross-cultural moral intuitions about poten-
tial decisions that AVs might make in traffic. To do that, we 
need a suitable experimental setting that, at the same time, 
can collect a large number of moral judgments across a wide 
range of participants.

3  The moral machine experiment 
and the trolley paradigm

In line with the idea that public morality matters for ethi-
cally informed AVs, some scholars have made the moral 
machine experiment (MME) publicly available (Awad et al. 
2018). The goal of this online study was to collect people’s 
moral preferences in traffic scenarios across the world. At 
the time of publication, it had amassed 39.61 million deci-
sions. To each participant, the experiment displays 13 vari-
ations of nine factors, some being the number of people, 
age, gender, social status, and physicality. Respectively, the 
five most decisive factors reported were human beings (vs. 
animals), the number of lives spared, age, compliance with 
the law, social status, and physical fitness. The breadth of 
the countries with over 100 participants also enabled the 
group to create three cultural clusters (Eastern, Southern, 
and Western) to add a comparative evaluation of the data.

The MME is a valuable starting point for studying moral 
judgment in traffic because the design is simple and repeat-
able, making it conducive for gathering large quantities of 
data and grasping people’s preferences. However, the study 
has also been highly criticized for its naïve assumptions 
about morality6 and the unrealistic nature of the proposed 
dilemmas (Harris 2020; Etienne 2022; Geisslinger et al. 
2021). Our criticisms focus on this latter point. Specifically, 
we contend that high-stakes sacrificial dilemmas employed 
in the experiment are unfit for investigating moral judgment 
in traffic scenarios.

The dilemma framework employed in the MME was 
inspired by the trolley case, a famous thought experiment 
created by Foot (1967) and notably discussed by Thomson 
(1985).7 The salient feature of trolley cases is that an agent 
has to decide to violate a moral norm (e.g., killing one per-
son) to avoid a larger amount of unavoidable harm (e.g., the 
death of many persons).8 Such an idealized situation has 
been utilized for different purposes (Himmelreich 2018, 
671–672): as a problem for moral theory (Königs 2022), as 
a didactical tool, as a social dilemma in the context of AVs 
(Bonnefon et al. 2016), and as an experimental paradigm for 

5 For more detailed discussions, see Savulescu et  al. (2021) and 
Dubljević (2020).

6 Specifically, the experimenters illegitimately take personal prefer-
ences as moral judgments (Harris 2020).
7 The trolley dilemma has many variants. In the original version, a 
bystander has to decide whether diverting a trolley toward a worker 
on a track to save five workers on the adjacent track. In the famous 
“footbridge” version, the bystander has to push a fat man off a foot-
bridge to stop a trolley headed toward five men (Thomson 1985, 
1409).
8 We use the expressions “trolley case” or “trolley dilemma” to refer 
to a type of moral scenario described by such fundamental features. 
The “trolley problem” is instead the conceptual problem for moral 
theory to identify the principle that underlies our moral responses to 
different variants of trolley cases (Königs 2022, 3).
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moral judgment. We will not discuss here the importance of 
trolley cases for ethical theory, its usefulness as a didacti-
cal tool, or its relevance as a social dilemma. Instead, our 
main concern regards trolley dilemmas as an experimental 
paradigm for moral judgment, that is, as a method to system-
atically elicit certain kinds of intuition. In particular, moral 
psychology has extensively employed trolley-like cases to 
pit consequentialist and deontological intuitions against each 
other (Greene 2013). In recent years, the trolley dilemma 
has also emerged as an influential paradigm to study how 
humans make moral judgments in the cases of AV unavoid-
able collision, and, arguably, the MME has greatly contrib-
uted to enhancing such a paradigm.9 Despite its merits, we 
argue that the trolley case is an inadequate experimental 
paradigm for informing AVs’ ethical settings because it is 
reductively binary and lacks ecological validity.10

Binary choice models are well-suited for experimenta-
tion since they enable the cut-and-dry variation of a vari-
able. However, trolley-like dilemmas only permit deontic 
or utilitarian evaluations, failing to consider other important 
factors influencing moral judgment. Two relevant unincor-
porated determinants of moral judgment stemming from 
virtue ethics are the intertwined concepts of character and 
intention. Indeed, the importance of character evaluation 
in moral judgment has been largely documented (Uhlmann 
et al. 2015). Specifically, some evidence suggests that people 
may interpret certain stimuli as deeply informative of moral 
character (e.g., cruelty toward animals as a sign of lack of 
empathy), even if the action involves no norm violation or 
harm (Uhlmann et al. 2015, 75–76).

Although one may doubt that AVs have genuine moral 
agency (Etzioni and Etzioni 2017), there are still good 
reasons to include characters and intentions in traffic sce-
narios. First, teaching AVs to identify virtues and vices in 
human drivers might be useful in the probable scenario in 
which autonomous and non-autonomous vehicles coexist. 
For instance, it might be necessary for an AV to distinguish 
between a negligent-distracted driver, who needs to be 
avoided, and a malicious driver, who intends to harm other 
people and needs to be blocked. Second, moral agents might 
ascribe virtues or vices to self-driving cars according to their 
driving style, which can influence their trust in AVs. This 
hypothesis is corroborated by some recent studies showing 
that people tend to attribute moral traits (e.g., dishonesty 

or cowardice) to artificial intelligence systems, albeit to a 
lesser extent than to human beings (Gamez et al. 2020). 
More relevantly to AVs, a preliminary study using a virtual 
simulator has reported that people’s trust in self-driving cars 
covaries with the AV’s driving style (aggressive vs. prudent 
and respectful) (Shahrdar et al. 2019). Regardless of whether 
the traits ascriptions based on driving style are genuine vir-
tues and vices, or only their functional equivalents, they 
still constitute an essential element in traffic moral judg-
ment that undermines the dichotomy between traffic rules 
and consequences.

As mentioned, the MME’s dilemmas include many char-
acteristics irrelevant to agents’ moral character. Some of 
them, such as gender, social status, and physical shape, are 
probably discriminative and activate implicit biases in the 
participants. If a substantial amount of collected judgments 
tend to be biased and discriminative, the overall data do 
not help inform AVs’ ethical settings. Rather, such a goal 
requires character evaluations based on cues about the moral 
context embedded in the traffic environment.

Another critical limitation of the trolley paradigm (and 
the MME particularly) is its lack of ecological validity, 
namely the extent to which some experimental results can be 
generalized to explain a wide range of real-life situations. In 
particular, as highlighted (Bauman et al. 2014), experiments 
based on trolley cases do not have sufficient experimental, 
mundane, and psychological realism.

Experimental realism concerns how well a study engages 
participants and makes them take the tasks seriously (Bau-
man et al. 2014, 537). Trolley-like cases tend to be deficient 
in this respect because some people find the task humorous 
rather than serious. This response is probably due to the 
fact that it is hard to imagine how such a situation can hap-
pen in real life. The implausibility of trolley scenarios also 
negatively affects the psychological realism of the study, that 
is, the extent to which the study activates in the participants 
the mental processes involved in real-life moral judgment. 
In particular, given the humorous effect, trolley-like cases 
fail to elicit the appropriate moral emotions before imminent 
death. Likely, this lack of psychological realism affects the 
MME too: the “video game effect” we feel while choosing 
whether to kill an old woman or an infant prevents us from 
having the correct moral attitude that the dramatic nature of 
the decision would require. Finally, trolley-like cases clearly 
lack mundane realism because they depict situations con-
siderably far from moral situations than people can find in 
everyday life. As we will argue in the next section, using 
plausible mundane traffic scenarios is crucial to inform AVs, 
and the MME failed to accomplish this objective by creating 
only high-stakes scenarios. Therefore, the intertwined lack 
of experimental, psychological, and mundane realism seri-
ously impairs the ecological validity of the trolley paradigm 
and, hence, its suitability for informing AVs’ ethical settings.

9 According to a recent review (Martinho et  al. 2021, 560), more 
than half of 238 examined articles on AVs ethics mention the trolley 
case.
10 Other already highlighted reasons against the use of the trolley 
paradigm in AVs ethics are the “prospective” decision-making in AVs 
ethics, the presence of legal responsibility, and the uncertainty of the 
outcomes in AVs collisions (Nyholm and Smids 2016, Himmelreich 
2018).
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To summarize, although the MME had the merit to col-
lect a large quantity of worldwide data, it relies on an experi-
mental paradigm that fails to incorporate moral character 
considerations and suffers from a lack of ecological validity. 
Therefore, a new experimental paradigm for traffic moral 
judgments is needed to solve these issues and better inform 
ethical AVs.

4  Toward more realism: virtual reality 
and the challenge of mundane traffic 
situations

For years, studies on moral judgment tested participants by 
presenting them with abstract textual descriptions of dilem-
mas. However, with the development of virtual reality (VR) 
technology, researchers can now employ immersive and 
naturalistic depictions of morally salient situations to test 
moral judgment. Arguably, VR scenarios are tremendously 
beneficial for the ecological validity of a study for different 
reasons. First, thanks to the vividness and likelihood of the 
experienced scenarios, it is more probable that participants 
take moral actions seriously and activate those emotional 
processes typically elicited by moral situations in real life 
(Patil et al. 2014). Second, VR, unlike textual vignettes, is 
less prone to context loss and cognitive biases during lan-
guage translation, increasing the comparability between 
moral judgments from different cultures. Third, VR simula-
tors can facilitate a perspective shift from the subjects as 
mere observers of moral situations to its protagonist. Thus, 
VR studies can provide more realistic data about decision-
making. This aspect is particularly important in the moral 
domain, given the reported discrepancy between moral judg-
ment and actual behavior (Patil et al. 2014; Rovira et al. 
2009).

For all these reasons, a growing number of studies have 
made use of VR to test moral judgment in road traffic sce-
narios. Sütfeld et al. (2017) studied people’s moral decisions 
in traffic by observing them driving in a VR simulator. Spe-
cifically, in their experimental design, as participants drive 
a virtual car on a two-lane road, different obstacles appear 
simultaneously in both lanes: objects, animals, or human 
beings; the driver has to decide which obstacle to hit. In line 
with the results of the MME, it turned out that people tend to 
prioritize sentient beings over objects, humans over animals, 
many people over one person, and younger people over older 
ones. Such a consequentialist trend was confirmed by other 
recent studies using a similar VR setting (Faulhaber et al. 
2019; Li et al. 2019), although the introduction of legal ele-
ments (e.g., sidewalks and crosswalks) attenuates the prior-
itization of human life. In contrast with the consequentialist 
tendency, a preliminary VR study conducted by Grasso et al. 
(2020) reports that people tend to hit a child crossing the 

road illegally, instead striking three pedestrians on a side-
walk or two workers in the opposite lane. Interestingly, the 
distribution of choices drastically shifts toward protecting 
the child when the virtual driver is not under time pressure 
and can coldly evaluate her options.

While the aforementioned studies constitute a great 
advance in ecological validity compared to the MME, they 
all focus on high-stakes sacrificial dilemmas in which the 
protagonist has to decide between two sets of lives. As 
argued, these trolley-like situations suffer from a lack of 
mundane realism because they are distant from common 
traffic mishaps. Therefore, although the use of VR helps 
further mitigate the humorous effect, thus increasing experi-
mental and psychological realism, a more radical departure 
from the trolley paradigm toward low-stakes traffic scenarios 
is necessary to increase the mundane realism.

Other scholars (Himmelreich 2018; Borenstein et  al. 
2019) have already highlighted the importance of mundane 
traffic situations for the ethics of AVs. One reason for inves-
tigating moral decision-making in mundane scenarios is the 
challenge of specificity (Himmelreich 2018, 678): AV algo-
rithms need to know how to act in specific situations accord-
ing to contextual parameters with a sense similar to human 
intuitive decision-making. Moreover, studying mundane 
situations is necessary for tackling the challenge of scale 
(Himmelreich 2018, 678). Since driving behavior in AVs is 
determined by general policies, decisions made in frequent 
mundane situations constitute a large-scale problem that 
needs to be carefully addressed. Last but not least, studying 
mundane scenarios is necessary for tackling what we call 
the challenge of flow. Since dramatic situations in traffic do 
not arise without mundane (bad decisions) happening first, 
AV algorithms trained only on high-stakes traffic scenarios 
wouldn’t be able to detect low-stakes warning signs (e.g., 
a vehicle frequently changing lanes on a highway without 
signaling) nor adapt for the possibility of a major event (e.g., 
a vehicle pile-up).

Another relevant limitation of the mentioned studies is 
the absence of character and intentions considerations in the 
employed moral scenarios. The main focus of the VR studies 
published thus far is to evaluate whether people apply con-
sequentialist reasoning in traffic decision-making. Some of 
them include traffic norms to observe whether deontological 
considerations mitigate people’s consequentialism. Never-
theless, no study incorporates considerations stemming from 
virtue ethics, such as if the agent is benevolent, malicious, 
or negligent. Whether these factors contribute to the over-
all moral judgment in traffic remains a largely unexplored 
question.

In sum, VR task environments certainly increase the 
ecological validity of traffic moral judgments by bringing 
more experimental and psychological realism. However, 
the VR studies published thus far remain attached to the 
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trolley paradigm, thus failing to investigate judgments dur-
ing morally charged mundane traffic situations. To create 
more informative studies, researchers need to utilize VR 
and incorporate low-stakes moral problems. Furthermore, 
no study published to date includes character and intention-
based considerations into moral scenarios.

5  A better alternative to the trolley 
paradigm: the ADC model and its 
application to AVs

In this section, we consider how the agent-deed-conse-
quences (ADC) model of moral judgment can benefit the 
ethics of AVs. By elaborating upon some points already 
outlined in Dubljević (2020), we show how the ADC model 
can be applied to traffic situations and solve the binary of 
the trolley problem paradigm.

The core tenet of the ADC model is that moral judgment 
depends on positive or negative evaluations of three dif-
ferent components: the character of a person (the Agent-
component, A), her actions (the Deed-component, D), and 
the consequences brought about in a given situation (the 
Consequences-component, C) (Dubljević et al. 2018). As 
some recent evidence suggests (Sattler et al. 2023), the three 
components are heuristic cues whose processing occurs 
automatically and simultaneously in one’s mind. The overall 
moral acceptability judgment resulting from such heuristic 
processing will be positive or negative according to the com-
ponents’ valence. Therefore, the model predicts moral judg-
ments to be positive if all three A-, D-, and C-components 
are deemed good and negative if all three components are 
viewed as bad. For example, if a courageous fireman (A+) 
jumps into a burning house to save an elderly woman (D+) 
and everyone survives and is healthy and happy (C+), the 
moral judgment of the situation will be positive (MJ+). Con-
versely, if a drug dealer (A−) attacks a child (D−) and the 
child dies (C−), the moral judgment will be clearly negative 
(MJ−).

It is still unclear how the three components interact when 
they do not align. It has been suggested (Dubljević et al. 
2018; Sattler et al. 2023) that if the character and intentions 
of an agent are good, and the deed is good, subjects tend to 
accept or excuse negative consequences because they see 
them as accidental. For instance, if a courageous fireman 
(A+) jumped into a burning house to try to save an elderly 
woman (D+), but she still dies (C−), impartial observers 
are still likely to praise the agent and the deed, regardless 
of the consequences. Similarly, if a courageous fireman 
(A+) attacks (D−) the drug dealer who is trying to harm a 
child and succeeds in saving the child’s life (C+), impartial 
observers would likely excuse the norm violation, leading 

to a positive evaluation of the situation (MJ+) (cf. Sattler 
et al. 2023).

To the extent that the predictions of the ADC model have 
been confirmed in different moral domains (Dubljević et al. 
2018; Sattler et al. 2023), it is reasonable to expect that traf-
fic moral judgments follow similar trends. Specifically, we 
hypothesize that people evaluate traffic situations according 
to heuristic cues about the intentions and character of traffic 
agents (A), compliance or violation of traffic rules (D), and 
positive or negative outcomes of a traffic action (C). How-
ever, applying the ADC model in AVs’ ethics requires some 
preliminary discussion.

The most challenging aspect of incorporating the ADC 
model in road traffic situations concerns displaying inten-
tions and character in driving performance. We have already 
highlighted that there are plausible reasons to teach self-
driving cars to recognize intentions and virtues. Neverthe-
less, the first challenge to this task is describing how char-
acter evaluations can be made about drivers while at the 
same time avoiding social biases and intrusions into drivers’ 
personal lives. Arguably, AVstakeholders may not want AV 
algorithms to judge them according to their morality outside 
of the traffic context, nor by virtue of some irrelevant social 
or cultural characteristics (e.g., their occupation, gender, or 
physical features). Rather, traffic agents deserve to be evalu-
ated according to their character as traffic agents, that is, as 
drivers, passengers, or pedestrians.

Assuming that, the consequent challenge is to explain 
how an AV can access character-relevant information with-
out infringing other agents’ privacy. It stands to reason that 
character evaluations must be based on fast and subtle physi-
cal cues like those available to human drivers. Arguably, at 
least four sources of information could help an AV evaluate 
a driver’s character and intention. Note that we are not sug-
gesting here that some particular AV policy is necessarily 
desirable but only considering different sources of infor-
mation across various possible AV scenarios for evaluating 
character on the road.

First, thanks to V2V communication, an AV may access 
the characteristics of the vehicle it is facing. If the identi-
fied vehicle is, for example, an ambulance or a firetruck, the 
machine can interpret its behavior as benevolent; by contrast, 
if the vehicle is reported as being stolen, the driver could be 
considered malicious. Second, in a mixed scenario in which 
AVs coexist with human drivers, self-driving cars may 
access the incident history of the human drivers to assess 
their recklessness. Third, in the scenario that AV owners can 
choose their ethical settings (e.g., altruistic vs. egoistic),11 
self-driving cars can (and perhaps should) communicate 

11 This normative scenario has been proposed by (Contissa et  al. 
2017).
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their ethical character to each other. Finally, and aligning 
most with privacy, the driving style exhibited on the road 
might constitute a relevant cue to determine the virtues and 
vices of a driver as a driver. For example, a car weaving 
in and out of traffic can be a sign of a negligent driver; by 
contrast, a car driving straightforwardly and reliably might 
indicate that the driver is careful (Table 1).12

Of course, driving style should be considered as limited 
and defeasible evidence for character and intentions on 
the road. For example, a car driving aggressively, weaving 
through traffic and sounding the horn to reach the emer-
gency department of the hospital because of a medical cri-
sis could be perceived as vicious despite the good intent.13 
However, like the way hazard lights are used to display a 
positive intent in such an emergency scenario, it would be 
ideal for vehicles to communicate their intent to other traffic 
agents via V2V communication. Using transmittable signals 
to display distress or urgency is a viable option, but one that 
comes at the cost of possible user abuse and regulatory hur-
dles. On the other hand, if given the ability to read patterns 
of blinking lights (driving style), like its human counterpart, 
intent can be inferred physically. Admittedly this solution 
is less feasible and more error-prone. Either way character 
display recognition is a technological possibility that would 
certainly enhance AV decision making.

In line with the trolley case trend over the last half-cen-
tury, operationalizing the D− and C− components is much 
easier than incorporating traffic agency. An action may count 
as a positive deed when it complies with a traffic norm and 
a negative when it does not.14 Consequences are positive 
or negative depending on whether any deed results in a 

collision (C−) or the vehicle reaches its destination without 
any accident during the route (C+).15

Having defined what the A- D- C-components mean in 
the context of road traffic and identified possible sources 
of information that represent them, we can now outline the 
main empirical hypotheses of the ADC model for traffic 
moral judgments. In line with the results of previous studies 
on other moral domains (Dubljević et al. 2018; Sattler et al. 
2023; Dubljević and Racine 2014), we predict that every 
single component, if positive, increases the overall moral 
acceptability of a traffic situation. Therefore:

1. Positive agency results in more positive moral judgments 
as compared to negative agency.

2. Positive deeds result in more positive moral judgments 
as compared to negative deeds.

3. Positive consequences result in more positive moral 
judgments as compared to negative consequences.

Although each component is effective (either positively 
or negatively), it is likely that one factor has a major influ-
ence and determines the valence of the overall judgment. 
In line with previous results (Dubljević et al. 2018; Sattler 
et al. 2023), since the scenarios are low-stake, we expect that 
agency (A) and deeds (D) outweigh the importance of the 
consequences (C).

6  A proposal for experimental design

Here we propose an experimental setting to test our hypoth-
eses on traffic moral judgments outlined in the previous sec-
tion. This original design depicts mundane low-stakes traf-
fic situations operationalized according to the ADC model 
using VR technologies. We argue that all such elements 
merged together should increase future studies’ ecological 

Table 1  A tentative framework of virtues and vices of drivers according to their behavior and the source of information from which an AV can 
judge

A similar framework could be outlined for pedestrians or other traffic agents

Virtue/vice Behavior Source

Benevolent/malicious The driver tends to help other agents on the road/ harm other 
agents

Vehicle type, driving style

Responsible/irresponsible The driver takes many risks/ does not take any excessive risk Driving style, vehicle condition, incidents history
Careful/negligent The agent drives straightforwardly and reliably/ is distracted and 

makes zigzags
Driving style, vehicle condition, incidents history

Kind/rude The driver allows other cars to merge, pedestrians to cross/ does 
not allow to merge or cross, hurries other drivers

Driving style

12 As suggested by Dubljević (2020, 2468), the “Identification Friend 
or Foe” technology used in military engagements could help an AV to 
interpret good or bad intentions on the road.
13 We are grateful to an anonymous reviewer for providing this 
example.
14 The deed can be low-stakes (e.g., running a stop sign on an empty 
rural road) or high-stakes (e.g., driving in the opposite direction on a 
highway), depending on the severity of the rules infraction.

15 The consequences can also be high-stakes if the life of a person is 
at risk or low-stakes in the case of mundane situations.
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validity, helping the moral psychology of AVs move beyond 
the trolley paradigm.

6.1  Methodology and procedure

We developed six low-stakes virtual traffic scenarios. Each 
scenario gives rise to eight different vignettes depending 
on the combination of the three (A-D-C) components and 
their valence (Fig. 1). All the variations in the scenarios are 
composed of unique situations deemed morally salient and 
contextually clear representations of the ADC model (see 
also Dubljević et al. 2018).

The structure of each scenario is as follows: a traffic agent 
displays some form of virtue or vice (A+/A−), then obeys 
or disobeys some traffic rule (D+/D−) that finally results 
in some positive or negative consequence (C+/C−). For 
example, in one of our developed scenarios, the protagonist 
car is approaching an intersection regulated by a stop sign. 
The driver either tends to help other traffic agents (A+) or 
tends to harm other traffic agents (A−). Then, the story dif-
fers according to the combination of good or bad deeds and 
positive or negative consequences:

(D+, C+) The car correctly stops before the sign avoid-
ing a collision with a truck running across the orthogonal 
road, and the protagonist arrives on time at work;

(D−, C+) The car cannot stop before the sign for some 
reason (in the A− version because of the driver’s negli-
gence and in the A+ version because of an animal sud-
denly forcing the main car to swerve), but no collision 
occurs and the protagonist arrives on time at work;
(D+, C−) The car correctly stops before the sign, but 
a collision occurs because a truck coming from the 
opposite side swerves into the wrong lane, hitting the 
protagonist car;
(D−, C−) The car cannot stop before the sign for some 
reason (depending on the valence of the A) and col-
lides with a truck running across the orthogonal road 
(Fig. 2).

The six scenarios were created using the Unity Real-Time 
Development Platform version 2020.3.18f1 and are deploy-
able on three VR technologies. These technologies include 
low-immersion desktop videos for large-scale data collection 
through Amazon Mechanical Turk, 360-degree room-scale 
versions designed for an immersive Visualization Gallery, 
enabling medium-scale high-resolution surveying (20 par-
ticipants at a time), and high-immersion Oculus Quest 2 
head-mounted display variants for individual assessments. 
The virtual stimuli, comprising the environment assets, 
characters, and animations, are files in the public domain 
downloaded from open-source websites like the Unity-Asset 

Fig. 1  (Created in BioRender) 
The moral aspect combinations 
for each vignette within the 
larger scenarios

Fig. 2  The frame in which the 
protagonist car hits a truck run-
ning across the orthogonal road 
(D−, C−)
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store and Mixamo.com or those created by our laboratory 
developers using Unity and Blender.

To help ensure that the scenarios we intend to use in the 
data collection phase of this experiment are contextually 
clear and accurate depictions of the ADC moral aspects, 
we are performing an extensive pilot testing phase. Over 
a year-long period, one hundred and twenty-five subjects 
were shown half of the scenarios from all six vignettes 
using head-mounted displays or the Visualization Gal-
lery mentioned previously, totaling eighteen scenarios per 
respondent. The participant composition included twelve 
high school students, eighty undergraduate students, sev-
enteen graduate students (one with an extensive emergency 
response background), and sixteen professional academics. 
After each piloting session, participant feedback, deemed 
valid by our research team, was incorporated into the lacking 
scenarios in an iterative improvement process.

The large-scale data collection will be performed using 
the desktop video versions and Amazon Mechanical Turk.16 
This shift from more immersive technologies for pilot test-
ing to a less immersive desktop setting for data collection 
warrants justification. Although desktop versions are less 
immersive than head-mounted displays, evidence indicates 
that both elicit high levels of psychological presence (Shu 
et al. 2019). Additionally, the desktop investigation has 
practical benefits above the other two technologies. First, 
desktops produce far less simulation sickness, and second, 
the infrastructure is already in place to carry out global sam-
pling while still creating greater psychological realism than 
the crude pictorial representation used in the MME or other 
textual methodologies.

After they observe a scenario, the participants will be asked 
to provide four moral acceptability ratings (from 1 to 10) for 
the version they watch: an overall moral acceptability judg-
ment and three other evaluations corresponding to the three 
model aspects (“Can the protagonist be described as bad?”, 
“Can the action be described as bad?” and “Can the outcome be 
described as bad?”, respectively). To avoid contrast, anchoring, 
and update effects, we adopt a between-subject design in which 
each participant evaluates only one randomly assigned variant 
of the eight versions of traffic scenarios (see Fig. 1).

6.2  Discussion

The limitations of the MME and the trolley paradigm collec-
tively point to the need for a revision in experimental design 
for traffic moral judgment. Our experimental adjustments 

constitute a great improvement over the trolley paradigm in 
several respects.

Thanks to the inclusion of temporality and audio-visual 
stimuli a VR task environment provides, our study’s ecologi-
cal validity is much greater than that of the MME. Further-
more, the focus on mundane traffic vignettes that frequently 
happen in real life increases the overall realism and cred-
ibility of the study. It is worth noting that it is still possible 
to set more dramatic moral options through the ADC model 
by simply increasing the stakes (from low to high) of all 
components. Nevertheless, given the underestimated impor-
tance of mundane situations, we left high-stakes scenarios 
for future studies.

Another significant improvement brought by the pro-
posed framework is the integration of the character point of 
view into the context of a traffic situation. Importantly, the 
ADC model incorporates the three main ethical pillars of 
moral philosophy: virtue ethics, deontological ethics, and 
utilitarianism, operationalized into relevant moral stimuli. 
This means that our experimental design, unlike studies 
based on the trolley paradigm, can include considerations 
of character contributing to moral judgment besides norms 
and consequences-based considerations. Character heuristic 
cues are based on driving style (reliable driving vs. weaving, 
or tendency to help vs. harm other traffic agents) and thus 
are well integrated with traffic action and not dependent on 
social prejudices.

Our proposed experimental design also has a simple and 
repeatable structure, apt to be applied for large-scale global 
investigation. This means that our setup, like the MME, can 
collect large quantities of data and obtain solid moral prefer-
ences necessary to avoid a methodological regression. Our 
data should also be comparable across different cultures, 
seeing as the developed virtual scenarios involve minimal 
language, apart from traffic signs, short written phrases, and 
small segments of voice acting that can be easily swapped 
between languages.17

Despite the highlighted features, our experimental pro-
posal has some identified limitations. The most significant 
one is that the subjects participating in the experiment are 
only observers and not agents. As a result, the collected pref-
erences are mere moral judgments and not decisions like the 
ones reported in studies using a virtual drive simulator (Süt-
feld et al. 2017; Faulhaber et al. 2019; Li et al. 2019; Grasso 
et al. 2020). Therefore, the goal of future studies will be to 
test whether people’s decisions in traffic respond to agency, 
deed, and consequences heuristic cues.

16 Amazon Mechanical Turk is a website that facilitates payment for 
completing surveys, and such samples have been shown to provide 
more reliable and representative data compared to student samples 
(Buhrmester et al. 2011).

17 An example of one of the contextual phrases provided is “Remy, I 
am moving out of my house tomorrow morning. Do you mind com-
ing over at 7:30 with your truck to help me out?”.
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Another limitation concerns the order of the moral stimuli, 
which is predetermined and fixed: first agency, then the deed, 
and eventually the consequences. A vignette in which a sub-
ject obtains such information in a semi-randomized order or 
almost simultaneously is closer to real life. This predictability 
in our design enables consistency, but ethical AVs will not have 
this luxury, so future experiments could look to find a way to 
manipulate component order.

Moreover, A- D- C-components carry different specific 
weights in real moral situations. Thus, the acceptability rating 
of the overall moral judgment we are probing likely depends 
heavily on the weight of the components. For example, a mali-
cious driver who intentionally harms pedestrians is a much 
stronger A− than a negligent driver; ignoring a red traffic light 
could be perceived as a higher D− than not respecting a stop 
sign. Perhaps, assigning a specific weight to the three compo-
nents could help make more fine-grained predictions about the 
interplay between components. While we are partially miti-
gating this concern by collecting itemized moral ratings for 
each aspect, we have no specific hypotheses about the aspects’ 
weights. Our current experimental design assumes that each 
component has a similar weight to avoid excessive complica-
tions at this early research stage.

In our proposed scenarios, a subject can clearly observe 
the actual consequences of the traffic action. Our experimen-
tal setting would be closer to reality if the consequences were 
uncertain and the subjects made judgments based on expected 
consequences or risk, which are arguably an important factor 
in the ethics of AVs (Geisslinger et al. 2021).

Finally, another identified limitation is that our study pro-
posal does not ask participants to express a preference between 
different AV policies; for example, between a scenario in which 
AVs coexist with human drivers and one in which only AVs 
are allowed. In other words, our study proposal focuses only 
on individual behaviors and not on system-level judgments 
(Borenstein et al. 2019; Dubljević et al. 2021).

7  Conclusion

AVs will probably bring more safety on the road by sig-
nificantly reducing human error. However, given the traffic 
unpredictability, it is impossible to expect that AVs will not 
be involved in collisions. Thus, self-driving cars will have to 
learn to make moral decisions before the public can trust them. 
Presupposing the importance of human moral psychology to 
inform AVs’ ethical settings, the MME attempted to understand 
people’s moral preferences by relying on trolley case-like sce-
narios. Nevertheless, the experimental design involved is unre-
alistically binary and lacks ecological validity. Other studies, 
while improving experimental realism, still rely on the trolley 
paradigm, failing to incorporate character considerations and 
mundane moral problems.

To address the highlighted issues, we proposed an origi-
nal experimental design based on the application of the 
ADC model of moral judgment. The developed traffic sce-
narios comprise heuristic cues about the driver’s character, 
her compliance or violation of traffic rules, and the conse-
quences brought by her action. Compared to the MME, the 
ecological validity of the study has advanced thanks to the 
use of a VR environment. Furthermore, the focus on low-
stakes moral scenarios fills an important gap in the literature 
on traffic judgments. All these elements combined together 
create a simple and repeatable structure suitable for collect-
ing a large quantity of data.

More work needs to be done to better understand human 
moral psychology in road traffic situations. Specifically, 
future studies should test whether A- D- C-components 
guide people’s decisions in traffic and not just their judg-
ment as observers. Further complications worth examining 
in future experiments concern the components’ weight and 
the outcomes’ uncertainty.
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