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Abstract
Robots that incorporate the function of apologizing have emerged in recent years. This paper examines the moral permissibil-
ity of making robots apologize. First, I characterize the nature of apology based on analyses conducted in multiple scholarly 
domains. Next, I present a prima facie argument that robot apologies are not permissible because they may harm human 
societies by inducing the misattribution of responsibility. Subsequently, I respond to a possible response to the prima facie 
objection based on the interpretation that attributing responsibility to a robot is analogous to having an attitude toward fiction. 
Then, I demonstrate that there are cases of robot apologies where the prima facie objection does not apply, by considering 
the following two points: (1) apology-related practices found in our human-to-human apologies, and (2) a difference in the 
degree of harm caused by robot failures and the resulting apologies. Finally, given the current norms governing our apology-
related practices, I argue that some instances of making robots apologize are permissible, and I propose conducting critical 
robotics research questioning the validity of such norms.
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1 � Introduction: Are robot apologies morally 
permissible?

Social robots and chatbots are increasingly being intro-
duced into human societies to communicate with human 
beings and form certain social (quasi-)relationships with 
them similar to human-to-human relationships. However, 
robot technology is still evolving and robots frequently fail 
to perform as expected, undermining human trust and dis-
advantageously affecting their human users. Furthermore, 
despite future advances in robot technology, the frequency 
of these incidents cannot be reduced to zero. Humans and 
robots are in a similar situation. We also frequently cause 
difficulties for others, injure them, and erode their trust. 
However, in most instances, human wrongdoers apologize 
and their recipients forgive them, so that they can recon-
cile. Trust is often labeled the “social bond,” but it is widely 
acknowledged that it is easily damaged. However, we can 
sustain our relationships because of trust-restoring means 
such as apologies. Apologies (and forgiveness) are crucial 

to repairing the fragile bonds that hold imperfect people 
together within societies. Can robots establish such a resil-
ient relationship with human beings? This question relates 
profoundly to whether a symbiotic human–machine society 
can be achieved.

It is doubtful that people will expect an existing robot 
to apologize when it does something wrong. For example, 
when “Tay,” a Microsoft-developed chatbot disseminated 
hate speech at the urging of a malicious user, Microsoft apol-
ogized but not Tay (Bright 2016). Some may also question 
whether robots can successfully apologize, even if an apol-
ogy function is built into them. For example, in an episode 
of Japanese comic artist Yamada Kyuri’s AI no Idenshi (The 
Gene of AI), a complainant chastised a humanoid assigned to 
handle a complaint, saying, “Don’t be a fool! No computer 
program’s apology cannot be sincere! A human being should 
come out here!” (Yamada 2016, pp. 109–110, my transla-
tion). The complainant’s caustic words are deemed perni-
ciously discriminatory in the context of this work in which 
humanoids have already acquired intelligence at par with 
human beings and are granted equal rights. However, in real-
ity, robots are not (yet) equipped with the capacities expected 
in this context (the ability to take responsibility for their 
behavior, as discussed later in the paper). Thus, the com-
plaint may be considered persuasive. Similarly, an episode 
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of Japanese comic artist Osamu Akimoto’s work Kochira 
Katsushika-ku Kameari Koen Mae Hashutsujo (This Is a 
Police Box in Front of Kameari Park in Katsushika Ward) 
also features a robot apology. In this episode, the protagonist 
Kankichi Ryotsu develops and exports various social robots. 
However, an accident causes the reception robots he has cre-
ated to behave erratically and begin laughing unexpectedly, 
and he receives complaints. At a press conference, Ryotsu 
makes a “Sorry Robot” apologize on his behalf. However, 
this tactic merely serves to incite public outrage. Ryotsu’s 
colleague Reiko describes Ryotsu’s attitude as “not at all 
sincere” (Akimoto 2015, p. 263, my translation). People in 
both works refuse to accept robot apologies.

However, attempts to implement an apology function in 
robots and demonstrate its effectiveness are underway in 
robotics. For example, Hiroshi Ishiguro and his colleagues 
(Uchida et  al. 2019) programmed the android Erika to 
say, “I’m sorry, I didn’t hear what you said, so please say 
it again” (ibid., p. 4) when it failed to recognize speech, 
in order to demonstrate that people would accept her apol-
ogy. Research findings in the domains of ergonomics and 
human–robot interaction (HRI) have demonstrated that robot 
apologies exert a trust-restoring effect (Lee et al. 2010; Rob-
inette et al. 2015; de Visser et al. 2018; Kim and Song 2021; 
Fratczak et al. 2021; Pompe et al. 2022) and also facilitate 
the avoidance of a dialog breakdown (Uchida et al. 2019). 
Humans have a proclivity to anthropomorphize robots and 
treat them as social agents. Thus, apologies from robots can 
enable them to smoothly interact with humans and build 
better robot–human relationships.1 If so, we can expect such 
apology functions increasingly embedded in robots as they 
are increasingly introduced into human societies.

The significance of the apologetic function in the social 
implementation of robots also vests in the avoidance of 
“emotional labor” (Hochschild 2012), which requires work-
ers to control their emotions and therefore severely exhausts 
them. Tasks such as complaint handling represent a type of 
emotional labor. Some authors (see, e.g., Kim 2017) advo-
cate delegating such labor to robots.

Thus, it seems that apologies by robots can be effec-
tive to some extent. However, is this eventuality desirable? 
Although virtually no existing ethics investigation has 
addressed the question of the desirability or permissibility of 
robot apologies,2 the idea of robots mimicking human behav-
ior has been questioned in robot ethics studies (Sparrow and 

Sparrow 2006; Turkle 2011; Calo 2012). Therefore, this 
paper considers whether it is morally permissible to make 
robots apologize. Should roboticists avoid implementing an 
apology function for robots?

I reference previous studies on the nature of apology in 
Sect. 2 to offer a preliminary analysis. In Sect. 3, I present 
a prima facie objection to robot apologies: they are mor-
ally impermissible because they cause a misattribution of 
responsibility and deliver harmful consequences. In Sect. 4, 
I investigate a possible response to the prima facie objection 
based on the interpretation that attributing responsibility to 
a robot is analogous to having an attitude toward fiction. 
My investigation reveals that the stated response cannot 
be justified. In Sect. 5, I use examples of apology-related 
practices in human societies to show that there are cases of 
robot apologies in which the prima facie objection does not 
apply, and I then attempt to clarify when a robot apology is 
permissible. As a preliminary conclusion, I argue that robot 
apologies are not always impermissible, even though there 
are situations in which they are unjustified. Finally, I empha-
size the importance of questioning social norms governing 
human apologies and propose the development of “critical 
robotics” to accomplish this goal.

Three points should be noted regarding the scope of the 
terms “robots” and “robot apology” addressed in this paper. 
To begin, this paper focuses on robots that have already 
been realized now or are on their way to being realized. In 
particular, I assume that, given the current state of technol-
ogy, robots cannot be held responsible for their behaviors (I 
detail the reasons for this assumption in Sect. 3). It is also 
assumed that robots cannot perform apology acts on their 
own at this point in technology. I do not deny the possibil-
ity that robots could acquire the ability to take responsi-
bility for their actions and act on their own volition in the 
distant future; however, these possibilities are not consid-
ered in this paper. Therefore, even though, for simplicity, 
the term “robot apology” is used, this paper focuses not on 
robots themselves apologizing, but rather on the actions of 
developers or operators to make robots apologize (or exhibit 
similar behavior). Second, this paper only considers autono-
mous robots and does not include instances where an opera-
tor apologizes via a teleoperated robot. It is reasonable to 
question the appropriateness of the indirect robot apology 
described in the teleoperator’s example; however, such an 
inquiry would necessitate considerations distinct from those 
applicable to autonomous robots. Third, among the issues 
involving robot apologies, this paper will primarily address 
the misattribution of responsibility and the adverse effects of 
such misattributions. Problems caused by robot appearances 
also exist (e.g., the problem of a robot resembling a real per-
son performing an act that the real person does not want to 

1  The expected effects of robot apologies include not only facilitat-
ing interaction and fostering good relationships (e.g., trust) but also 
promoting forgiveness. However, although robot apologies have been 
shown to restore trust, whether they have a forgiveness-promoting 
effect has not yet been empirically clarified.
2  As a rare exception, Borenstein, Howard, and Wagner (2017) point 
out that robot apologies may lead to overtrust in robots, as discussed 
below (Sect. 3).
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perform3), but are not addressed in this paper because such 
difficulties also necessitate different types of deliberation.

2 � A preliminary analysis of the nature 
of apology

In this section, I sketch out the nature of apology as a prel-
ude to discussing the moral permissibility of robot apolo-
gies. Apology have been studied in philosophy of language 
(e.g., Austin 1962; Searle 1969, 1979), moral and political 
philosophy (e.g., Gill 2000; Smith 2008; Cohen 2022), lin-
guistics (e.g., Brown and Levinson 1987), sociology (e.g., 
Goffman 1972; Tavuchis 1991), and psychology and psy-
chiatry (e.g., Lazare 2004). I present the findings from these 
literatures on the nature of apology.

Many scholars in the diverse domains mentioned above 
deem an apology to be a type of account. An “account” is 
defined as “a statement made by a social actor to explain 
unanticipated or untoward behavior” (Scott and Lyman 
1968, p. 46). Accounts are customarily classified into four 
types: (1) “apology,” (2) “excuse,” (3) “justification,” and (4) 
“denial” (Itoi et al. 1996). Each of these types is understood 
as follows:

(1)	 Apology: acknowledging that (a) one did the act in 
question, (b) the act was wrong, and (c) one is respon-
sible for the act.4 Example: “I did it. I’m sorry.”

(2)	 Excuse: not admitting (c) and claiming that one is not 
responsible for the act. Example: “I did it, but Mr. X 
told me to do so.”

(3)	 Justification: not admitting (b) and insisting that the act 
was right. Example: “I did indeed do it, but there is a 
good reason for it. That is…”

(4)	 Denial: not admitting (a) and claiming that he/she did 
not do the act. Example: “It wasn’t me. It was probably 
Mr. X.”

The three conditions (a), (b), and (c) noted in the for-
mulations are crucial elements of an apology, although not 
strictly essential. If any of these elements are missing, the 

account may be regarded as a type other than an apology.5 
Furthermore, other elements, such as the following, are often 
cited in addition to these three conditions as requirements 
for an apology.

(d)	 expressions of regret (see, e.g., Tavuchis 1991; Gill 
2000; Lazare 2004; Cohen 2022);

(e)	 expressions of sympathy or respect for the victim (see, 
e.g., Gill 2000);

(f)	 expressions of willingness or means for improvement 
(see, e.g., Gill 2000; Lazare 2004).

These elements do not have to be stated explicitly. Indeed, 
stating words is not necessary for apologizing (Cohen 2022). 
Therefore, the above elements remain commonplace in 
apologies rather than essential components of an apology. 
Furthermore, the presence of expressions commonly used in 
apologies in a statement does not necessarily imply that the 
statement is an apology. For example, statements like “I am 
sorry that you had a bad day” and “I am sorry that you are 
feeling unwell today” cannot be considered an apology, even 
though the phrase “I am sorry” is used. This is because such 
statements do not imply the speaker’s acceptance of respon-
sibility or genuine expression of regret, but rather express 
sympathy toward the listener. Therefore, apologies should 
be distinguished from these “quasi-apologies.”6

In offering an apology that incorporates the above ele-
ments, the apologizer aims to achieve forgiveness or 
reconciliation or restore trust or good human relations 
(e.g., Lazare 2004; Cohen 2022). These objectives denote 
the functions of an apology.

Apologies have gained prominence in human societies in 
recent years as it has become noticeable that politicians and 
other prominent figures frequently engage in a “non-apology 
apology” or “pseudo-apology” (Lazare 2004) that does not 
meet the requirements of an apology. Non-apology apologies 
commonly use expressions such as, “I am sorry if I hurt your 
feelings,” or “I apologize for the misunderstanding.” Such 
expressions reduce the wrongdoing to the victim’s percep-
tion of the situation and obscure whether or not the action 

3  An example of a controversial issue of robot apologies regarding 
its appearance is the 2015 exhibition in Shanghai, in which a robot 
that resembled Shinzo Abe, the prime minister of Japan at that time, 
performed a bowing gesture that mimicked an apology (Zeng 2015). 
Regardless of what Abe had said or done to China, it is suspected that 
having a robot apologize in this manner may be inappropriate.
4  This formulation modifies Itoi et  al. (1996). They define each 
account in terms of outcome. However, since there are cases in which 
an apology or any other type of account is required for reasons other 
than the outcome of the action (e.g., the intent of the action), I formu-
late each type of account here as being made concerning the wrong 
action (including not only overt actions but also inactions).

5  Some literature (e.g., Tavuchis 1991; Lazare 2004; Cohen 2022) 
lumps (a) and (b) together as an acknowledgment of the fact of one’s 
wrongful act or transgression.
6  I introduce a distinction between apology and quasi-apology based 
on the feedback from the reviewer. The reviewer also commented 
that Erica’s utterance “sorry, I didn’t hear that” is a quasi-apology. I 
disagree with this assertion. Since, as discussed by Uchida et al. (see 
SubSect. 3.3), the acknowledgment of responsibility is present in this 
statement, categorizing it in the same category as examples of quasi-
apologies such as “I am sorry that you had a bad day” is not appro-
priate. There may be cultural differences in the interpretation of this 
expression. For instance, in Japan, this expression clearly carries a 
nuance of apology distinct from simply requesting to repeat the utter-
ance, and most people would consider it as an apology.
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was truly wrong. Such phony apologies undermine trust and 
impede forgiveness and reconciliation; they are also morally 
repugnant because they obscure the individual’s responsibil-
ity for the wrongdoing.

According to speech act theory, speech acts such as 
apologies have “felicity conditions.” As one of them, Searle 
(1969) mentions “sincerity condition,” which specifies the 
psychological states required for successful speech acts. In 
the case of apology, it states, for example, that the speaker 
regrets the act. Some might consider this point to be strongly 
related to the discussions in this paper. Because current 
robots lack genuine psychological states such as regret, no 
apologies appear to meet the sincerity condition. This fact, 
however, does not resolve the issue at hand, because there 
are situations in which speech acts that do not meet some 
of the felicity conditions can be morally permissible (see 
Sect. 5). Note that “sincerity” used in speech act theory is 
not an ethical term despite its appearance.

3 � A Prima facie argument against robot 
apologies

Given the nature of the apology described in the previous 
section, the current section considers whether robot apolo-
gies are permissible. In the first subsection, I raise a prelimi-
nary objection arguing that robot apologies are not permis-
sible. In the following two subsections, I defend the two 
assumptions that underpin this objection: first, that robots 
cannot be held responsible for their behaviors in their cur-
rent state (SubSect. 3.2); second, that robot apologies cause 
people to misattribute responsibility to robots (SubSect. 3.3).

3.1 � The argument from the misattribution 
of responsibility

Prima facie, it is apparent that robots should not apologize. 
The argument for this view can be summarized as follows. 
The last section elucidated that an apology should involve 
acknowledging one’s responsibility. However, in their cur-
rent state, robots are unable to accept responsibility for their 
behaviors. As a result, robot apologies result in a misattribu-
tion of blame. More specifically, the human agents behind 
the robots (e.g., their developers or operators) or the organi-
zations to which they belong are in charge of the robot’s 
behaviors. However, robot apologies serve to obscure the 
responsibility of human agents and organizations. Further-
more, from a long-term perspective, the significance of true 
human apologies could diminish if robot apologies become 
frequent. Thus, robot apology appears to yield detrimen-
tal consequences. As a result, robot engineers should avoid 
implementing apology functions in robots (until they acquire 
the ability to assume moral responsibility).

This argument is based on the assumption that no human 
apologizes when a robot does. Logically, a robot apology 
does not presuppose the absence of a human apology. A 
human and a robot could apologize together. However, even 
in such cases, a misattribution of responsibility may occur, 
resulting in an apparent reduction in human responsibility. 
It is also possible for a human and robot apologize together 
so that no responsibility is misattributed. However, it is 
unclear why a robot would be involved in such a situation. 
Therefore, for simplicity, I consider robot apologies in the 
remainder of this paper to be instances in which no human 
being apologizes.

The proceeding argument assumes that current robots 
cannot be held responsible for their behaviors, and that robot 
apologies result in the (mis)attribution of responsibility to 
robots. The next two subsections will, respectively, confirm 
the plausibility of these two presuppositions.

3.2 � Absence of responsibility in present robots

That robots in their current state cannot be responsible for 
their behavior is a view with which most philosophers agree 
(Noorman 2020).7 In Strawson’s well known view, an indi-
vidual must be engaged in an “interpersonal” relationship to 
be deemed a responsible agent (Strawson 1962). Few would 
argue that current robots like Erica (an apology android at 
Ishiguro’s laboratory) qualify as persons. Alternatively, the 
traditional understanding of moral responsibility consid-
ers the ability to control one’s behavior and knowledge of 
one’s behavior to be the prerequisites for being a responsible 
agent (e.g., Campbell 2011). It is debatable whether a robot 
that simply executes a program can be said to control its 
behavior based on its intent. Similarly, it is unlikely that it 
has the (intrinsic) intentionality required for mental states 
such as intention and knowledge (e.g., Johnson 2006). It is 
also argued that assigning moral responsibility to robots is 
unworkable because robots cannot suffer and thus cannot be 
punished (see, e.g., Sparrow 2007).

Recently, scholars in the field of AI or robot ethics have 
been debating the moral agency of AI or robots. However, 
few have argued that an artifact such as a robot can be 
held morally responsible in and of itself. It is assumed in 
deliberations on robot ethics involving accidents featuring 
self-driving cars and killings by autonomous weapons that 
robots cannot be held responsible for these events. The ques-
tion of who should be held responsible (humans, the entire 
human–robot system, or no one?) is raised in such debates 

7  There surely are those who hold that humans and robots are not 
responsible. For example, those who adopt the hard determinism of 
free will may argue that responsibility is only an illusion, even in the 
case of humans, and that even humans should not apologize. This 
paper excludes from consideration those positions that reject outright 
the socially accepted practice of apology.
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(see below). Sparrow (2007), for example, was opposed to 
the development of autonomous weapons because robots 
cannot take moral responsibility. Some argue in robot eth-
ics that robots can, in principle, assume moral responsibility, 
but they all agree that robots currently lack the necessary 
capabilities to do so. Dennett (1997), for example, acknowl-
edged that robots must have higher-order intentionality 
(meta-level beliefs and desires about one’s own beliefs and 
desires) in order to be held morally responsible. According 
to his theory, future AI systems such as HAL in 2001: A 
Space Odyssey could acquire this ability; however, the cur-
rent AI systems do not yet have it.

Some emerging authors in philosophy of technology have 
advocated a revision of moral agency. However, even these 
researchers do not believe that robots can be held responsible 
for their actions. For example, Floridi and Sanders (2004) 
have argued that human agents such as robots can be moral 
agents, but they have denied the link between moral agency 
and moral responsibility and avoid claiming that robots can 
be held morally responsible for their actions.8

Thus, the assumption that robots in their current state can-
not be held responsible for their behavior is uncontroversial. 
However, some might deny the assumption that the human 
agents behind the robots (e.g., their developers or operators) 
are responsible for robot behaviors. Many philosophers of 
technology argue (e.g., Matthias 2004; Danaher 2016) that 
as machines gain autonomy, a “responsibility gap” (Matthias 
2004) emerges because no one can fully control their opera-
tions, making it difficult to assign responsibility to specific 
human individuals. Furthermore, it is argued that there is the 
“problem of many hands”: when it comes to technologies 
involving many people (“many hands”) and many things, 
identifying individuals responsible for the behaviors they 
have triggered can be difficult (e.g., Coeckelbergh 2020, ch. 
8). However, within the scope of this paper, robots (e.g., 
Erica) lack sufficient autonomy to create a responsibility 
gap. Furthermore, even when it is unclear which humans is 
to blame, it is considered more appropriate for the group or 
organization that includes the developers and operators to 
accept responsibility rather than attributing it to robots, as 
was the case with Microsoft and Tay. Holding entities inca-
pable of experiencing suffering responsible is meaningless, 
as I mentioned above in reference to Sparrow (2007).

3.3 � Misattribution of responsibility to robots

Let us now look at the assumption that robot apologies 
result in the (mis)attribution of responsibility to robots. 

HRI studies have found that people attribute responsibility 
to some machines, such as robots (though not as much as 
humans) (Kahn et al. 2012; Shank et al. 2019). According to 
Bigman et al. (2019), attribution of responsibility to robots 
is dependent on their situational awareness, intentionality, 
free will, human-likeliness, and the ability to cause harm. 
Importantly for this paper, people do not attribute respon-
sibility to robots of all kinds; rather, they evaluate a robot’s 
responsibility (or lack thereof) according to its behaviour. 
It is plausible that a robot’s behavior of apologizing in a 
situationally appropriate way encourages the tendency of 
people to attribute responsibility to it. Uchida et al.’s (2019) 
description of the case concerning Erica mentioned at the 
beginning of this article supports this conjecture. In their 
study, the apology function (along with blame) is executed 
to share responsibility for a dialogue breakdown between a 
robot (Erica) and its user. The robot first acknowledges its 
responsibility by apologizing, such as “I’m sorry,” to avoid 
discouraging the user from continuing the dialog when 
speech recognition fails. If the problem remains unresolved, 
the robot could proceed by saying, “What? I didn’t hear you. 
Can you speak more clearly?”; “What? Please speak louder 
and more plainly”; or “Aw … So what?” (ibid., p. 6) to make 
the user accept responsibility this time. The user’s willing-
ness to cooperate can be elicited by sharing responsibility 
and dialog breakdowns can be avoided. If Uchida et al.’s 
reflections are accurate, the robot’s apology prompts the 
user to attribute responsibility to it. Such a perception of the 
robot’s capability is based on naive moral psychology, which 
can be deemed incorrect in light of the philosophical argu-
ments presented in the previous subsection. In other words, 
the issue with robot apologies is that they cause misattribu-
tion of blame. For example, if a social robot makes apolo-
getic expressions like Tay, it could blur the responsibility of 
its creators and the organization to which they belong.

Consider the potentially harmful consequences of misat-
tribution of responsibility caused by robot apologies in 
greater detail. One potential disadvantage is that it would 
eliminate the opportunity for improvement. People who do 
not apologize and instead instruct a robot to do so fail to 
clarify their responsibility (both backward-looking respon-
sibility for past actions and forward-looking responsibility 
for future actions). This lack of acknowledgment can pre-
vent trust from being restored and stop true forgiveness or 
reconciliation from occurring. In this context, Borenstein 
et al. (2017) contemplate the issue of robot apologies in 
pediatric care. They stated that robot apologies were prob-
lematic because they could lead to people overestimating 
robot capabilities. For example, if a robot accidentally 
injures a child, the robot’s apology and promise of improve-
ment may lead the injured child to trust the robot even if no 
improvement occurs. Such overtrust in robots could have 

8  Verbeek (2011, 2014) criticizes the views on which responsibility 
is attributed solely to humans and argues that hybrid systems consist-
ing of robots and humans are responsible. It is unclear how the per-
missibility of robot apology is discussed under his view.
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serious consequences.9 Moreover, it could be argued that 
genuine apologies by humans would lose their significance 
in the long run if apologies were offered more frequently by 
robots. These possible consequences of the misattribution 
of responsibility could constitute a reason to oppose robot 
apologies.10

The above deliberation confirms the plausibility of the 
argument against robot apologies and its premises. Micro-
soft’s apology for Tay’s hate speech seems appropriate, 
given the contentions of this section. Discussions on social 
networking sites about this incident claim that Microsoft’s 
Tay team was negligent in failing to implement measures 
to ensure ethical behavior by the bot (e.g., Jeong 2016). 
Microsoft admitted on its official blog (Lee 2016) that the 
system was not adequately tested against vandalism. It was 
appropriate for Microsoft, rather than the bot, to apologize 
in order to clarify the company’s responsibility for these 
omissions.

4 � A possible objection to the prima facie 
argument: The fictional interpretation 
of robot apologies

In this section, I examine and argue against a possible 
response to the prima facie objection to robot apologies.

A possible (partial) justification for robot apologies is 
that human attitudes toward robots can be compared to their 
reactions to fiction. This point of view is rooted in the debate 
over deception in the development of social robots: devel-
oping robots that people tend to treat as emotional beings 
is regarded as problematic. This human proclivity is well 
known, as Reeves and Nass (1996) demonstrated in the field 
of human–computer interaction that people treat media (e.g., 

computers) as social agents similar to humans. More recent 
research in HRI has revealed that people

•	 are shy about changing clothes in front of robots (Bar-
tneck et al. 2010);

•	 keep secrets when asked by some robot to do so (Kahn 
et al. 2015);

•	 cheat less in front of robots (Hoffman et al. 2015);
•	 hesitate to turn off robots that beg for their lives (Horst-

mann et al. 2018).

At first glance, these findings point to the human miscon-
ception that robots have minds. Sparrow and his eponymous 
coauthor (Sparrow 2002; Sparrow and Sparrow 2006) argue 
that developing social robots that do not have minds but 
give the impression of having them is unethical because it 
deceives people.

However, those who question whether humans who 
interact with robots are deceived have criticized this view-
point. People frequently assert that robots are emotionless 
and lifeless when explicitly asked, despite the fact that they 
unknowingly and automatically treat robots as emotional 
beings (Sharkey and Sharkey 2006; Gray and Wegner 2012). 
Therefore, the following interpretation of human attitudes 
toward robots is suggested: people interact with robots 
through a “willing suspension of disbelief,” behaving as if 
robots encompass life and emotions, even though they know 
that robots lack emotion and life (Sharkey and Sharkey 2006; 
Duffy and Zawieska 2012).11

Suspension of disbelief was originally used to describe 
human reactions to fictional works. It would be absurd, for 
example, to be terrified by horrific depictions in fictional 
texts (or movies) if one simply acknowledged the depictions 
as unreal, and readers (or viewers) would be unable to enjoy 
such works as intended. Similarly, if we treat our interactions 
with robots as interchanges with emotionless machines, we 
will be unable to enjoy them (in fact, we would be acting 
ridiculously). Hence, users suspend their belief that robots 
are emotionless to avoid irrational or meaningless. Refer-
ring to this, Duffy and Zawieska (2012) state that “the very 
nature of human–robot social interaction is fictional rather 
than factual” (ibid., p. 489).12

9  The reviewer asked whether the problem could be resolved by 
equipping the robot with an error reporting system that, at the same 
time when the robot apologizes, also sends reports of the error back 
to the developers to ensure that errors are corrected. The reporting 
system can indeed be useful, but the real challenge lies in whether 
the corrections are actually made, which is something the listener 
cannot determine. There is a possibility that even if the error remains 
uncorrected, the listener might misunderstand that it is correct. At 
first glance, this might seem similar to situations where humans apol-
ogize, but in human apologies, at least a commitment to rectify the 
situation is usually made. Thus, the central role of an apology lies in 
acknowledging backward-looking responsibility for past actions and 
assuming forward-looking responsibility for future actions. The issue 
with robot apologies seems to stem precisely from the absence of this 
acceptance of forward-looking responsibility. Consequently, a report-
ing system does not constitute a sufficient solution to the problem.
10  I have examined the ethical issues of misattribution of responsibil-
ity here from a consequentialist perspective. Alternatively, one could 
argue that robot apologies should be avoided because they are decep-
tive, regardless of their consequences. I do not intend to dismiss the 
examination from a non-consequentialist perspective, but I am not 
convinced about this specific argument (see Sect. 5).

11  In aesthetics of fiction, the “suspension of disbelief” theory refers 
to the position that denies that the viewer believes the fictional object 
exists. In contrast, the theorists who advocate the “suspension of dis-
belief” interpretation with respect to social robots advocate this inter-
pretation to point out that the user does not believe that the robot has 
a mind or a life.
12  Rodogno (2016) thoroughly examines versions of the fictional 
interpretation to argue against Sparrow. Sweeney (2022) calls this 
interpretation the “fictional dualism model” and considers the debate 
over robot rights on this basis.
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Now, the point of the response being considered is that 
the suspension of disbelief attitude may be applied to the 
robot’s emotions and its responsibility. Let us apply this 
interpretation to robot apologies. In the case of Erica, even 
if people accepted her apology as an automatic and uncon-
scious reaction, they may not truly believe (as explicit and 
conscious judgment) that Erica is responsible. In such a situ-
ation, Erica’s apology does not result in a misattribution of 
responsibility.

Whether or not this interpretation is correct is an empiri-
cal question, and no conclusive evidence currently exists. 
However, as previously mentioned in SubSect. 3.3, studies 
of HRI have demonstrated that people explicitly attribute a 
certain level of responsibility to robots. A study of “mind 
perception” in social psychology (Gray et al. 2007) sup-
ports this view. It revealed that people perceive the mind 
through two aspects, experience and agency. These two fac-
ets encompass different judgment mechanisms: experience 
involves emotions, and agency entails responsibility-related 
ability (e.g., self-control and moral cognition). People are 
opposed to the idea of robots having experiences, but not 
to the idea of robots having agency. These empirical find-
ings demonstrate that the response based on a fictitious 
interpretation of the attribution of responsibility to robots is 
unfounded. This is not to say that the fictional interpretation 
does not apply to apology robots. Rather, my point is that 
when you accept an apology from a robot, even if you still 
maintain a fictional attitude toward the robot (especially in 
terms of its experiential aspect), you may still attribute some 
level of responsibility to the robot. As a result, defending 
robot apologies based on a fictional interpretation is difficult.

Moreover, the fictional interpretation of the attribution 
of responsibility to robots would not justify robot apologies 
in general even if it were correct. As scholars in the domain 
of media psychology have contended, fiction can also exert 
negative effects. For example, expressions of sex or vio-
lence in fictional works can influence real people’s adverse 
behaviors, such as promoting discrimination or violence. 
Therefore, certain expressions may be regarded as undesir-
able (Dill-Shackleford 2015), even if the government should 
not easily regulate them. Furthermore, robots risk having 
more negative effects than ordinary fictional works for two 
reasons.13 First, the relationship between humans and robots 
is not one of passively viewing predetermined content, as in 
the case of watching a movie. It involves actively engaging 
with and shaping content. Second, unlike characters in mov-
ies or video games, robots operate in the real world. Thus, 

the boundaries between reality and fiction may be blurred 
in attitudes toward robots compared to the appreciation of 
fictional works. Certainly, as Sweeney (2022) argues, it has 
not been established whether playing violent video games 
makes players more likely to commit real-life acts of vio-
lence. However, the above point (especially the second) 
gives us reason to be cautious in considering the impact of 
robot apologies on society. Therefore, we cannot conclude 
that robot apologies are not problematic, even if the fictional 
interpretation applies to people’s attitudes toward an apolo-
gizing robot. Even a robot apology perceived as some kind 
of fiction can adversely influence the behavior of real people.

The following is a summary of the discussion in this sec-
tion: It is doubtful that the fictional interpretation applies to 
human attitudes toward robot apologies. Moreover, even if 
it does, it does not always justify robot apologies.

5 � When is a robot’s apology permissible? 
Some complications for the prima facie 
argument

I indicated in Sects. 3 and 4 that robot apologies can lead 
to the misattribution of responsibility and that such misas-
criptions can exert a negative social impact. Then, must we 
always refrain from making robots apologize? For example, 
would every “I am sorry” utterance by a robot be impermis-
sible, including Erica’s response when her speech recogni-
tion fails? In this section, I argue against this blanket asser-
tion of impermissibility, denying the general applicability of 
the prima facie objection to robot apologies for two reasons. 
First, as in Erika’s case, there may be no serious wrongdo-
ing on the part of the human(s) behind the robot. Second, 
humans also often apologize in ways that involve a misat-
tribution of responsibility. Let us review these issues in turn.

First, there exist instances in which the human(s) behind 
the robot (e.g., the developer) is not gravely wrong. For 
example, Erika failed to recognize speech; her developer(s) 
and operator did not intentionally let her ignore another 
person’s speech or cause serious disadvantages to another 
individual. They only added to the aggravation of repeat-
ing utterances. Such a minor oversight does not require the 
developer(s) or operator to express regret. In this case, where 
the human error was minor, a robot apology could not be 
considered impermissible, even if it caused a misattribution 
of responsibility. This point becomes clearer when cases 
of positive misattribution of responsibility are considered. 
Responsibility is concerned not just with what is blamewor-
thy but also with what is praiseworthy. So, if a robot effec-
tively executes a dialog, must it not praise its performance? 
Such a robot’s self-praise could also represent a misattribu-
tion of responsibility, but it is no more harmful than a human 
being attributing his or her achievements to other human 

13  Regarding a discussion of the negative effects of social robots, 
Turkle (2011) argues that the deceptive relationship between humans 
and robots inhibits the establishment and maintenance of genuine 
relationships between humans. However, at present, there is not suf-
ficient empirical evidence for this view.



	 AI & SOCIETY

1 3

individuals. Thus, the misattribution of responsibility does 
not always pose a serious problem.

One could contend as a possible reply to the above argu-
ment that any act that leads to the misattribution of respon-
sibility is a kind of deception and is therefore always wrong, 
regardless of the degree of the lapse (see Note 10). Spar-
row and his co-author (Sparrow 2002; Sparrow and Spar-
row 2006) have similarly argued the unethicality of creating 
robots that do not have emotions but impart the illusion of 
them because it deceives people. Such a creation, according 
to these scholars, is wrong because it prevents people from 
fulfilling their obligation to accurately represent the world. 
An objection to this argument calls the assumption that peo-
ple are obligated to accurately represent the world into ques-
tion (e.g., Blackford 2012),14 and I believe the alleged obli-
gation is excessive. Misattribution of responsibility, while 
undesirable, may be permissible to some extent if it does 
not cause harm because this alleged obligation is frequently 
violated in human apologies, as I will discuss later.

Second, apologies are often made when no apology is 
necessary (i.e., the apologizer is not responsible) even in 
cases of human-to-human apology. In a recent example, 
Sara Takanashi, a member of Japan’s national ski jumping 
team at the Beijing Olympics, apologized when she was dis-
qualified for violating the ski suit regulations (Morse 2022). 
The question of whether she needed to apologize became a 
public one. Except for celebrities like her, people are rarely 
held accountable for the delivery of unnecessary apologies 
in similar situations. In recent years, businesses such as 
“apology agencies” have emerged to supply agents who are 
paid to apologize for acts for which the clients are respon-
sible (and the agents are not themselves responsible). Such 
examples support the argument that apologizing in situations 
where one does not need to apologize is not always prohib-
ited (even if it is undesirable). Concerns about responsibil-
ity misattribution can be directed at both robot and human 
apologies, and in the latter case, such misascriptions are 
not necessarily deemed problematic. When we consider the 
threat of robots entering our societies, we frequently demand 
of robots what we do not even ask of humans and we empha-
size that threat. In doing so, we demonstrate an unjust atti-
tude. This viewpoint questions the validity of the concern 
that genuine human apologies will lose their significance if 
robots apologize more frequently.

In what specific situations would a robot apology be 
permissible? The extent of the person behind the robot’s 

negligence or injustice is one factor suggested by the con-
siderations in this section. The point made in the previous 
section also indicates a second factor: how much the user 
in question believes that the robot is to blame. Borenstein, 
Howard, and Wagner (2017) added to the latter rationale 
by stating that avoiding robot apologies would be valid for 
special reasons, such as child education. Preschoolers may 
be unable to distinguish between fiction and reality, as evi-
denced by their frequent creation of imaginary friends; as a 
result, they may be more vulnerable to the negative effects 
of robot apologies.

The present article derives the following tentative conclu-
sions on the moral permissibility of robot apologies. Robot 
apologies (or, more precisely, people’s act of making robots 
apologize) should generally not be prohibited. Their permis-
sibility can only be determined case to case. In instances like 
Tay, a robot apology should be avoided due to the induced 
misattribution of responsibility for serious wrongdoing and 
the significant harm such misascriptions would cause. In 
other more common cases, such as Erika’s, robot apologies 
may be morally permissible because no serious wrongdo-
ing or significant harm would occur. Case-by-case determi-
nants could include how seriously people believe robots to 
be responsible and how much a robot apology affects human 
behavior.

6 � The robot that never apologizes: Toward 
critical robotics

In the previous section, I demonstrated that making a robot 
apologize is not always impermissible because there are 
cases where the misattribution of responsibility caused by 
robot apologies does not result in serious harm. In such 
cases, it is not fair to forbid a robot developer or operator 
from making her robot apologize for something for which it 
is not responsible, given human societies’ apology-related 
practices. However, a further question could be raised at this 
point: should we follow the practices of human societies, 
despite their flaws? On careful consideration, humans do 
not need to apologize when no serious harm has occurred. 
Human apologies are currently accepted in such situations, 
implying that human societies have largely admitted a norm 
demanding excessive responses to minor mistakes. The 
practice of evading responsibility for serious wrongdoing 
through non-apology apologies is also widespread in human 
societies as mentioned in Sect. 2, even though this custom 
is often highlighted as problematic. The protagonist Ryotsu 
comes up with the idea of having a robot apologize in his 
place at a press conference in the episode of the comic work 
Kochira Katsushika-ku Kameari Koen Mae Hashutsujo men-
tioned at the beginning of this article. He claims that such 
an action is acceptable because human apologies are also 

14  Another objection to Sparrow et  al.’s argument (e.g., Rodogno 
2016) is to argue, based on the fictional interpretation mentioned 
above (Sect.  4), that users of social robots are not necessarily 
deceived. But again, as discussed in Sect. 4, this argument does not 
apply to the issue at hand, since, in contrast to the small number of 
people who recognize emotions in robots, a relatively large number of 
people attribute a certain amount of responsibility to them.
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insincere and histrionic (Akimoto 2015, p. 254). His words 
are a scathing critique of human societies’ apology-related 
practices. Thus, applying the problematic apology-related 
practices prevalent in human societies directly to robots is 
not desirable. Robot apologies in cases where humans do 
not need to apologize perpetuate bad cultural practices. The 
risk of encouraging such malpractices is apparent, although 
empirical support has not yet been obtained. Given the stated 
consideration, robotics should not merely follow the apol-
ogy-related practices of human societies. Instead, they must 
be questioned.

Therefore, I propose a future direction for social robot-
ics that questions such practices. Okada’s (2012) “weak 
robot” is a model postulated in this direction. The “socia-
ble trash box” (STB) robot denotes an example of Okada’s 
weak robots (Yamaji et al. 2011): it cannot pick up the 
trash; instead, it locates the trash and tells others to pick 
it. STB cannot achieve its goals on its own; it must rely 
on the assistance of others. Through creating such a weak 
robot, Okada emphasized the importance of a relationship 
in which a human being and another human being (or an 
object) both encompass strengths and weaknesses and can 
mutually complement each other’s weaknesses while elic-
iting the strengths of each other. Okada is primarily con-
cerned with the principles of robot design, but his objectives 
also offer critical implications for human societies. In other 
words, weak robots question human practices of valuing the 
strength to do things alone.

Robotics has traditionally sought to do two things: first, 
develop technology that aids in improving human societies, 
and second, understand humans by building more or less 
human-like robots. In their efforts to develop useful tech-
nology, roboticists assume certain social values. However, 
Okada’s “weak robotics” also aims to question the values 
accepted by society while sharing the goal of improving 
society with traditional robotics. This purpose may be inter-
preted as a third goal in addition to the first two goals of 
traditional robotics. I dub this robotics direction “(socio-)
critical robotics.”15 In this paper’s context, I propose that 

robotics should question human societies’ apology-related 
practices in accordance with this direction.

What kind of robot could effectively question human 
societies’ apology-related practices? One idea is to build 
a robot that never apologizes in order to call into question 
the cultural norm of overreacting minor lapses. As I sug-
gested at this paper’s beginning, most robots are currently 
not equipped to apologize. However, the robot that never 
apologizes posited here is not simply a robot that cannot 
apologize. Rather, it chooses not to apologize even in situ-
ations that demand apologies according to the prevailing 
social norms. The robot must also act in such a way that 
people do not place too much trust in its abilities while dem-
onstrating the ability to choosing its action. The exact design 
of robots that behave in such a way and are acceptable to 
users remains unclear. Nonetheless, robotics should take the 
path of exploring such a design toward the realization of a 
symbiotic human–machine society.

Social robots frequently elicit specific moral issues 
because of the symbolic significance derived from their 
human-like appearances and behaviors. Because of such 
symbolic meanings, robots can also be used as tools to 
pose questions about the problematic practices of human 
societies.
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