
Vol.:(0123456789)1 3

AI & SOCIETY 
https://doi.org/10.1007/s00146-023-01699-w

OPEN FORUM

Application of artificial intelligence: risk perception and trust 
in the work context with different impact levels and task types

Uwe Klein1   · Jana Depping1 · Laura Wohlfahrt1 · Pantaleon Fassbender2

Received: 24 November 2022 / Accepted: 22 May 2023 
© The Author(s) 2023

Abstract
Following the studies of Araujo et al. (AI Soc 35:611–623, 2020) and Lee (Big Data Soc 5:1–16, 2018), this empirical 
study uses two scenario-based online experiments. The sample consists of 221 subjects from Germany, differing in both 
age and gender. The original studies are not replicated one-to-one. New scenarios are constructed as realistically as possible 
and focused on everyday work situations. They are based on the AI acceptance model of Scheuer (Grundlagen intelligenter 
KI-Assistenten und deren vertrauensvolle Nutzung. Springer, Wiesbaden, 2020) and are extended by individual descrip-
tive elements of AI systems in comparison to the original studies. The first online experiment examines decisions made 
by artificial intelligence with varying degrees of impact. In the high-impact scenario, applicants are automatically selected 
for a job and immediately received an employment contract. In the low-impact scenario, three applicants are automatically 
invited for another interview. In addition, the relationship between age and risk perception is investigated. The second online 
experiment tests subjects’ perceived trust in decisions made by artificial intelligence, either semi-automatically through 
the assistance of human experts or fully automatically in comparison. Two task types are distinguished. The task type that 
requires “human skills”—represented as a performance evaluation situation—and the task type that requires “mechanical 
skills”—represented as a work distribution situation. In addition, the extent of negative emotions in automated decisions is 
investigated. The results are related to the findings of Araujo et al. (AI Soc 35:611–623, 2020) and Lee (Big Data Soc 5:1–16, 
2018). Implications for further research activities and practical relevance are discussed.
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1  Introduction

Artificial intelligence is not a short-term trend that will flat-
ten out in the next few years. It is the future. Companies have 
realized that they can operate more cost-effectively, effi-
ciently, and productively using artificial intelligence (Kirk-
patrick 2019). In this context, decision-making processes are 
also increasingly being automated by artificial intelligence 
systems. Automated decision processes are being used in a 
variety of application contexts (e.g., Bickmore et al. 2016; 
Carey and Smith 2016; Dressel and Farid 2018, Graefe 
et al. 2018; Hodson 2014). Therefore, it is interesting to 

investigate how people perceive the use of AI in the enter-
prise, as AI will massively change working life. Araujo et al. 
(2020) explored this question in their study “In AI we trust? 
Perceptions about automated decision-making by artificial 
intelligence”. Among other things, they investigated peo-
ple’s risk perceptions about automated decision-making by 
artificial intelligence. The authors distinguished between dif-
ferent application areas: Media, Health, and Medicine. Two 
scenarios were developed for each of the three application 
areas. One for a high-impact level—high-impact scenario—
and one for a low-impact level—low-impact scenario—of 
automated decision-making by artificial intelligence. The 
subjects rated the different scenarios in terms of their per-
ception of associated risks. Within the high- and low-impact 
scenarios, the authors compared the risk perception results 
for the case where human experts made the decisions and for 
the case where the decisions were made by artificial intel-
ligence. Based on a Dutch sample, the authors reached the 
following conclusions, among others: The analysis of the 
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combined scenarios revealed no significant differences in 
risk perception for automated decisions made by artificial 
intelligence compared to decisions made by human experts 
in all three application domains. In all scenarios with a high-
impact level, automated decisions by artificial intelligence 
were perceived as less risky. No differences were found for 
low-impact scenarios. Furthermore, a positive correlation 
was found between the age of the subjects and the degree of 
perceived risk. The present study investigated people's risk 
perception of automated decisions by artificial intelligence 
in a high-impact scenario compared to a low-impact sce-
nario. The distinctive feature of this study was the presenta-
tion of scenarios in the form of two concrete case descrip-
tions from the work context, through which the two impact 
level characteristics were operationalized. It was investigated 
whether the results described by Araujo et al. (2020) also 
apply to newly constructed scenarios.

In studies of artificial intelligence designed to support 
decision-making processes, contradictory results have been 
obtained regarding human acceptance. Some studies have 
shown that people trust decisions made by artificial intel-
ligence more than decisions made by humans (Madhavan 
and Weigmann 2007). It has been shown that people trust 
their own opinions more than algorithmic decisions when 
they know that the algorithm has already made mistakes. 
The assumption here is that people discount the possibility 
that the algorithm is trainable in the first place and deny 
the algorithm the ability to learn (Dietvorst et al. 2015). 
According to Lee (2018), the reason for these different study 
results lies in the different contexts or tasks that require dif-
ferent capabilities. Basically, a distinction is made between 
“human” and “mechanical” skills.

The theoretical background of Lee’s (2018) experiment is 
based on the literature about human choices in the algorithm 
development process (Barocas and Selbst 2016; Sweeney 
2013), potential disparities between mathematical, compu-
tational definitions of fairness and social definitions of fair-
ness (Lee and Baykal 2017), and the mental models people 
use to comprehend algorithms in social media (Rader and 
Gray 2015). The credibility and quality of information can 
be influenced by attitudes toward the information source 
(Sundar and Nass 2001). Lee also draws on Waytz and Nor-
ton's (2014) findings that suggest humans perceive com-
puters and robots as having less emotional capability than 
humans. Based on these factors, Lee predicts that people 
will differentiate between tasks that require more “human” 
skills versus those that necessitate more “mechanical” skills. 
Lee (2018) found that there are differences in how artifi-
cial intelligence evaluates automated decision-making pro-
cesses for management decisions that require “human” or 
“mechanical” skills. An online experiment examined percep-
tions about algorithmic decisions in a management context. 
Subjects were presented with descriptions of management 

decisions that were related to real examples from the work 
context. These decisions were made either by a person or by 
an algorithm and were based on human (e.g., a new hire) or 
mechanical skills (e.g., a planning task). Subjects’ percep-
tions of fairness, trust, and emotional response were exam-
ined. A distinction was made between whether the decision 
was made by artificial intelligence, an algorithm, or a human 
(Lee 2018). Lee’s (2018) research found that decisions made 
by artificial intelligence were perceived as more unfair and 
less trustworthy, as well as perceived more negatively when 
the task was “human” (e.g., a new hire). “Mechanical” tasks 
(e.g., a planning task), on the other hand, were perceived as 
equally fair or equally trustworthy, regardless of whether 
the decisions in this context were made by algorithms or 
humans. This was also found by examining the emotional 
response to “mechanical” tasks.

The present paper’s contribution, in contrast to Lee’s 
work, is the innovative development of scenarios utilizing 
the AI acceptance model proposed by Scheuer (2020). The 
model concentrates on AI-related enhancements that aim 
to foster trust in the system, such as the intelligence level 
of the system, the reliability of its results, and its perceived 
transparency.

The primary purpose of the study is to test new scenarios 
with a similar experimental design compared to Lee (2018) 
and Araujo et al. (2020). The scenarios were newly con-
structed and adapted to the context of “Artificial Intelligence 
in the Workplace”. As we are primarily interested in the I/O-
psychological impact of AI, adaptation and further develop-
ment in one integrated step seem fitting due to the limited 
resources for this research project.

Hypotheses  Following the studies of Araujo et al. (2020) 
and Lee (2018), a methodologically focused replication 
study in combination with a change of domain was con-
ducted. For this purpose, new scenarios were constructed 
to test whether individual results of the two original studies 
could be replicated in other contexts or for other scenario 
descriptions. The scenarios contained real situations from 
everyday work or the work context in companies.

Based on the study by Araujo et al. (2020), two hypoth-
eses are tested in the specific context of an AI-based job 
application process.

H1: There is a difference in subjects’ risk perception of 
automated AI decisions that have a high-impact level com-
pared to automated AI decisions that have a low-impact 
level.

H2: There is a positive relationship between subjects' 
age and risk perception in automated decisions by artificial 
intelligence.

Based on Lee's (2018) study, three hypotheses are 
tested in the specific context of an AI-based performance 
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evaluation of employees and an AI-based assignment of 
work tasks.

H3: The level of trust in decisions made in a partially 
automated way with the support of human experts is higher 
when dealing with tasks that require “human” skills than 
in fully automated decisions made by artificial intelligence 
alone.

H4: The level of negative emotions does not differ toward 
decisions that are partially automated by the assistance of 
human experts, compared to fully automated decisions made 
by artificial intelligence, in accomplishing tasks that require 
“mechanical” skills.

H5: The degree of trust in decisions that are partially 
automated with the support of human experts differs when 
accomplishing tasks that require mechanical skills compared 
to fully automated decisions made by artificial intelligence 
alone.

2 � Methods

The study included two online experiments. Actual scenar-
ios were used because studies show that recorded human 
behavior in experiments based on scenarios can be equated 
with the behavior of real people (Woods et al. 2006). The 
scenarios are constructed as realistically as possible and con-
tain facts from everyday work. Scheuer’s (2020) AI accept-
ance model was used to develop the scenarios. The model 
considers two possible selection options for the perception 
of artificial intelligence. Artificial intelligence can be per-
ceived either as a person or from the perspective of emo-
tional involvement. For the former, theories from psychol-
ogy that include interpersonal acceptance (e.g., IPAT theory) 
are used. Since AI models are innovative technologies, it is 
believed that users will react emotionally. In this case, the 
IPAT theory would apply again. If the emotional involve-
ment in the AI system is low, it is assumed that theories 
of technology acceptance models apply. However, accord-
ing to Scheuer (2020), the focus is primarily on AI-specific 
extensions, as it is assumed that they control the accept-
ance of artificial intelligence regardless of the personality 
or technology perception of the AI system. The following 
influencing factors, which affect trust in AI systems, fall into 
this category: perceived intelligence level, result reliability, 
and transparency. The strongest impact can be measured in 

transparency. Result reliability also has a demonstrable influ-
ence on trust in AI systems. The perceived intelligence level 
ensures that basic trust in the functioning of AI systems is 
developed when a certain threshold is exceeded.

Based on the model, the scenarios used were expanded to 
include individual descriptive elements of AI systems com-
pared to the original studies. These descriptive elements 
influence trust in artificial intelligence systems (Scheuer 
2020) and include the described level of intelligence of the 
system, reliability of results, and perceived transparency. 
Subjects were told in the scenarios that the system was intel-
ligent, reliable, as well as transparent. The scenarios were 
deliberately formulated in the third person to eliminate or 
reduce the effect of social desirability in order to capture 
honest assessments by the subjects (Nisbett et al. 1973).

The scenarios were based on the studies by Lee (2018) 
as well as Araujo (2020) and were set in concrete work-
ing contexts through detailed descriptions. In selecting the 
scenarios, care was taken to formulate examples that were 
as close to everyday life as possible so that subjects could 
empathize with them.

The first online experiment examines people’s percep-
tion of risk in relation to automated decisions by artificial 
intelligence in a high-impact situation—high-impact sce-
nario—(experimental group) compared to a low-impact situ-
ation—low-impact scenario (control group) (Tables 1, 2). In 
addition to Araujo et al. (2020), the two scenarios were not 
placed in a context with automated decisions on the appli-
cation fields of media, health, and justice, but in relation to 
situations in the everyday work or work context of a com-
pany. In both scenarios, the identical application process of 
a fictitious company was described, which advertised jobs 
online in a recruiting portal due to restructuring. Subjects 
were instructed to think of themselves as applicants in this 
context. In both scenarios, automated decisions were made 
by artificial intelligence. In the high-impact scenario, the 
impact of the automated decision was to immediately send 
a job contract ready to be signed to suitable applicants. 
No human resources were used in this process. In the low-
impact scenario, the impact of the automated decision was 
to immediately invite suitable applicants for an interview. 
Again, no human resources were used. 

The second online experiment examined used two 
sub-experiments to investigate the perceived trust in 
decisions made by artificial intelligence systems in two 

Table 1   Overview of experiment 1

AI-based application process

Experimental Group—scenario high impact Control Group—scenario low impact

The most suitable applicant will immediately receive a completed 
employment contract

The three most suitable applicants will be invited directly for an 
interview after receipt of the applications
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sub-experiments, each depending on the nature of the task, 
which requires two different types of skill: “human skill” 
vs. “mechanical skill,” and depending on the extent to 
which decisions are automated: partially automated with 
the assistance of human experts vs. fully automated. In 
the scenarios described, decisions have a direct impact 
on employees. Experiment 2 in the current study, which 
distinguishes between “human skills” and “mechanical 
skills,” is consistent with Lee's (2018) operationalization. 
Lee employed a scheduling scenario in which an algorithm 
determined the work schedules of cafe baristas based on 
the projected number of customers (“mechanical skills”). 
In our study, we also used a scheduling scenario to assign 
employees to a new project, in which the algorithm deter-
mined which customer service employees had available 
capacity. To operationalize “human skills,” Lee utilized 
a work evaluation scenario featuring an algorithm that 
assessed the performance of call center employees. Simi-
larly, our study incorporated a work evaluation scenario 
in which the algorithm evaluated employee performance.

The first sub-experiment focused on the type of task 
that requires human skills. The “human skills” scenario 
presented describes a performance evaluation situation in 
a work context. In this scenario, the performance evalua-
tion of the employees of the last quarter is to be performed 
using a new software introduced in the company. For this 
purpose, data on the amount of work performed, the pace of 
work, compliance with quality specifications, adherence to 
deadlines, etc. are used. In the experimental group, perfor-
mance evaluation is partially automated by artificial intel-
ligence with control or intervention by a human expert if 
corresponding wrong decisions are evident. In the control 
group, performance evaluation is fully automated without 
intervention or control by a human expert (Tables 3, 4).

The second sub-experiment focused on the type of tasks 
that require mechanical skills. The “mechanical skills” 
scenario presented describes a work assignment situation 
in a work context. In this scenario, the company wants to 
increase its sales and is planning a new sales campaign. 
Employees are still needed for this new project and are to be 
assigned internally for this purpose. A new system software 

Table 2   Experiment 1—scenarios presented (variations in italics)

Experimental Group scenario high-impact Control Group scenario low-impact

Read the following scenario carefully. You will be asked questions 
about it below

Read the following scenario carefully. You will be asked questions 
about it below

Schneider and Co. KG has a number of positions to fill as part of 
a corporate restructuring. These have been advertised online on 
a recruiting portal. A number of applications have already been 
received. Now the company is checking which applicants are suit-
able for the respective positions. The selection is made with the 
help of new software that compares the job requirements with the 
applicants' profiles and evaluates them. In order not to lose any time, 
an employment contract is automatically created for the suitable 
applicant and sent to him or her by e-mail

Schneider and Co. KG has a number of positions to fill as part of a cor-
porate restructuring. These have been advertised online on a recruiting 
portal. A number of applications have already been received. Now the 
company is checking which applicants are suitable for the respective 
positions. The selection is made with the help of new software that 
compares the job requirements with the applicants' profiles and evalu-
ates them. Based on this data, the three most suitable applicants are 
invited for personal interviews, which form the basis for the decision 
to hire them

The system was tested before being deployed. It has been shown 
that the system works intelligently, provides reliable results and is 
transparent. The selected applicants are now informed online that 
they have been hired. They receive all important information as well 
as a detailed breakdown of why they were selected for the position. 
The relevant selection criteria can be viewed and understood by the 
applicants

The system was tested before being deployed. It has been shown that the 
system works intelligently, provides reliable results and is transparent. 
The selected applicants are now informed online about the invitation 
to the interview. They receive all important information as well as a 
detailed list of why they were invited to the interview. The relevant 
selection criteria can be viewed and understood by the applicants

Imagine you are an applicant at this company, and you have been 
informed about your recruitment through the new system

Imagine you are an applicant at this company, and you have been invited 
to a personal interview via the new system

On the following page, you will be asked questions about this situa-
tion. Please keep this scenario in mind

On the following page, you will be asked questions about this situation. 
Please keep this scenario in mind

Table 3   Overview of experiment 2/sub-experiment 1

Performance Assessment Scenario—human skills

Experimental Group—partially automatic Control Group fully—automatic

Performance evaluation by artificial intelligence with intervention or con-
trol by a human expert (artificial intelligence + human expert)

Performance evaluation without intervention or control by a human 
expert (artificial intelligence only)
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is to check which employees of the customer service depart-
ment have free capacities and can take over this task. In the 
experimental group, work assignment was fully automated 
by artificial intelligence, without any human expert interven-
tion or control. In the control group, work allocation was 
partially automated with the control or intervention of a 
human expert (Tables 5, 6).

2.1 � Sample

After cleaning the data, a total of 221 subjects from Ger-
many participated in the study. 140 subjects are female, 
80 subjects are male, and one subject reports his gender as 
diverse. The average age is 32 years, with the youngest sub-
ject being 18 years old and the oldest subject being 77 years 
old. When we categorize the age of the subjects, 40.3% of 
our sample is in the 18–25 age group. In the age group of 
26–35 years, the percentage is 29.4%, in the age group of 
36–45 years, 10.4%, and between 46 and 55 years, 13.6%. 
The last category includes all other age groups 56 years and 
older, representing 6.3% of our sample. People with different 
highest educational qualifications took part in the survey: 
“Hauptschulabschluss” 9%, “Realschulabschluss/Mittlere 
Reife” 8.1%, “Abitur/Fachabitur” 30.8%, “abgeschlossene 

Berufsausbildung” 20.4%, “Bachelor” 24.9%, “Master” 
7.7% and “Promotion” 0.9%.

2.2 � Procedure

In both online experiments, subjects were first presented 
with a definition of artificial intelligence (AI) and a defi-
nition of algorithm-based decision-making (ADM) before 
each scenario was presented to create a common understand-
ing of this concept. The following definitions were used:

Definition of Artificial Intelligence (AI): Artificial intelli-
gence is the generic term for applications in which machines 
perform human-like intelligence tasks such as learning, 
judgment, and problem-solving Machine learning technol-
ogy (ML)—a subset of artificial intelligence—teaches com-
puters to learn from data and experience and to perform 
tasks ever more effectively. Sophisticated algorithms can 
recognize patterns in unstructured data sets such as images, 
texts, or spoken language and make decisions independently 
based on these (source: news.sap.com/germany/2018/03/
was-ist-kuenstliche-intelligenz).

Definition of algorithm-based decision processes (ADM): 
Algorithm-based decision processes (ADM) are self-learn-
ing algorithms that control processes and make increasingly 
automated decisions (source: civey.com/pro/unsere-arbeit/

Table 4   Experiment 2/sub-experiment 1—scenarios presented (variations in italics)

Experimental Group—partially automatic Control Group—fully automatic

Read the following scenario carefully. You will be asked questions 
about it below

Read the following scenario carefully. You will be asked questions 
about it below

In the company “Business Styles AG”, a new system software was 
introduced 6 months ago that uses artificial intelligence to run work 
steps semi-automatically. Employees’ performance is to be evaluated 
for the last quarter using the new system, which makes appropriate 
decisions semi-automatically. These assessments will be cross-
checked again by an experienced manager and corrected or adjusted 
if necessary. The new system uses data on the amount of work done, 
the pace of work, compliance with quality specifications, adherence 
to deadlines, etc., for employee performance appraisals. The system 
was tested before it was implemented. It has been shown to work 
intelligently, provide reliable results, and be transparent. The relevant 
assessments can be viewed and understood by employees. The evalu-
ation criteria used are known to the employees

In the company “Business Styles AG”, a new system software was 
introduced 6 months ago that uses artificial intelligence to run work 
steps fully automated. Employees’ performance is to be evaluated for 
the last quarter using the new system, which makes appropriate deci-
sions semi-automatically. These assessments will be adopted 1:1 and 
not cross-checked by a manager or corrected or adjusted if necessary. 
The new system uses data on the amount of work done, the pace of 
work, compliance with quality specifications, adherence to deadlines, 
etc., for employee performance appraisals. The system was tested 
before it was implemented. It has been shown to work intelligently, 
provide reliable results, and be transparent. The relevant assessments 
can be viewed and understood by employees. The evaluation criteria 
used are known to the employees

On the following page, you will be asked questions about this situa-
tion. Please keep this scenario in mind

On the following page, you will be asked questions about this situation. 
Please keep this scenario in mind

Table 5   Overview experiment 2/sub-experiment 2

Work Assignment Scenario—mechanical skills

Experimental Group—fully automatic Control Group—partially automatic

Work assignment (planning of sales actions) without intervention or 
control of a human expert (artificial intelligence only)

Work assignment (planning of sales actions) by artificial intelligence 
with intervention or control by a human expert (artificial intelli-
gence + human expert)
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case-study/konsumgueter/verbraucherstudie-zu-automatisi-
erten-entscheidungsprozessen).

Subsequently, subjects were randomly assigned to the 
scenarios described above using the SoSci Survey program. 
For the two sub-experiments of the second online experi-
ment, after the initial assignment to experimental and control 
groups in the “mechanical skills” scenario, subjects were 
again randomly assigned to the experimental or control 
group in the “human skills” scenario. The different scenarios 
were considered independently.

After the presentation of each scenario in both experi-
ments, the respective independent variables were recorded. 
Finally, all participants were asked about their age, gender, 
and highest educational attainment.

While we opted to balance the need for a well-structured 
research approach with the constraints of staying close 
enough to existing empirical data, in hindsight, we might 
have been better off by controlling some of the variables 
from the very beginning instead of the post-hoc-approach 
that is present in our analyses.

2.3 � Measures

2.3.1 � Independent variables

In the first experiment, the degree of impact of the auto-
mated decision by artificial intelligence formed the inde-
pendent variable in the form of the two scenarios “high 
impact” vs. “low impact.”

In our study, the direct hiring of an applicant—creation 
and sending of an employment contract—by the algorithm 
was operationalized as high impact. The automated invi-
tation to interview 3 people, as a suggestion for possible 
new employees by the algorithm, was operationalized as 
low impact. This approach is consistent with Araujo et al. 
(2020), as the authors used far-reaching direct decisions by 
the algorithm as high impact and recommendations by the 
algorithm as low-impact scenarios.

For the second hypotheses, the age of the subjects was 
used as an additional independent variable.

In the second experiment, the level of automation was the 
independent variable in both sub-experiments in the two lev-
els “partially automated with the support of human experts” 
vs. “fully automated”.

2.3.2 � Dependent variables

The dependent variable of the first experiment is the sub-
jects’ perceived risk, which was assessed based on the 
scenario presented in each case. The Simplified Conjoint 
Expected Risk Model (SCER model) of Holtgrave and 
Weber (1993) was used to capture the perceived risk. The 
SCER model is based on the original CER model of Luce 
and Weber (1986), which uses objective information to 
evaluate financial gambles. The SCER model can also be 
used for other areas outside of financial risk perception 
assessment. Unlike the original CER model, in the simpli-
fied CER model individuals define the harms and benefits 

Table 6   Experiment 2/sub-experiment 2—scenarios presented (variations in italics)

Experimental Group—fully automatic Control group—partially automatic

Read the following scenario carefully. You will be asked questions 
about it below

Read the following scenario carefully. You will be asked questions 
about it below

The company “Domicile Enterprise” wants to increase its sales. The 
goal is to mobilize regular customers and attract new ones. A sales 
campaign is to be planned and implemented. For about half a year, 
the company has been using new system software, which, among 
other things, can fully automatically assign tasks to available and 
competent employees. The software checks which employees in the 
customer service department currently have free capacity to take on 
these tasks. These decisions are adopted 1:1 and are not cross-
checked or manually approved by a company expert. This ensures 
reliable results. The system was tested before it was deployed. It 
has been shown that the system works intelligently, delivers reliable 
results and is transparent. The selected employees are informed about 
the project online. They receive all the important information as well 
as a detailed breakdown of why they were selected for this task

The company “Domicile Enterprise” wants to increase its sales. The 
goal is to mobilize regular customers and attract new ones. A sales 
campaign is to be planned and implemented. For about half a year, 
the company has been using new system software, which, among 
other things, can semi-automatically assign tasks to available and 
competent employees. The software checks which employees in the 
customer service department currently have free capacity to take on 
these tasks. These decisions are cross-checked by a company expert 
and manually approved. This ensures reliable results. The system was 
tested before it was deployed. It has been shown that the system works 
intelligently, delivers reliable results and is transparent. The selected 
employees are informed about the project online. They receive all the 
important information as well as a detailed breakdown of why they 
were selected for this task

Imagine you are an employee of this company and you have been 
selected by the system for a task without prior personal consultation

Imagine you are an employee of this company and you have been 
selected by the system for a task without prior personal consultation

However, you are still busy in your current project with some activities 
that need to be completed in time

However, you are still busy in your current project with some activities 
that need to be completed in time

On the following page, you will be asked questions about this situa-
tion. Please keep this scenario in mind

On the following page, you will be asked questions about this situation. 
Please keep this scenario in mind
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of the activity and provide subjective assessments of the 
probabilities and expected magnitude of those harms and 
benefits. Survey participants were then presented with five 
items to rate the impact of the scenarios in terms of benefits, 
harms, neutrality, percentage rating (0–100), and magnitude 
of expected benefits and harms (scale 0 neutral to 100 abso-
lute positive/ negative). The magnitude of perceived risk-
R (X)-was measured according to the SCER model as an 
additive linear combination of these five items (Carlstrom 
et al. 2000).

The dependent variables in the second experiment rep-
resent the degree of trust as well as the degree of negative 
emotions in the decisions made.

The construct trust was measured using the “Question-
naire for Measuring Trust in Dealing with Automated 
Systems” by Poehler et al. (2016). This instrument was 
developed for German-speaking countries and can be 
used independently of the domain. The construct “trust” is 
measured with the help of six items. The scale name was 
adapted with regard to the research question and the sce-
nario descriptions. The logic remained unchanged, only the 
context of the scenario was considered. To illustrate this by 
way of example, the first item on trust (“The system offers 
security”) was replaced by the name “In my opinion, the new 
system software for creating performance appraisals offers 
employees security.” Poehler et al. (2016) statistically dem-
onstrated that this question instrument subjectively measures 
the construct of “trust” according to the criteria of objec-
tivity, reliability as well as validity. Internal consistency 
of α = 0.86 was demonstrated. Poehler et al. (2016) found 
predominantly a medium item difficulty in their instrument: 
the minimum is thus Pi = 0.48, and the maximum Pi = 0.83. 
For the trust scale, the discriminatory power values ranged 
from r = 0.14 (item: “I am confident in using the system”) to 
r = 0.85 (item: “The system is trustworthy”).

The extent of negative emotions was measured using 
the German version of the Modified Differential Emotions 
Scale (mDES) by Brandenburg and Backhaus (2015). With 
their instrument, Brandenburg et al. (2015) have made a 
successful contribution to the assessment of emotions in 
the relationship between humans and machines. The scale 
for capturing negative emotions has an internal consistency 
of α = 0.79 in the first measurement period, and a value 
of α = 0.89 was found in the second measurement. The 
cognitive component of emotions was measured by hav-
ing subjects rate a situation (scenario) within the experi-
ment. People react emotionally differently depending on 
whether an event was evaluated positively or negatively 
(Brosch et al. 2010). The questionnaire used consists of a 
total of 10 items to assess negative emotions. Participants 
are instructed to think about the past two hours and rate 
on a five-point scale how they felt during that time. The 
emotions are listed below. The scale ranges from “0 = not 

at all” to “4 = very much.” This five-point response scale 
was adopted for the present study. Brandenburg and Back-
haus (2015) combined several emotions into one scale. For 
example, “annoyed,” “irritated,” and “irritated” form one 
item. In the present study, the subjects were confronted with 
one emotion per item in order to exclude a possible misin-
terpretation on the part of the participants. The instructions 
to the subjects were also adapted to the scenarios. Subjects 
were asked how they would have felt as an employee of the 
company if they had been selected by the system for a task 
without prior personal consultation (experimental group) or 
with a prior personal consultation and review by an expert 
(control group), although they were still engaged in activi-
ties from a current project. Subjects were asked about the 
following negative emotions: “annoyed,” “irritated,” “suspi-
cious,” “depressed,” “unhappy,” “anxious,” “intimidated,” 
“stressed,” and “overwhelmed.”

3 � Results

Regarding the first hypothesis, no difference in subjects’ 
risk perception was found for automated decisions by artifi-
cial intelligence that have a high impact compared to auto-
mated decisions by artificial intelligence that have a low 
impact. The mean value of risk perception was M = 48.57 
for the experimental group with N = 110 and M = 70.21 for 
the control group with N = 111. The Mann–Whitney U test 
showed no significant difference between the magnitude 
of risk perception between the experimental and control 
groups, U = 5349.000, Z = − 1.591, p = 0.112. The distribu-
tions between the experimental and control groups are not 
different from each other (Kolmogorov–Smirnov p > 0.05) 
(Table 7).

With regard to the second hypothesis, no positive rela-
tionship was found between the age of the subjects and the 
perception of risk in relation to automated decision-making 
by artificial intelligence. The methodological approach of 
simple linear regression did not show linearity between the 
subjects' age and their risk perception. Because linearity 

Table 7   Results Mann–Whitney U test risk perception

a Group variable: experimental or control group

Total risk 
perception 
(RQ1)

Test statisticsa

 Mann–Whitney U test 5349.000
 Wilcoxon-W 11,454.000
 Z − 1.591
 Asymp. Sig. (2-sided) 0.112
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could not be demonstrated, four different methods of non-
linear regression were chosen: The use of linear estimated 
regression, a test for a quadratic effect, a combination of a 
linear term with a quadratic term, and a fourth test for a sinu-
soidal relationship. The linear estimated regression showed 
no significant effect (Table 8).

The other three analyses also showed no relationship 
between subject age and risk perception in relation to auto-
mated decision-making by artificial intelligence.

The analysis of the data collected with respect to the third 
hypothesis showed no difference in the accomplishment of 
tasks requiring “human” skills with respect to the level of 
trust in decisions made partially automated with the assis-
tance of human experts (experimental group) compared to 
fully automated decisions made by artificial intelligence 
alone (control group).

The mean value of perceived trust was M = 4.09 for the 
experimental group with N = 115 and M = 4.25 for the con-
trol group with N = 105. The Mann–Whitney U test showed 
no significant difference between the perceived trust of the 
experimental and control groups, U = 5791.500, Z = − 0.640, 
p = 0.523. The distributions between the experimental and 
control groups are not different from each other (Kolmogo-
rov–Smirnov p > 0.05) (Table 9).

„The original CER model includes (individual difference) 
parameterization by which gains and losses are raised to 
some power before the expected values of benefits and losses 
are calculated. Power parameters estimated from empirical 
data are often close in value to unity” (Holtgrave & Weber 
1993: 554). While the authors state that “the simpler SCER 
model assumes power parameters of unity which makes it 

linear” (ibidem 554), this assumption is not proven. Out of 
an abundance of caution, we applied non-parametric testing 
procedures. In contrast, Poehler et al. (2016) (155) report 
KMO-statistics (KMO = 0.78), indicating that the data com-
ply with normal-distribution assumptions expected as a pre-
requisite to carry out Factor Analyses.

With respect to the fourth hypothesis, no difference was 
found in the level of negative emotions toward fully auto-
mated decisions made by artificial intelligence alone (experi-
mental group) compared to semi-automated decisions made 
with the support of human experts (control group) when 
dealing with tasks requiring “mechanical” skills.

The mean value of perceived negative emotions 
was M = 3.11 for the experimental group with N = 110 
and M = 2.93 for the control group with N = 111. The 
Mann–Whitney U test showed no significant difference 
between the magnitude of negative emotions between the 
experimental and control groups, U = 5590.000, Z = − 1.084, 
p = 0.278. The distributions between the experimental and 
control groups are not different from each other (Kolmogo-
rov–Smirnov p > 0.05) (Table 10).

The data analysis with respect to the fifth hypothesis 
shows no difference in the accomplishment of tasks requir-
ing “mechanical” skills in terms of trust in decisions made 
fully automatically by artificial intelligence alone (experi-
mental group) compared to decisions made semi-automati-
cally with the assistance of human experts (control group). 
The mean value of perceived trust was M = 3.89 (SD = 1.09, 
n = 110) for the experimental group and M = 4.10 (SD = 1.09, 

Table 8   Results linear 
regression

a Dependent variable: total risk
b Influencing variables: (constant), age

ANOVAa

Model Sum of squares df Mean of squares F Sig

1 Regression 1.176 1 1.176 0.012 0.913b

Unstandardized 
residuals

21,428.531 217 98.749

Total 21,429.707 218

Table 9   Results Mann–Whitney U-Test trust

a Group variable: experimental or control group

Test statisticsa

Total trust (RQ3)

Mann–Whitney U test 5791.500
Wilcoxon-W 12,461.500
Z − 0.640
Asymp. Sig. (2-sided) 0.522

Table 10   Results Mann–Whitney U test negative emotions

a Group variable: experimental or control group

Test statisticsa

Total negative 
emotions (RQ4)

Mann–Whitney-U test 5590.000
Wilcoxon-W 11,806.000
Z − 1.084
Asymp. Sig. (2-sided) 0.278
Exact Sig. (2-sided) 0.279
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n = 111) for the control group. The t-test shows no significant 
difference between the two groups (t (219) = 1.42, p = 0.158) 
(Table 11).

4 � Discussion

In the present study, we aim for a replication that closely 
mirrors the rationale and statistical approach by Lee (2018). 
After a critical assessment of his design, we opted for a 
new domain with a focus on I/O psychology. Finally, we 
introduced a methodologically more rigorous approach to 
scenario design and testing, as suggested by Araujo et al. 
(2020).

We are very well aware of the added complexity and 
the methodological criticism that might be directed at Lee 
(2018) for his selection of (non-)parametric testing proce-
dures. Feeling stuck “between Scylla and Charybdis” of 
staying too close to his approach or possibly venturing too 
far out from Lee’s procedures, we stayed with his testing 
which clearly opens up our study to design challenges that 
are up to be solved by future researchers.

In contrast to Araujo et al. (2020), no difference in sub-
jects' risk perception was found for automated decisions by 
artificial intelligence that have a high impact compared to 
automated decisions by artificial intelligence that have a low 
impact. Also, in contrast to Araujo et al. (2020), no positive 
relationship was found between age and risk perception in 
automated decisions by artificial intelligence.

Compared to Lee's (2018) study, consistent results were 
obtained with respect to the task type that required mechani-
cal skills. Subjects equally trusted artificial intelligence 
decisions that were semi-automatic (with human expert 
intervention) and fully automatic (without human expert 
intervention). Also analogous to Lee (2018), the same level 
of negative emotion perception was observed for these two 
decision types. In contrast to Lee's (2018) study, no differ-
ence was found in perceived trust in decisions made by arti-
ficial intelligence that were partially automated (with human 
expert intervention) compared to fully automated decisions 
(without human expert intervention) with respect to the task 
type requiring human skill.

Different approaches at different levels are conceivable 
for explaining the different results of the two original stud-
ies. Similarly, limiting factors can be formulated for the 
present study.

At the scenario construction level, the first two studies by 
Araujo et al. (2020) and Lee (2018) did not provide further 
information about the artificial intelligence system/algo-
rithm that made decisions in different contexts. In the pre-
sent study, subjects were provided with further information 
about the AI system based on Scheuer's (2020) AI accept-
ance model. Large to moderate influences on AI acceptance Ta
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or trust were demonstrated for the AI-specific extensions. 
AI was presented in the same comprehensive manner in all 
scenarios. Transparency, reliability of results, and intelli-
gence level of the system were highlighted. According to 
Scheuer (2020), these aspects are essential elements related 
to the acceptance of artificial intelligence systems. The sce-
nario descriptions in Araujo et al. (2020) present individual 
decisions singularly without providing further contextual 
information. The contextualization in our study could be 
an explanation for the different results in risk perception 
of the subjects. Another possible explanation would be the 
different scope of application. The study by Araujo et al. 
(2020) examined the media, health, and justice domains. 
In the present work, an AI-based application process was 
used as a scenario from the everyday work or work context 
of a company. The difference not found with Lee (2018) 
in terms of perceived trust in decisions made by artificial 
intelligence in relation to the task type that required human 
skills could also be due to the scenario construction of the 
present study. In Lee's (2018) study, the decisions are made 
either by a human or by artificial intelligence. In the present 
study, the decisions within the scenarios were either partially 
automated with intervention or control by a human expert or 
fully automated by artificial intelligence. For the subjects, 
even the inclusion of AI appears to have an impact on deci-
sions that require human skill. This does not seem to be the 
case for task types requiring mechanical skills.

The different operationalization of the dependent vari-
ables represents another level.

Since our measures do not perfectly align with those of 
Araujo et al. (2020) and Lee (2018), and multiple constructs 
were measured using the same methods, there is a potential 
for method bias to influence our results.

To measure perceived risk, Araujo et al. (2020) used a 
total of five adapted items from Cox and Cox (2001). In 
the present study, the SCER model according to Holtgrave 
and Weber (1993) was used because it is particularly suit-
able for assessing technologies (Carlstrom et al. 2000). For 
further studies in the context of automated decision-making 
by artificial intelligence, it could be examined whether pos-
sibly also the psychometric model according to Slovic et al. 
(1986), or the hybrid model according to Holtgrave and 
Weber (1993) could be considered for this context.

Furthermore, the question remains whether the subjects 
perceived the trust in a generalized or situational way. Thus, 
no statement can be made about whether subjects included 
prior experience with AI technologies in the trust evalua-
tion or whether they merely evaluated the scenarios at hand 
(performance evaluation or work order) based on the data 
at hand in the description (Neumaier 2010). Logg (2017) 
has shown experimentally that people are more likely to 
trust algorithms than humans in certain situations. Indi-
viduals with above-average mathematical skills preferred 

algorithmic advice when objective decisions had to be 
made. It was found that this preference can be mitigated by 
overestimating oneself, providing an expert, and one’s own 
expertise.

The listed aspects lead to the conclusion that the research 
question about trust could not be conclusively clarified 
within the framework of this research design. It cannot be 
determined whether fully automated decisions (by artificial 
intelligence) or semi-automated decisions are trusted more. 
This is true regardless of the situation or context, i.e., for 
both the performance evaluation scenario (“human task”) 
and the work evaluation scenario (“mechanical task”).

The nature of the sample also represents a different level. 
The subjects of the study by Araujo et al. (2020) are Dutch. 
The sample of Lee (2018) consists of Americans. In the 
present study, individuals from Germany participated. Due 
to country-specific attitude differences, it cannot be excluded 
that different basic attitudes toward AI systems influence the 
results. Araujo et al. (2020) point out the different privacy 
policies of different countries and recommend comparative 
studies accordingly. Lee (2018) also points out the diversity 
of country-specific attitudes. The study by Neudert et al. 
(2020) provides a very good overview of country-specific 
differences in attitudes.

In both online experiments, subjects were first presented 
with a definition of artificial intelligence and a definition of 
algorithm-based decision processes prior to each scenario to 
establish a common understanding of these terms. However, 
no data were collected on the extent of individual knowledge 
and experience with artificial intelligence systems. There 
was no differentiation of subjects between laypersons and 
experts. Logg et al. (2019) have confirmed that laypeople 
are more likely to follow tips from algorithms than tips that 
come from a human person. For future studies, we recom-
mend collecting data on subjects' knowledge and experience 
of artificial intelligence systems.

When conducting online experiments, a number of con-
founding factors that affect the results cannot be excluded. 
The study uses scenarios. In a single-subject experiment, 
bias (confounding factors) cannot be adequately tested 
because subjects’ attitudes about a particular topic are col-
lected at a particular time. It is not possible to measure 
which variables influenced each other and how (Eifler 2014). 
It would be interesting to conduct a test in the laboratory 
excluding possible confounding factors. Subjects could be 
directly confronted with the AI technology and thus include 
the design features that are important for the development 
of technology trust and, for example, the performance of the 
AI system (Hoff and Bashir 2015).

Finally, it should be mentioned that the representativeness 
of the results is severely limited due to the self-selection of 
respondents in online surveys. To improve this, it would be 
necessary to draw samples from a suitable data pool.
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5 � Conclusion

Following the work of Araujo et al. (2020) and Lee (2018), 
the aim of the study was to develop new real facts from 
everyday work or the work context in companies and to 
compare the results on risk perception, trust and negative 
emotion perception with the already published results.

A key aspect seems to be the information about the AI 
system that is presented in the newly developed scenarios. 
Explicitly presenting information about a successful test 
of the system, resulting in AI that works intelligently, pro-
duces reliable results, and is transparent, could influence 
risk perception. This possible insight could be used for the 
design of human–AI interfaces, the design of AI systems 
themselves, and for further interaction conditions in the 
collaboration with AI systems.

Another aspect concerns the aspect of human control in 
tasks that require human skills. In this task cluster, already 
the reference to the human control function seems to influ-
ence the trust in artificial intelligence.

Further research activities could include experiments 
with additional scenarios. Likewise, from our point of 
view, the development of a “scenario taxonomy” would 
be interesting. This suggestion also applies to the develop-
ment of a “task taxonomy”. There is also a need for fur-
ther research on psychological constructs such as accept-
ance, fairness, etc. in connection with the use of artificial 
intelligence in everyday work or in the work context of 
companies.

Overall, the present study makes a further contribution 
with regard to the methodological research diversity as 
well as the everyday relevance of application scenarios in 
order to be able to describe, explain and shape the influ-
ence on people’s behavior and experience when working 
with artificial intelligence.
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