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Abstract
Before embarking on a discussion of the regulation of artificial intelligence (AI), it is first necessary to define the subject 
matter regulated. Defining artificial intelligence is a difficult endeavour, and many definitions have been proposed over the 
years. Although more than 70 years have passed since it was adopted, the most convincing definition is still nonetheless 
that proposed by Turing; in any case, it is important to be mindful of the risk of anthropomorphising artificial intelligence, 
which may arise in particular from its very definition. Once we have established the subject matter regulated, we must ask 
ourselves whether lawmakers should pursue an approach that seeks to regulate artificial intelligence as a whole, or whether 
by contrast they should regulate applications of artificial intelligence in specific sectors or individual areas. The proposal 
for a regulation on artificial intelligence published on 21 April 2021 implements the former approach whilst also pursuing 
geopolitical goals. After providing an initial overview of the notion of artificial intelligence, this article investigates the 
geopolitical context to the proposal for a regulation, and then goes on to illustrate the regulatory model embraced by the 
proposal as well as related critical aspects.
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1 � The subject matter regulated

Before embarking on a discussion of the regulation of arti-
ficial intelligence (AI), it is first necessary to define the sub-
ject matter regulated.

Defining artificial intelligence is a difficult endeavour, 
and in fact, many definitions have been proposed, above 
all during recent years when the issue has been a focus of 
general attention.1 It is sufficient to note, amongst the most 
recent, the definition contained in the Communication from 
the European Commission of 25 April 2018, according to 

which the expression “refers to systems that display intel-
ligent behaviour by analysing their environment and taking 
actions—with some degree of autonomy—to achieve spe-
cific goals”.2

However, although more than 70 years have passed since 
it was adopted, the most convincing definition is still none-
theless that proposed by Turing in a famous paper from 
1950: rather than defining what intelligence is, which is an 
extremely tall order, it is more appropriate to consider the 
outcome to a process. If a process is classified as intelligent 
when it is performed by a human being, then it can also be 
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1  The definition of artificial intelligence is also discussed amongst IT 
specialists (Gabrielli 2021; Rovatti 2021; Tomassini 2021).
2  European Commission (2018). A further definition is provided in 
the report of the Centre for European policy studies (Ceps) “Artifi-
cial Intelligence: Ethics, Governance and Policy Challenges” (Renda 
2019), presented at Assonime on 25 March 2019, which defines arti-
ficial intelligence as “the use of man-made techniques (Latin meaning 
of artificialis) to replicate the ability to ‘read inside’ reality”, p. 4.
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classified as intelligent when it is performed by a machine.3 
Thus, broadly speaking, according to Turing artificial intel-
ligence can be defined as the science of getting computers 
to do things that require intelligence when they are done by 
human beings.4

Considering a counterfactual approach, one can also 
avoid having to define artificial intelligence by using the 
method proposed by Floridi (2022), which is essentially “I 
know it when I see it”.

Article 3 of the proposal for a European regulation on 
artificial intelligence5 leans towards a descriptive definition, 
providing that an artificial intelligence system is: “software 
that is developed with one or more of the techniques and 
approaches listed in Annex I and can, for a given set of 
human-defined objectives, generate outputs such as content, 
predictions, recommendations, or decisions influencing the 
environments they interact with”.6

In any case, irrespective of the definition used, it is 
important to be mindful of the risk of anthropomorphising 
artificial intelligence, which may arise in particular from its 
very definition. In fact, the term “intelligence” has a condi-
tioning effect and induces us to think of an intelligent being.

In this case, a metaphor is used7: the artificial intelligence 
application behaves as if it were intelligent. However, one 
must be fully aware of both the benefits and the limits to the 
use of metaphors, in order to avoid metaphors supplanting 
reality in terms of their importance (Galgano 2010). If this 
were not done, usage of the term “intelligence” could implic-
itly presuppose a subjectivity in the artificial intelligence 
application, thereby surreptitiously conditioning from the 
outset any reasoning concerning legal subjectivity.

Thus, if an artificial intelligence is deemed to be intelli-
gent when it achieves results that human intelligence might 
have created, the subject matter regulated will evidently be 
extremely broad: any process could be regarded as being 
intelligent, and thus subject to regulation.

We must ask ourselves at this stage whether lawmakers 
should pursue an approach that seeks to regulate artificial 
intelligence as a whole, or whether by contrast they should 
regulate applications of artificial intelligence in specific sec-
tors or individual areas. The proposal for a European regula-
tion on artificial intelligence chose the former option, and 
in fact pursues a horizontal normative approach. The latter 
option by contrast has been endorsed by several interna-
tional organisations, which take the view that it would be 
preferable to regulate applications of artificial intelligence, 
or more specifically their effects, in specific areas.

The issue was broadly discussed at the “UNIDROIT-
UNCITRAL Joint Workshop on smart contracts, artificial 
intelligence and distributed ledger technology” held in Rome 
at the offices of the International Institute for the Unification 
of Private Law (Unidroit) on 6–7 May 2019. The objective 
of this workshop was to assess whether any normative action 
at international level was necessary in relation to smart con-
tracts, artificial intelligence and distributed ledger technol-
ogy, and if so what specific form that action should take.

It was concluded at the workshop that an optimal 
approach would be two-pronged: it would be “defensive” 
in seeking to adapt existing instruments in line with new 
technologies, whilst at the same time featuring a “proactive” 
aspect in creating a few simple rules to facilitate the devel-
opment of this technology in certain specific sectors. It also 
became apparent during the workshop that one of the few 
areas in which it would be desirable to put in place rules is 
that concerning liability for losses caused by artificial intel-
ligence applications.

Similar reasoning could be followed in relation to spe-
cific sectors other than contract law. These may include for 
instance: protection for personal data processed by artifi-
cial intelligence systems; applications within the healthcare 

3  This is the method used in the “Imitation Game” developed by 
Alan Turing, regarded as the founding father of computer science 
and artificial intelligence, to which the author dedicated the first sec-
tion of his “Computing Machinery and Intelligence” (1950). The test 
was devised by Turing with a view to establishing whether a machine 
was capable of thinking, i.e. capable of establishing linkages, com-
bining ideas and expressing them. The test is based on an assessment 
of a computer’s capacity to imitate human behaviour: if it is able 
to do so, it must be concluded that the machine is able to think in a 
manner that is equivalent to or in any case indistinguishable from a 
human being. According to Turing, it made no sense at all to ask “can 
machines think?”.
  The birth of artificial intelligence can be traced back to the Dart-
mouth Conference (Hanover, New Hampshire) in 1956. However, the 
proposal written by the conference organisers setting out the main 
issues in this research field, including neural nets, computability 
theory, creativity, and the generation and recognition of natural lan-
guage, dates back to 1955 (McCarthy et al. 1955).
4  Alan Turing stated as follows: “The idea behind digital comput-
ers may be explained by saying that these machines are intended to 
carry out any operations which could be done by a human computer” 
(1950, p. 436).
5  European Commission (2021a).
6  Annex 1 lists them as follows: “(a) Machine learning approaches, 
including supervised, unsupervised and reinforcement learning, 
using a wide variety of methods including deep learning; (b) Logic- 
and knowledge-based approaches, including knowledge representa-
tion, inductive (logic) programming, knowledge bases, inference 
and deductive engines, (symbolic) reasoning and expert systems; (c) 
statistical approaches, Bayesian estimation, search and optimization 
methods” (European Commission 2021a).

7  For a discussion on the issue of the metaphor as a cognitive instru-
ment also within the field of the law, see Finocchiaro (2000, 2013). 
On metaphors within jurisprudence in relation to digital matters, see 
Morelli and Pollicino (2020).
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sector; the usage of AI by the public administration, includ-
ing in particular the delicate issue of transparency in relation 
to the algorithm used when taking decisions; the administra-
tion of justice; criminal law; and copyright.8

The fundamental question underlying the choice in favour 
of one approach or the other concerns the purpose of regu-
lation: whether the aim is to set out new rules to regulate a 
new phenomenon or by contrast to limit normative action 
to the extent strictly necessary to resolve or remove legal 
obstacles to the usage of technology.

This dilemma, which has persistently arisen within the 
dialogue between the law and technology and has been 
resolved in different ways (Finocchiaro 2020), naturally also 
arises in this case.

However, the proposal for a European regulation was also 
adopted for geopolitical reasons, which will be discussed 
below.

2 � The geopolitical context

Within the proposal for a regulation on artificial intelligence, 
the EU chose a horizontal regulatory approach, despite the 
adoption by the European Parliament of certain resolutions 
on artificial intelligence in relation to specific issues, such 
as  ethical aspects,9 liability10 and copyright.11

According to the Explanatory Memorandum concern-
ing the proposal, “[i]t is in the Union interest to preserve 
the EU’s technological leadership” (European Commission 
2021a, p. 1). In actual fact however, the EU does not have 
any technological leadership in the field of artificial intel-
ligence, as it is not one of the largest global producers.12 On 
the contrary, as is clarified in the Memorandum, the goal 
is to “protect the Union’s digital sovereignty and leverage 
its tools and regulatory powers to shape global rules and 
standards” (European Commission 2021a, p. 7), which has 
been the stated objective of the President of the European 
Commission since she took up office.

Therefore, within the geopolitical context13 the European 
Union’s strategy is to present itself as a leader in the field of 
rulemaking and to ensure that the European model becomes 
a global standard and can be adopted within other parts of 
the world, the so-called “Brussels effect” (Bradford 2020).

The aim is not to compete with China and the United 
States in terms of technological production, but rather as 
regards rulemaking. The Memorandum sets out the goal 
of asserting European “digital sovereignty”, which has  an 
external aspect in being projected towards the other two 
global actors, as well as an internal effect on the European 
Member States. The aim is on the one hand to establish a 
new model and on the other hand to avoid fragmentation.

This once again confirms the strategic design of European 
lawmakers, the ultimate purpose of which, in this case, is to 
build a single European digital market, the normative struc-
ture of which is fundamentally expressed in four areas: first 
of all data protection, through Regulation (EU) 2016/679 
of the European Parliament and of the Council of 27 April 
2016 on the protection of natural persons with regard to 
the processing of personal data and on the free movement 
of such data (more commonly known as the “GDPR”) and 
the exploitation of data provided for under the Data Act,14 
the Data Governance Act15 and the proposal for a regula-
tion on the European Health Data Space16; second, digital 
services and the digital market, through the Digital Services 
Act17 and the Digital Markets Act18; third, as regards digital 
identity, through the review of the eIDAS Regulation from 
201419; and fourth, as regards artificial intelligence, through 
the proposal for a regulation.

8  On each of these issues, along with others, see Abriani and Schnei-
der (2021), Ruffolo (2020, 2021), Tampieri (2022).
9  European Parliament (2020a).
10  European Parliament (2020b).
11  European Parliament (2020c).
12  “According to a recent report by the European Investment Bank, 
there is an investment gap of 10 billion euros in the EU in the area 
of AI and blockchain technologies. 80% of global annual investments 
in these technologies are concentrated in the USA and China, whilst 
Europe invests only 7% of the total” (Serri 2021).

13  For a discussion of the main framework for the digital market, see 
Finocchiaro et al. (2022).
14  European Commission (2022a).
15  Regulation (EU) 2022/868 of the European Parliament and of the 
Council of 30 May 2022 on European data governance and amend-
ing Regulation (EU) 2018/1724 (Data Governance Act). OJ L 152, 
3.6.2022, pp. 1–44. EUR-Lex. https://​eur-​lex.​europa.​eu/​legal-​conte​nt/​
en/​TXT/?​uri=​CELEX:​32022​R0868. Accessed 14 December 2022.
16  European Commission (2022b).
17  Regulation (EU) 2022/2065 of the European Parliament and of the 
Council of 19 October 2022 on a Single Market for Digital Services 
and amending Directive 2000/31/EC (Digital Services Act). OJ L 
277, 27.10.2022, pp. 1–102. EUR-Lex. https://​eur-​lex.​europa.​eu/​eli/​
reg/​2022/​2065. Accessed 14 December 2022.
18  Regulation (EU) 2022/1925 of the European Parliament and of 
the Council of 14 September 2022 on contestable and fair markets in 
the digital sector and amending Directives (EU) 2019/1937 and (EU) 
2020/1828 (Digital Markets Act). OJ L 265, 12.10.2022, pp. 1–66. 
EUR-Lex. https://​eur-​lex.​europa.​eu/​eli/​reg/​2022/​1925/​oj. Accessed 14 
December 2022.
19  European Commission (2021b).

https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX:32022R0868
https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX:32022R0868
https://eur-lex.europa.eu/eli/reg/2022/2065
https://eur-lex.europa.eu/eli/reg/2022/2065
https://eur-lex.europa.eu/eli/reg/2022/1925/oj
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This framework safeguards not only fundamental rights20 
but also European “values”, a term that is cited a number of 
times within the proposal, stressing that the model elabo-
rated is not only normative but also cultural. The aim is to 
make it clear that it is not only legal rules that are at stake, 
but also the culture that those rules express.

The model adopted in the USA (duly simplified for the 
purposes of this summary) is a self-regulatory model based 
on antitrust law. The Chinese model on the other hand appears 
to be a dirigiste model based on State capitalism. China is 
certainly characterised by the fact that it has been increas-
ingly active in producing rules: in the field of data protec-
tion it is sufficient to recall the Personal Information Protec-
tion Law (PIPL) in force since 1 November 2021,21 the Data 
Security Law (DSL) in force since 1 September 202122 and 
the Cybersecurity Law (CSL) in force since 1 June 2017.23 
On the strategic side, the recent creation of the Shanghai 
Data Exchange (sde) also pursues the objective of creating 
a “Shanghai Model” for the sale of data. The ambition of the 
“Shanghai Model” is to resolve the problems that currently 
hamper the circulation of data and to present itself as a global 
reference model for eliminating risks associated with legal 
uncertainty.

Thus, as always, the regulatory proposal also pursues geo-
political objectives, in seeking to extend the scope of regula-
tion. Using a technique analogous to that used by Article 3 
of Regulation (EU) 2016/679,24 Article 2 provides that the 
Regulation applies to “providers placing on the market or 
putting into service AI systems in the Union, irrespective of 
whether those providers are established within the Union or 

in a third country”, as well as “users of AI systems located 
within the Union” and “providers and users of AI systems 
that are located in a third country, where the output produced 
by the system is used in the Union”.25

3 � The approach under European law

The approach taken under European law to the regulation 
of artificial intelligence is, as mentioned above, a hori-
zontal approach. The limit inherent within this approach 
is that, since norms are not intended to resolve specific 
problems or to fill specific gaps within the legal order, 
they must necessarily be applicable to any sector what-
soever, for instance throughout the healthcare and finan-
cial sectors alike. They are not, therefore, ad hoc rules 
adopted in order to resolve a particular problem or to 
remove legal obstacles, but rather general provisions set-
ting out an overall framework, a reference context within 
which artificial intelligence systems operate, both today 
and in the future.

The proposal for a regulation starts with a blank sheet 
of paper and sets out a method for dealing with problems 
that, considered in the abstract, any artificial intelligence 
application could create, and which European lawmakers 
intend to prevent. The dangers identified by the Council 
and the European Parliament, which are also cited in the 
Explanatory Memorandum on the proposal for a regula-
tion, led to calls to address “the opacity, complexity, bias, a 
certain degree of unpredictability and partially autonomous 
behaviour of certain AI systems” (European Commission 
2021a, p. 2).

The proposal for a regulation adopts a risk management 
model that is based on the classification of artificial intel-
ligence systems into three categories, depending upon the 
risks they entail: systems that create an unacceptable risk, 

20  The following rights enshrined in the Charter of Fundamental 
Rights of the European Union are expressly referred to: human dig-
nity (Article 1), respect for private and family life and protection of 
personal data (Articles 7 and 8), non-discrimination (Article 21) and 
equality between men and women (Article 23).
21  Personal Information Protection Law of the People’s Republic of 
China (2021).
22  Data Security Law of the People’s Republic of China (2021).
23  Cybersecurity Law of the People’s Republic of China (2016).
24  Article 3 of Regulation (EU) 2016/679 provides that: “This Regu-
lation applies to the processing of personal data in the context of the 
activities of an establishment of a controller or a processor in the 
Union, regardless of whether the processing takes place in the Union 
or not. This Regulation applies to the processing of personal data of 
data subjects who are in the Union by a controller or processor not 
established in the Union, where the processing activities are related 
to: (a) the offering of goods or services, irrespective of whether a 
payment of the data subject is required, to such data subjects in the 
Union; or (b) the monitoring of their behaviour as far as their behav-
iour takes place within the Union.” The geographical scope of Regu-
lation (EU) 2016/679 has been extensively discussed (Catanzariti 
2021; Czerniawski and De Hert 2016; Finocchiaro 2019; Reccia 
2018; Spangaro 2019).

25  This position is clearly enunciated also in recitals 10 and 11. In 
fact, according to recital 10: “In order to ensure a level playing 
field and an effective protection of rights and freedoms of individu-
als across the Union, the rules established by this Regulation should 
apply to providers of AI systems in a non-discriminatory manner, 
irrespective of whether they are established within the Union or in 
a third country, and to users of AI systems established within the 
Union”. Recital 11 on the other hand states that: “In light of their 
digital nature, certain AI systems should fall within the scope of this 
Regulation even when they are neither placed on the market, nor put 
into service, nor used in the Union […] To prevent the circumven-
tion of this Regulation and to ensure an effective protection of natu-
ral persons located in the Union, this Regulation should also apply 
to providers and users of AI systems that are established in a third 
country, to the extent the output produced by those systems is used in 
the Union […]” (European Commission 2021a).
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systems that create a high risk, systems that create a low or 
minimal risk (European Commission 2021a, p. 14).

First, systems that create an unacceptable risk are banned. 
These include “social scoring” systems and remote real-time 
biometric identification systems in areas accessible to the 
public.

On the other hand, low-risk AI systems are subject to vari-
ous transparency obligations, and the adoption of codes of 
conduct is encouraged. For example, where AI systems are 
designed to interact with real people, those people must be 
informed that they are interacting with an AI system. Simi-
larly, users of systems for identifying emotions or biometric 
classification systems must inform the natural persons affected 
by such systems about how they operate. Along the same 
lines, users of “deep fake” systems that generate or manipu-
late audio or video images or content with a high degree of 
resemblance to persons, objects, locations or other existing 
entities or events, and that have the potential to appear incor-
rectly authentic or accurate, must be informed that the content 
has been generated or manipulated artificially.

Finally, most of the proposal for a regulation sets out 
detailed provision concerning the obligations applicable 
to the usage of high-risk AI systems. In particular, it is 
stipulated that any such systems must be subject to an ex 
ante procedure for assessing their conformity, which will 
conclude with the award of the CE marking. This proce-
dure requires the implementation and maintenance of a 
risk management system as well as the adoption of various 
quality criteria for the datasets used for training, valida-
tion and testing. A decisive role will be performed by the 
technical standards drawn up by sectoral bodies, which 
European lawmakers have thus vested with considerable 
rule-making powers (Resta 2022; Veale and Zuiderveen 
Borgesius 2021).

In addition, high-risk AI systems must be designed 
and developed in such a way as to ensure traceable oper-
ation by the automatic registration of events throughout 
their lifecycle, which must be sufficiently transpar-
ent as to enable users to interpret output and to use it 
appropriately.

In addition, high-risk AI systems must be designed and 
developed using human–machine interface tools that enable 
them to be effectively overseen by natural persons with a 
view to preventing or minimising the risks to health, safety or 
fundamental rights. Finally, such systems must be designed 
and developed in such a way that they achieve, in the light 
of their intended purpose, an appropriate level of accuracy, 
robustness and cybersecurity throughout their lifecycle.

The proposal for a regulation also envisages a variety of 
other obligations, including retention of automatically gen-
erated logs and registration within the specific database in 
the European Union, where it is an independent high-risk 
system.

4 � Critical issues

It is envisaged that the proposal for a European regulation on 
artificial intelligence will attain the status of a global bench-
mark. It is the first26 normative act that aims to regulate the 
entire sector, whereas various projects are being pursued 
by international organisations in order to regulate specific 
applications of artificial intelligence,27 given that in many 
cases the only appropriate rule-making level is the interna-
tional level.

The model adopted by the European Commission is a 
model based on risk management, which starts with the clas-
sification of three possible classes of risk, and then goes 
on to specify the methods for containing the various risks 
associated with them: in the most serious cases, prohibit-
ing the systems; for high-risk systems, adopting a complex 
and detailed procedure for the ongoing management and 
monitoring of risks; and for lost-risk systems, providing for 
transparency obligations.

The European Union is certainly to be commended on 
having inquired into the problems raised by artificial intelli-
gence and for having attempted to intervene. However, some 
critical issues are unavoidable (Abriani and Schneider 2021; 
Floridi 2021; Resta 2022; Smuha et al. 2021; Tampieri 2022; 
Veale and Zuiderveen Borgesius 2021).

First, the system sketched out by the proposal for a regu-
lation appears to be quite inflexible. The classification of 
artificial intelligence systems into different types of risk will 
inevitably be subject to review, as provided for in the regula-
tion itself. New systems not yet contemplated under the pro-
posal will be developed, and new methods for implementing 
existing systems will be created, thus altering the risk level.

Of course, the proposal for a European regulation on artifi-
cial intelligence is not the first instrument in which European 
lawmakers have established a model based fundamentally on 
risk management. In fact, the most recent and most signifi-
cant instance of this has been the European regulation on the 
protection of natural persons with regard to the processing 
of personal data and on the free movement of such data (i.e. 
the GDPR), mentioned above. However, in this instrument 
the risk management system is subject to the principle of 

26  However, the US National AI Initiative Act became law on 1 Janu-
ary 2021 Floridi 2021).
27  unidroit is pursuing a project concerning “digital assets and pri-
vate law”. https://​www.​unidr​oit.​org/​work-​in-​progr​ess/​digit​al-​assets-​
and-​priva​te-​law/. Accessed 13 December 2022. The United Nations 
Commission on International Trade Law (uncitral) has launched a 
project concerning “the use of artificial intelligence and automation 
in contracting”. https://​uncit​ral.​un.​org/​en/​worki​ng_​groups/​4/​elect​
ronic_​comme​rce. Accessed 13 December 2022. The European Law 
Institute is drafting “Guiding Principles and Model Rules on Algo-
rithmic Contracts”. https://​www.​europ​eanla​winst​itute.​eu/​proje​cts-​
publi​catio​ns/​curre​nt-​proje​cts/​curre​nt-​proje​cts/​algor​ithmic-​contr​acts/. 
Accessed 13 December 2022.

https://www.unidroit.org/work-in-progress/digital-assets-and-private-law/
https://www.unidroit.org/work-in-progress/digital-assets-and-private-law/
https://uncitral.un.org/en/working_groups/4/electronic_commerce
https://uncitral.un.org/en/working_groups/4/electronic_commerce
https://www.europeanlawinstitute.eu/projects-publications/current-projects/current-projects/algorithmic-contracts/
https://www.europeanlawinstitute.eu/projects-publications/current-projects/current-projects/algorithmic-contracts/
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accountability, that is the principle whereby the controller 
must take appropriate action to give effect to the principles 
and provisions set out in the regulation taking account of 
the specific characteristics of the processing, and must dem-
onstrate that it has taken this action, thereby enabling the 
risk management model to be adapted continuously by the 
controller.

Accordingly, under the GDPR, the controller is the person 
who is obliged to manage and assess risks, whereas under 
the proposal for a European regulation it is the legislator 
that decides which systems are high-risk and how the risk 
that they create should be dealt with, based, moreover, on an 
extremely broad definition of artificial intelligence systems.

Thus, a first critical issue consists in the fact that artificial 
intelligence applications, including future applications, are and 
will be governed according to the perspective of today, with the 
result that the normative system is not sufficiently dynamic to 
adapt to future developments in artificial intelligence.

Second, it must be considered that a risk management 
model entails a considerable administrative burden: from the 
drafting of plans, certificates and notices to the production of 
documentation and markings, the cost of which is borne by 
companies regardless their respective sizes and the specific 
type of AI application at issue.

This mistake, i.e. using the same solution for very dif-
ferent subjects and areas of the law, has already been com-
mitted in other areas, for instance as regards specifically 
the law on data protection, which has in actual fact more 
recently been reconsidered with reference to the principle 
of accountability, thereby enabling the action that must be 
taken to be adjusted in line with the specific facts of each 
individual case.

The obligations laid down by European lawmakers will 
naturally have different effects depending upon the subjects 
at which they are directed. Large companies will presumably 
not have any particular problem in managing documentation, 
certification, marking and other requirements. On the other 
hand, small companies, and in particular start-ups, will be con-
fronted with considerable financial burdens as a result of the 
obligations provided for by European lawmakers. Inevitably, 
the burdens and costs associated with protection will differ 
depending upon the subject that is liable for them. There is, 
therefore, likely to be a high risk for small companies, start-ups 
and researchers, which are present in large numbers in this sec-
tor in Italy; the European legislation has left to Member States 
the task of establishing spaces for normative experimentation 
(sandboxes) and taking action to support SMEs.28

A second critical aspect is thus the adoption of a formal, 
onerous and undifferentiated approach.

However, from a substantive point of view, the most 
important question is whether the proposal for a regula-
tion provides a response to the dangers (from discrimina-
tion to partisanship) that resulted in its initial adoption and 
whether it adequately protects European rights and values, 
from human dignity to privacy, which it constantly invokes.

The protection provided by European lawmakers is a 
general and abstract form of protection and consists in the 
risk management model provided for under the regulation, 
along with the prohibitions included within it. No provi-
sion has been made for new instruments that people can use, 
either acting individually or organised collectively, in order 
to ensure that protection is more effective and swifter. Thus, 
the protection mechanisms will be largely those provided 
for under the GDPR, such as the right of access, the right to 
erase data and the right to data portability. In addition, the 
substantive principles applicable will be those provided for 
under Regulation (EU) 2016/679 on data protection: data 
quality, accuracy, minimisation, relevance, limitation of stor-
age, integrity and confidentiality.

Engagement with the more delicate substantive issue 
of the formulation of a new model for liability has been 
deferred. The issue was previously raised by the Commis-
sion, which proposed the potential creation of legal person-
ality for artificial intelligence applications.29 However, the 
proposal for a regulation only states that the provider of a 
high-risk AI system must guarantee that the system com-
plies with the requirements. The proposal for a “directive 
on adapting non-contractual civil liability rules to artificial 
intelligence” (AI Liability Directive) published on 28 Sep-
tember 202230 follows a minimum harmonisation approach, 
and is limited to harmonising only those fault-based liability 
rules that govern the burden of proof for persons claiming 
compensation for damage caused by AI systems.

To date, leaving aside its strategic value in geopolitical 
terms, which constitutes its real basis, the proposal for a 
European regulation essentially sets out an administra-
tive framework for the marketing of artificial intelligence 
products. The general framework will, therefore, have to be 
completed by technical rules and standards, which will take 
on fundamental importance and will be constantly updated.

On a substantive level, the proposal for a regulation is 
limited to prohibiting artificial intelligence systems that 
entail unacceptable risks, also referring—either implicitly or 
explicitly—to the general principles that now lie at the heart 
of European law of dignity, transparency and privacy, with-
out, however, stipulating specific arrangements to govern 

28  This risk did not appear to be mitigated even by Article 55(2) of 
the proposal, which requires that, “The specific interests and needs of 
the small-scale providers shall be taken into account when setting the 
fees for conformity assessment… reducing those fees proportionately 
to their size and market size” (European Commission 2021a).

29  European Parliament (2017).
30  European Commission (2022c).
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their application to artificial intelligence systems, or any new 
and more effective forms of protection for individuals.

If the European Union truly wishes to protect fundamental 
rights and European values, and indeed to turn them into 
global benchmarks, it cannot limit itself merely to provide for 
certification according to technical rules adopted by standard-
isation entities. If it wishes to assert European leadership on 
the global stage, it will have to go beyond an organizational 
and managerial approach and engage with the core, genuinely 
unresolved issues. Certain problems require solutions that 
are not merely formal and need to be dealt with resolutely 
in order to complete the regulation of artificial intelligence. 
These undoubtedly include, amongst others: the establish-
ment of a new general model for liability for losses caused 
by artificial intelligence applications that goes beyond the 
minimum harmonisation approach embraced in the proposal 
for a regulation and the proposal for a directive; the adop-
tion of new legal solutions to enable transfers of personal 
and non-personal data to artificial intelligence applications 
in a manner that fully respects fundamental rights; and the 
identification of new effective and rapid instruments for pro-
tecting against discrimination. This is a very wide-ranging 
commitment to substantive rights and the instruments for giv-
ing effect to them, which is required in order to complete the 
regulatory framework. At this point in time, only the Euro-
pean Union is able to engage with this challenge.
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