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Abstract
As more and more companies adopt artificial intelligence to increase the efficiency and effectiveness of their products and 
services, they expose themselves to ethical crises and potentially damaging public controversy associated with its use. 
Despite the prevalence of AI ethical problems, most companies are strategically unprepared to respond effectively to the 
public. This paper aims to advance our empirical understanding of company responses to AI ethical crises by focusing on 
the rise and fall of facial recognition technology. Specifically, through a comparative case study of how four big technology 
companies responded to public outcry over their facial recognition programs, we not only demonstrated the unfolding and 
consequences of public controversies over this new technology, but also identified and described four major types of company 
responses—Deflection, Improvement, Validation, and Pre-emption. These findings pave the way for future research on the 
management of controversial technology and the ethics of AI.
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1 Introduction

Artificial intelligence (AI) has been widely adopted in many 
areas in business and society, such as improving efficiency in 
manufacturing and scientific research, automating processes 
in the financial service sector, and augmenting human deci-
sion-making in medical and legal contexts. Yet this powerful 
technology is also embroiled in ethical failures, and several 
high-profile cases have been widely reported: Facebook, for 
example, was being widely scorned for sharing users’ data 
with Cambridge Analytica, a consultancy company that con-
ducted AI-based political campaigns; Google’s TensorFlow 
has been attacked by the public for helping the U.S. Defense 
Department analyze drone footage with AI (Holweg et al. 
2022). When an AI project openly violates social norms 
and values, it would provoke public controversy (Ouchchy 
et al. 2020); the ensuing controversy has not only the power 
to cause lasting damage to corporate reputation, but also 

potentially to spark regulatory reform that puts an end to 
such technology altogether (Hekkila 2021).

Many recent attempts have been made to develop theoret-
ical underpinnings on ethical use of AI technology and con-
sensus has been achieved on several ethical principles of AI, 
such as fairness, transparency, accountability and autonomy 
(e.g., Floridi and Cowls 2019; Choung et al. 2022). Recent 
initiatives have begun to translate these high-level princi-
ples into practice, such as the “human-in-the-lop” methods 
and ethics-based auditing protocol (e.g., Floridi et al. 2022; 
Morley et al. 2022). However, scholars so far have paid rela-
tively little attention to how companies respond to address 
the ethical issues of AI. Stahl et al. (2022) highlighted the 
importance of empirical studies of company responses in 
this field. Through case studies, they identified company 
responses within the organizations—organizational aware-
ness, technical approaches, human oversight, ethical train-
ing, and balancing competing goods—to mitigate the ethical 
risks of AI. Complementary to Stahl et al. (2022)’s study, 
this paper focus on company responses to the public outside 
the respective organization. Specifically, we examine how 
companies respond to AI ethical failures, which we define 
as the AI applications that have been deployed and caused 
public criticisms by violating social norms and values.

 * Yuni Wen 
 yuni.wen@sbs.ox.ac.uk

 Matthias Holweg 
 matthias.holweg@sbs.ox.ac.uk

1 Said Business School, University of Oxford, Oxford, UK

http://crossmark.crossref.org/dialog/?doi=10.1007/s00146-023-01648-7&domain=pdf
http://orcid.org/0000-0002-0604-6056


 AI & SOCIETY

1 3

Empirically, we focus on the case of facial recognition 
technology, which has seen a rapid rise in the last decade 
following major developments in deep neural networks 
applied to this problem (LeCun et al. 1989; LeCun and Ben-
gio 1995). Facial recognition technology uses biometric data 
from a still or moving image, or a real-time camera feed, to 
identify and verify individuals. As such, it has been widely 
applied in financial services, security, policing, and social 
media applications (Hamann and Smith 2019). The ethical 
failures related to facial recognition technology commonly 
relate to aspects of privacy with regards to image data used 
for training and prediction, bias with regards to discrimina-
tion against certain parts of the population, and safety with 
potential malicious use of the technology (Smith and Miller 
2022). The ethical debate about facial recognition reached 
its peak in May 2020, when the “Black Lives Matter” move-
ment led to widely voiced public concerns about biased 
treatment of the black population as the result of adopting 
facial recognition in law enforcement. Under this public 
pressure, most technology companies either stopped facial 
recognition projects entirely or issued promises not to sell 
facial recognition technology to law enforcement agencies 
(Heilweil 2020).

We study how leading companies respond to the ethi-
cal failure of facial recognition technology is the subject of 
our investigation. We conducted a comparative case study 
of four leading technology companies—Google, Microsoft, 
IBM and Amazon—that all faced public controversy over 
their respective use of facial recognition technology. We 
explore the nature of the ethical failures they were facing, 
as well as how they responded to the ensuing controversy. 
We found that these companies, though facing very similar 
criticisms at the same point in time, display very distinct 
reactions—ranging from an accommodative stance to a 
defensive one. We identified four types of organizational 
responses to AI ethical failure: pre-emption, validation, 
improvement and deflection. Based on these findings, we 
had attempted to elucidate the determinants of a company’s 
response to ethical AI failure, and propose three antecedents 
for further research.

2  Literature review

2.1  Technology failure and public controversy

Failure is generally understood as the state of not achiev-
ing a desirable objective (Merriam-Webster 2022), yet what 
is count as desirable varies by different groups and value 
systems (Akaka and Parry 2019). Failure in the context of 
technologies is “a product of judgement” (Appadurai and 
Alexander 2019: 1) and featured with “interpretive flexibil-
ity” (Bijker and Pinch 1987: 40). It means that technology 

failure is a matter of social contestation in which different 
stakeholders try to make their interpretation. For instance, 
by engineers’ criteria, failed technologies refer to those 
without the quality of workability, reliability and efficiency 
(Gooday 1998). From the point of view of shareholders, 
only the technology that obtains a big market share can be 
treated as success (Braun 1992). In the eye of customers, 
technology failure simply means misfit for their individual 
purposes or needs (Pye 1987). More recently, in the narra-
tives of entrepreneurs in Silicon Valley, technology failure 
is not an obstacle but a steppingstone on way to success 
(Appadurai and Alexander 2019).

Relatedly, technologies should be treated as a sociotech-
nical system, which consists of not only artifacts but also 
social practices, social arrangements, and social relation-
ships (Kline 1985; Tonkinwise 2016). Therefore, resistance 
to a new technology is affected by the wider society in which 
potential users are embedded (Slowlkowski and Jarratt 
2007). Failure can be the result of organizations or institu-
tions in denial (Easterling 2016). As Bruland (1995: 24) 
notes, the study of resistance to technology is about “inter-
action between the technology and its social context”. For 
example, a technology can fail at the organizational level, 
because technology development can be halted by cultural 
susceptibility to innovation, interdepartmental competition 
and lack of R&D input (e.g., Calantone et al. 1993; Souder 
and Sherman 1993; Schilling 1998). A new technology 
could also fail in the adoption/diffusion process when poten-
tial users may not know about the technology, or decide to 
reject the technology after being informed (Rogers 1962).

Social resistance to a new technology often takes the 
form of public controversies, a situation in which the public 
express their disagreement (Venturini 2010). Technology 
has become an increasingly important part of the “list of 
contestable issues” (Feenberg 1999: vii). Recent examples 
include the controversies over social media technologies due 
to their intrusion on privacy, and the malicious use of drones 
(Zwickle et al. 2019). The central message in this stream of 
research is that public controversies “are not simply colli-
sions between the public on one side and the scientists and/
or industry on the other”; instead, both the “public” and 
“industry” are heterogenous (Cambrosio and LImoges 1991: 
388). In line with this tradition, our study will not only seek 
to unpack the public controversies over the AI technology, 
but also understand the heterogeneity in the response from 
organizations affected.

2.2  The ethics of AI

The main thrust of the research into the ethics of technolo-
gies has technical in nature, first and foremost seeking to 
develop tools and techniques to assess and prevent ethical 
issues. Research into the question how companies make 
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ethical choices in developing and deploying these tech-
nologies, however, is nascent (Martin et al. 2019). The key 
insight of this emerging field is that technology is never 
value free, and it is the responsibility of technology firms 
to assess and address the ethical consequences of the tech-
nology in use. AI has not only increased the efficiency and 
effectiveness of many tasks, but also replaced parts (or all) 
of human decision-making (Dafoe 2018). Ethical issues are, 
thus, an inherent concern for any company developing and 
operating it. With the rapid development and ubiquitous use 
of AI systems, the focus has extended from AI functionality 
toward AI ethics (Raji et al. 2022), such as privacy vio-
lation (Mazurek and Małagocka 2019), biased prediction 
(Gebru 2020) and lack of explainability (Doran et al. 2017). 
As a result, it exposes organizations to ethical failure of 
AI, which we define as a situation where AI violates social 
norms and triggers public criticisms (Holweg et al. 2022). 
On this definition, we need to clarify two points. First, social 
norms of AI are phenomenologically constructed. In other 
words, ethical principles of AI are generated in response to 
a series of scandals in association with AI applications, such 
as Google’s TensorFlow, Uber’s autonomous vehicles and 
Amazon Rekognition. Second, to constitute an AI ethical 
failure, such norms of are violated in a way that it evokes 
wide criticisms in the public space, such as media, social 
media and policy debates. In other words, AI ethical failure 
is featured with certain level of salience and publicity.

In response, companies, research institutes, government 
bodies, and NGOs have largely focused on making high-
level ethical principles on the use of AI, such as the “Eth-
ics Guidelines for Trustworthy AI” issued by the European 
Union (2019) or Google’s (2018) statement entitled “Artifi-
cial Intelligence at Google: Our Principles”. While a pleth-
ora of ethical principles has been published, too numerous 
to review here, several common core principles for AI ethics 
are emerging: transparency, accountability, responsibility, 
fairness and autonomy (Floridi and Cowls 2019; Vakkuri 
et al.  2019; Khan et al. 2021).

Yet devising a list of high-level ethical principles per 
se is not immediately useful in practice: When it comes to 
specific cases, the principles are often coming into conflict 
with each other; different groups may interpret the prin-
ciples differently; and organizations may find the princi-
ples too vague to operationalize (Whittlestone et al. 2019; 
Arvan 2018). It has also been pointed out that AI ethics 
cannot exist in a company without a broader culture of 
ethics (Lauer 2021) and companies’ commitment to ethics 
conflicts with the industry commitments to meritocracy, 
technological solutionism, and market fundamentalism 
(Metcalf and Moss 2019). Therefore, there are many recent 
governance initiatives to translate the high-level principles 
into practices (Morley et al. 2022), such as the “human-
in-the-lop” methods that introduce human operators to 

intervene to prevent harmful impacts (Lin et al. 2020), eth-
ics-based auditing protocol (Floridi et al. 2022), and spe-
cific responsibility assignments to AI engineers (Rochel 
and Evéquoz 2021). Most of these governance initiatives 
are based on experimental, hypothetical ideas, however, 
and ethical considerations may be compromised when they 
clash with commercial incentives that value efficiency and 
profit (Mittelstadt 2019; Lauer 2021).

What is amiss still is empirical evidence that considers 
how organizations address AI issues in reality. Stahl et al. 
(2022) have taken an initiative in summarizing a set of 
mitigation strategies employed by AI companies from ten 
case studies. They have insightfully identified five com-
pany responses within the organizations to mitigate the 
ethical risks of AI, including organizational awareness, 
technical approaches, human oversight, ethical training, 
and balancing competing goods. However, they have not 
touched upon how companies respond to the public outside 
the organizations. This is a significant omission, given that 
there are an increasing number of public scandals with 
regards to the use of AI (Ouchchy et al. 2020) and such 
criticisms initiated by external stakeholders can cause 
long-lasting damage to corporate reputation (Holweg et al. 
2022). It is this gap that we seek to address by focusing on 
AI ethical failures—a special circumstance where the AI 
application has caught public attention and criticisms for 
violating social norms.

2.3  The ethics of facial recognition technology

Facial recognition is an AI-based technology to iden-
tify people by capturing the features of a face in a video 
or image and comparing it with an existing database of 
human faces. What is common to most facial recogni-
tion technology applications is the use of deep convolu-
tional neural networks, which results in a need for large 
and representative training datasets to achieve consistent, 
accurate, and unbiased predictions (Hamann and Smith 
2019). Over the last decade, this technology has expe-
rienced a booming growth based on advances in deep 
learning, while being marred by public controversy at the 
same time. It was found to generate biased predictions 
and violate privacy, and its application in policing caused 
concerns on a potential threat to democracy and freedom. 
In 2020, facial recognition run into a great setback when 
the European Commission proposed to ban the technol-
ogy in the public space (BBC 2020), and big tech com-
panies announced to stop selling the technology to the 
police (Heilweil 2020). Public outcry has since prompted 
companies to respond to mitigate reputation loss (Elsbach 
2003; Pfarrer et al. 2008).
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3  Research design and methodology

We conducted a comparative case study of companies 
engaged in facial recognition technology to analyze com-
pany responses to controversial AI technology. We selected 
four big technology companies—Amazon, Google, IBM and 
Microsoft1 that have been involved in developing, adopt-
ing and selling facial recognition technology as an impor-
tant part of their respective AI cloud platforms: Amazon 
AWS, Google Cloud, IBM Watson and Microsoft Azure. 
Their facial recognition projects have been widely reported 
and discussed on media. They all faced criticisms related 
to privacy violations, biased predictions, and/or malicious 
use of facial recognition. Despite facing very similar pub-
lic criticisms, the companies’ reactions were very different. 
In our study we explore and analyze the differences in the 
companies’ responses to public controversy over their facial 
recognition technologies.

As a first step, we examined the consequences of com-
panies’ responses. We compared the change in public senti-
ment and financial returns for each of the four companies 
before and after the major public outcry. To measure finan-
cial returns, we used abnormal stock returns measured dur-
ing the time of public outcry to capture investors' reactions 
to and perceptions of company responses (Feldman et al. 
2016; Zhang and Wiersema2009). We considered the weekly 
abnormal returns—the difference between actual returns and 
normal (or expected) returns on a given week—using an 
eight-week (− 4 weeks to + 4 weeks) event window, with 
the event (Day 0) being the earlies critical media report of 
the particular facial recognition program. The stock mar-
ket price data was provided by Yahoo Finance. To measure 
public sentiment, we adopted the Thomson Reuters Mar-
ketPsych Indices. MarketPsych generates sentiment scores 
of news articles for all the major firms in the world based 
on textual analysis that identifies the valence of references 
to a firm. The negative numbers reflect negative sentiment 
relative to similar firms, positive numbers reflect positive 
relative sentiment. Similarly, using abnormal return calcu-
lation, we analyzed sentiment scores for a focal firm in the 
four weeks before and after the public outcry. However, we 
only could identify short-term backlash variations from the 
mean for both aspects, yet no significant long-term effects 
could be isolated. The graphs of abnormal stock returns and 
sentiment scores are presented in Appendix 1.

We then proceeded to codify the company responses. As 
response strategies generally capture what firms “say and 

do” after criticism (Coombs 2007: 170), we collected our 
data from media reports and company documents. First, we 
obtained relevant media reports from two media databases: 
Google News, which focuses on online news, and Factiva, 
which is a collection of newspapers. We searched the key-
word “facial recognition” along with a company name in the 
two databases for the timeframe between 2010 and 2020. 
We further filtered those media reports by only including 
the ones that either covered public reactions or company 
responses to facial recognition and the ones from widely rec-
ognized media, such as Forbes, Medium, CNBC, and Reu-
ters. Second, we obtained these companies’ statements on 
facial recognition in their official websites, including com-
pany presentations, strategic announcements, public letters, 
and articles written by managers. To complement the data on 
the longitudinal aspects of company documents, we used an 
internet archive tool WayBack Machine to trace the deleted 
company statements on their websites. We collected 166 
relevant media reports and 48 company documents. Our data 
analysis followed an iterative process, which is “the process 
by which a researcher moves between induction and deduc-
tion practicing the constant comparative method” (Suddaby 
2006: 639), combining insights from process studies (Lang-
ley 1999) and cross-case comparison (Eisenhardt 1989). 
Our data analysis was specifically divided into two parts: 
first, we analyzed the activities and quotes from stakehold-
ers, including academics, civil organizations, governments 
departments and media comments, from which we identi-
fied what kind of public controversies emerged; second, we 
looked at the activities and quotes from the four companies, 
from which we summarized company responses. We then 
built a timeline for each case mapping out stakeholder and 
company actions (see Appendix 2).

We used axial coding to classify the first-order codes into 
more abstract aggregate dimensions. It involved cross-case 
analysis, identifying differences and similarities among reac-
tions from key stakeholders and responses from the four 
companies. In so doing, we combined a process-based logic 
within each case and a variance-based logic across the four 
cases. This variance in process analysis provides the basis 
for our findings. We presented our coding process in Fig. 1. 
As a conclusion of the process, we identified distinct types 
of company responses to controversial facial recognition 
technology deployment, as discussed in the next section.

4  Case findings

4.1  Amazon Rekognition

In November 2016, Rekognition was released as part of 
Amazon Web Service (AWS) to provide machine learning-
based vision capability to cloud customers (Amazon 2016). 

1 Apple and Facebook were also accused of similar issues with 
regard to their FRT, yet we excluded them because they only devel-
oped and deployed facial recognition for use within their own prod-
ucts, instead of selling it as a standalone technology.
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Rekognition was expected to help attract customers to dif-
ferent cloud platforms on AWS, increasing the both reve-
nues and keeping customers engaged for longer periods. In 
November 2017, Amazon announced a series of updates to 
Rekognition, including real-time face searches in an exist-
ing database (Amazon 2017). The newly developed function 
was believed to target primarily law enforcement agency 
customers.

In May 2018, the American Civil Liberties Union 
(ACLU) was first to publicize a report that Amazon was 
marketing Rekognition to Washington County for suspect 
identification. The ACLU criticized that Rekognition was 

a surveillance system which posed a potential threat to 
freedom and democracy (Dwoskin 2018). It was soon fol-
lowed by a public petition with 150,000 signatures and an 
employee protest within the company, demanding to stop the 
sale of facial recognition services to the U.S. government 
agencies (Vincent 2018).

In response, Amazon deflected blame to customers. The 
company insisted that the technology was not inherently 
intrusive but depended on how customers used it, stating:

“Our quality of life would be much worse today if we 
outlawed new technology because some people could 

Fig. 1  The coding process Examples of first order codes Second order themes                       Aggregate themes

Amazon insisted that the technology 
was not inherently intrusive but 
depended on how customers used it

Amazon laid out specific 
responsibilities for law enforcement 
agencies using facial recognition 

Amazon said that the bias problem 
pointed out by the MIT study is 
caused by misuse

Deflect blame to 
customers

Deflect blame to the 
police

Deflect blame to 
researchers

Amazon:

Deflection 
strategy

IBM built a software to detect bias in 
the algorithms of facial recognition

IBM released the “diversity in face” 
database to reduce bias 

IBM no longer allowed developers to 
access “Detect Face” tool from its public 
API

Improve the algorithm 

Improve the dataset

Restrict technology 
access

IBM:

Improvement
strategy 

Microsoft invited a third party to 
conduct ethics auditing

Microsoft called for government 
relations for facial recognition 

Microsoft alarmed that the problem of 
facial recognition is related to wider 
social welfare and human freedom

Involve stakeholders 
beyond the company

Resort to governments’ 
validation

Resort to auditors’ 
validation

Microsoft:

Validation 
strategy 

Google was the first to release the 
ethical principles of AI, which 
explicitly excludes the application of 
AI for weapons or surveillance

Google was the first to stop selling
facial recognition products

Google welcomed the five-year ban on 
facial recognition proposed by the EU

Clarify forbidden 
applications

Be the first to withdraw 
from facial recognition

Google:

Pre-emption
strategy 
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choose to abuse the technology. Imagine if customers 
couldn’t buy a computer because it was possible to 
use that computer for illegal purposes? Like any of 
our AWS services, we require our customers to comply 
with the law and be responsible when using Amazon.” 
(Lee 2018)

Like its competitors, Amazon Rekognition soon found 
itself involved in bias accusations. In July 2018, ACLU con-
ducted a test of Rekognition to recognize members of the 
US Congress and it incorrectly identified 28 members of 
Congress as criminals. Nearly 40 percent of Rekognition’s 
false matches in the test were of people of color, even though 
they make up only 20 percent of Congress (Snow 2018). 
In January 2019, the MIT study extended its investigation 
on commercial facial recognition programs to Amazon 
Rekognition. They found that Rekognition performed even 
worse in identifying the gender of female and darker-skinned 
faces than similar programs from IBM and Microsoft; in 
their study Rekognition was classifying the gender of dark-
skinned women 31.4 percentage points less accurate than 
that of light-skinned men (Singer 2018).

Amazon immediately attributed the bias problem to the 
misuse of technology by researchers. In a statement by Matt 
Wood (2019), general manager of artificial intelligence of 
AWS, he pointed out that the studies did not properly use 
Rekognition service and that Amazon had found no differ-
ences in error rates by gender and race when running similar 
tests. In a blog post, Michael Punke, Vice President of Ama-
zon’s Global Public Policy, reiterated this stance:

“New technology should not be banned or condemned 
because of its potential misuse. Instead, there should 
be open, honest, and earnest dialogue among all par-
ties involved to ensure that the technology is applied 
appropriately and is continuously enhanced.” (Punke 
2019)

Amazon emphasized the responsibility of law enforce-
ment agencies for the responsible use of facial recognition 
technology. It proposed guidelines for any law enforcement 
agency using facial recognition, suggesting law enforcement 
agencies ought to arrange human review to ensure no viola-
tion of civil rights by the facial recognition technology, to 
be transparent about how they use the technology, and to 
give notice when video surveillance was used (Punke 2019).

The pressure reached a peak in May 2019, when a group 
of Amazon shareholders put forth a proposal to prohibit 
sales of facial recognition technology to governments and 
study how it might threaten civil rights and people of color. 
The board of directors was recommending shareholders 
vote against the proposal, hailing facial recognition as “a 
powerful tool for business purposes, but just as importantly, 
for law enforcement and government agencies to catch 

criminals, prevent crime, and find missing people” (PHYS 
2019a). In the end, the proposal was voted down at the com-
pany’s annual shareholders meeting (PHYS 2019a).

Despite the mounting pressure, Amazon Web Service 
CEO Andy Jassy publicly defended the value of facial 
recognition for government use and claimed that Amazon 
would continue to sell the facial recognition technology to 
government customers. He further called for federal laws to 
limit the misuse of facial recognition software, and issued 
a policy that customers who misuse the technology will be 
barred from using the platform. He said that “(..) whether 
it's private-sector companies or our police forces, you have 
to be accountable for your actions and you have to be held 
responsible if you misuse it” (quoted in PHYS 2019b). Our 
analysis finds that after the series of public announcements 
in 2019, Amazon’s stock price remained stable, but its public 
sentiment suffered from a temporary decline.

However, the death of George Floyd in May 2020 and the 
consequent “Black Lives Matter” movement triggered a pub-
lic discussion on police abuse of facial recognition technol-
ogy. Unsurprisingly, Amazon declared its strong support for 
the movement. Amazon called for an end to “the inequitable 
and brutal treatment of black people” on Twitter and put a 
“Black Lives Matter” banner at the top of its home page. Jeff 
Bezos posted an email from a customer criticizing the BLM 
banner on Amazon’s home page, and said the emailer is the 
kind of customer he’s “happy to lose” (Paul 2020). But this 
statement was criticized as empty and hypocritical while 
the company was maintaining contracts with law enforce-
ment agencies. At this time, Amazon announced a one-year 
moratorium on police use of Rekognition, and a year later, 
the company decided to extend the ban indefinitely (Allyn 
2020).

4.2  IBM Watson’s facial recognition algorithm

IBM was known for AI technological breakthrough in 2011, 
when IBM Watson defeated two human champions in the 
quiz game show “Jeopardy!”. The company set out to use 
the promising technology to solve “society’s big problems” 
beyond the capability of other computers, such as health-
care and poverty (Markoff 2011). However, in the following 
years, the technological capability shown off in the TV show 
had not been turned into the expected set of commercial 
applications (Hesseldahl 2014).

In January 2018, a group of MIT researchers tested facial 
recognition algorithms from IBM and Microsoft and found 
both skin color and gender bias. They suggested that the 
algorithms’ error rates in determining the gender of light-
skinned men were never worse than 0.8 percent. For darker-
skinned women, however, the error rates of IBM ballooned 
to more than 34 percent, compared to 20 percent of Micro-
soft. This contrasts with an accuracy rate of more than 97 
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percent claimed by IBM about their facial recognition sys-
tem (Hardesty 2018).

IBM issued a proactive response to the MIT study. It not 
only acknowledged the virtue of the study but also promised 
to make technological improvement on both datasets and 
algorithms. Ruchir Puri, the chief architect of IBM’s Watson 
artificial-intelligence system, replied through media:

“This is an area where the data sets have a large influ-
ence on what happens to the model. We have a new 
model now that we brought out that is much more bal-
anced in terms of accuracy across the benchmark that 
Joy (researcher) was looking at. It has a half a million 
images with balanced types, and we have a different 
underlying neural network that is much more robust. 
It takes time for us to do these things. We’ve been 
working on this roughly eight to nine months… She 
was bringing up some very important points, and we 
should look at how our new work stands up to them.” 
(Hardesty 2018)

Since, IBM made a series of technological improvements 
in addressing the accuracy and bias problem; it also reached 
out to the researchers at MIT to figure out how to fix its 
bias problems. Five months later, IBM said that they had 
achieved a nearly tenfold decrease in error rate for facial 
analysis. To help improve the training of facial recognition 
and reduce bias in algorithms, IBM announced a plan to 
make the largest facial attribute and identity training set in 
the world, with more than a million images, and the dataset 
would be equally distributed across skin tones, genders, and 
age (IBM 2018). In September, IBM launched a software to 
analyze how and why algorithms make decisions, as well as 
to detect bias and recommend changes. In the meantime, a 
technical workshop was held by IBM Research in collabora-
tion with the University of Maryland to identify and reduce 
bias in facial analysis (Burt 2018). In January 2019, IBM 
fulfilled its promise to tackle the bias problem of facial rec-
ognition by releasing the “Diversity in Faces” dataset, which 
contained the promised one million images that were meant 
to sample a more diverse group of faces. In a press release, 
the company said it hoped the dataset would “advance the 
study of fairness and accuracy in facial recognition technol-
ogy” (Smith 2019).

However, while IBM was devoted to pursuing the value 
of fairness in facial recognition, it ignored other equally 
important values—the very attempt to build a more diverse 
database turned out to be a privacy violation. The media 
reported that the “one million photos” of the new IBM 
dataset were scraped (identified and downloaded automati-
cally by a search algorithm) from Flickr without the consent 
of users, and were shared with outside researchers. It put 
the company in a media storm on privacy violation. One 
of the most widely cited reports is from NBC, which used 

a provocative headline—“Facial Recognition’s dirty little 
secret: Millions of online photos scraped without consent, 
(to power technology that could eventually be used to surveil 
them)” (NBC 2019).

In the responding statement IBM reiterated its commit-
ment to privacy: "We take the privacy of individuals very 
seriously and have taken great care to comply with privacy 
principles”. The company explained that the data was only 
open to verified researchers, and that Flickr users can choose 
to opt out of the database. The company also included a list 
of steps users can take if they want their photos removed 
from the dataset (Liao 2019). Then, in September 2019, IBM 
quietly removed the “Detect Face” tool from its public API, 
so that developers could no longer simply buy access to the 
company’s facial recognition. It also started gradually roll-
ing back facial recognition for existing clients (IBM 2019a). 
However, according to our analysis, these actions failed to 
increase the company’s stock price, and its public sentiment 
experienced a minor decrease before going up again.

In June 2020, in the wake of widespread protests over 
the killing of George Floyd, IBM announced that it was no 
longer researching, developing, marketing, or selling facial 
recognition tools to any client, and is not using the technol-
ogy itself. IBM CEO Arvind Krishna wrote a letter to the 
Congress about the Racial Justice Reform bill and declared 
the company’s position:

“IBM firmly opposes and will not condone uses of 
any [facial recognition] technology, including facial 
recognition technology offered by other vendors, for 
mass surveillance, racial profiling, violations of basic 
human rights and freedoms, or any purpose which is 
not consistent with our values and Principles of Trust 
and Transparency.” (IBM 2019b)

4.3  Microsoft azure face API

Microsoft initially adopted facial recognition technology as 
a complementary function to its own products or entertain-
ment programs. For example, in 2010, Microsoft launched 
it as an Xbox add-on to log users into their live accounts 
(Carmody 2010). In 2015, the company rolled out several 
entertainment facial recognition programs, such as an app 
to guess a person’s age with just one photo, which created 
a trend on social media to share guessed ages (Newcomb 
2015). In 2017, it launched Face API as a part of its cloud 
computing service Azure to enable customers to access 
facial recognition technology (Microsoft 2017).

Like IBM, Microsoft’s facial recognition algorithm was 
accused of race and gender bias by the MIT study pub-
lished in January 2018. It found that Microsoft had a 20.8 
percent error rate gap for identifying the darker-skinned 
women and light-skinned men (Hardesty 2018). But unlike 
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IBM’s immediate response, Microsoft kept silent for five 
months after publication of the study. In a company blog 
post, Microsoft announced that it had significantly reduced 
the error rate for darker-skinned population and women by 
diversifying the training data. The company statement went 
beyond a mere technical discussion of the problem at hand, 
raising a more nuanced management challenge how and 
when to interfere and mitigate AI systems that reflect and 
amplify decisions made in a biased society (Roach 2018).

In response, Microsoft involved stakeholders beyond the 
company by framing the issue as an infringement of human 
wellbeing. In July 2018, Microsoft publicly raised the alarm 
about a potential problem with facial recognition that “goes 
beyond bias itself, raising critical questions about human 
freedom”. President Brad Smith acknowledged technol-
ogy companies’ ethical responsibility in this context, and 
said that Microsoft had already rejected some customers’ 
requests to deploy the technology in situations involving 
“human rights risks”. He further called on government to 
regulate facial recognition technology. He wrote:

“Facial recognition technology raises issues that go 
to the heart of fundamental human rights protections 
like privacy and freedom of expression. These issues 
heighten responsibility for tech companies that create 
these products. In our view, they also call for thought-
ful government regulation and for the development of 
norms around acceptable uses.” (Smith 2018a)

In December of that year the company issued ethical 
principles for the use of its facial recognition technology: 
fairness, accountability, non-discrimination, notice and con-
sent, transparency and lawful surveillance. It said it would 
bar the technology from being used to engage in unlawful 
discrimination, and would encourage customers to be trans-
parent when deploying such services (Microsoft 2017). In 
the meantime, the company’s president Brad Smith made a 
speech named “Facial Recognition: It’s Time for Action”, 
reiterating the urgency to have a government regulation 
(Smith 2018b).

In January 2019, a group of 90 advocacy groups sent a 
letter to big tech companies, including Microsoft, requesting 
that the companies pledge not to sell facial recognition tech-
nology to governments (Catro 2019). Three months later, 
Microsoft said it rejected a California law enforcement agen-
cy’s request to install facial recognition technology in offic-
ers’ cars and body cameras. The company was concerned 
that it would lead to innocent women and minorities being 
disproportionately held for questioning, because the system 
had been trained on mostly white and male pictures (Menn 
2019). Microsoft also deleted its massive database of 10 

million facial images2 which was being used to train facial 
recognition systems (BBC 2019).

Microsoft also invited influential third parties to conduct 
ethics auditing. For example, in October 2019, when media 
reported that Microsoft had funded the Israeli facial rec-
ognition startup AnyVision, which secretly had surveilled 
Palestinians in the West Bank. Commentators soon ques-
tioned the alignment between what Microsoft claimed and 
what it actually did. In response, Microsoft hired former 
United States Attorney General Eric Holder to conduct an 
audit of AnyVision, to determine whether it complies with 
Microsoft’s ethical principles on the use of facial recogni-
tion technology. Although the independent audit later found 
out that AnyVision had not engaged in a mass surveillance 
program in the West Bank, Microsoft decided to divest from 
AnyVision and stop all investments in third-party facial rec-
ognition companies (Solo 2019).

Although Microsoft adopted an increasingly cautious 
approach toward facial recognition technology, it never 
intended to withdraw from the game entirely. In January 
2020, Microsoft publicly expressed its reservation over the 
European Commission’s proposed moratorium on using 
facial recognition technology in public areas. Brad Smith 
cited many unreplaceable benefits of the technology, such 
as finding missing children. He said that it was important to 
first identify problems and then craft rules to ensure that the 
technology would not be used for mass surveillance: “There 
is only one way at the end of the day to make technology 
better and that is to use it” (quoted in Chee and Chalmers 
2020). This stance is illustrated by the facial recognition 
law passed in the State of Washington, which was heavily 
lobbied by Microsoft. Smith hailed it as “a significant break-
through—the first time a state or nation has passed a new 
law devoted exclusively to putting guardrails in place for 
the use of facial recognition technology” (Smith 2020). Our 
analysis suggests that there were only short-term turbulences 
in the company’s stock price and sentiment at this point, but 
no dramatic change in the long run.

After the emergence of the “Black Lives Matter” move-
ment, hundreds of workers at Microsoft were calling on the 
company to cut ties with law enforcement customers, and 
to do more to demonstrate its commitment to anti-racism 
efforts. Following its competitors, Microsoft stated that it 
was not currently providing the technology to police, and 
would not do so until there were federal laws in place that 
would regulate this technology. Thus, unlike IBM, it did not 
rule out the possibility of selling the technology to police 
forces, but calls for regulation first (Statt 2020).

2 To put this into context, the primary image database used for the 
training of AI systems, ImageNet, contains a total of 14 million 
images of labeled objects of all kinds.
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4.4  Google cloud vision API

Google, for the most part, is only engaged in face detection 
without disclosing the identity of the person. According to 
the Google Vision API documentation, it only supports face 
detection that detects multiple faces within an image, along 
with the associated key facial attributes like emotional state 
or wearing headwear (Google 2021). This did not shield the 
company from public controversy, however: when Google 
Photos was launched in 2015, a machine-learning technol-
ogy to automatically group photos with similar content was 
embedded. One month after its launch, a user post a tweet 
saying that the software categorized the pictures of him and 
his friends as “gorillas” and this post trigged more than 
15,000 re-tweets. Google intervened immediately but could 
not find a solution. A public apology was issued, acknowl-
edging that “there is still clearly a lot of work to do with 
automatic image labeling” and promised to prevent the mis-
takes from happening in the future (quoted in BBC 2015).

In January 2018, Google released an entertainment selfie 
tool that matched users’ faces with historical portraits in 
museums. Yet avid users soon found out that the app tended 
to match faces to euro-centric art featuring white faces. 
Google said that it would expand its partnership with more 
museums around the world to bring diverse cultures. When 
people raised privacy concerns, Google promised not to 
store nor use user photos for any other purposes (Paul 2018).

Another wave of public outcry hit the company two 
months later. It started from a small group of Google 
employees internally raising ethical concerns over Google’s 
collaboration with the U.S. Department of Defense to use 
AI technology to detect objects from drone footage. The 
case was soon reported by major newspapers, including The 
Guardian, New York Times, BBC, and Fortune (e.g., Vanian 
2018). Thousands of Google employees signed a petition 
calling the company to cancel the military contract. In the 
petition letter, they warned that working with the military 
would harm Google’s brand and reputation (Shane and Wak-
abayashi2018). In response, the company explained that it 
was limited to helping the military with non-offensive tasks 
and said the project would help save lives (Gibbs 2018). In 
June 2018, the head of Google Cloud Service announced 
that the company would not renew their contract with the 
Department of Defense when it expires a year later (Waka-
bayashi and Shane 2018).

Since, Google has switched from adopting passive 
stances to proactively leading the industry in limiting the 
use of facial recognition technology. In June 2018, Google 
became the first company to lay out principles for respon-
sible AI, which include ensuring social benefits and avoid-
ing bias and privacy violation. It also explicitly excludes 
the application of AI for weapons or surveillance (Google 
2018). In December of that year, it in announced a stop to 

selling facial recognition products until they could put in 
place policies to prevent abuse of the technology. Walker 
Kent (2018), VP of the company, wrote in a blog post:

"…like many technologies with multiple uses, facial 
recognition merits careful consideration to ensure 
its use is aligned with our principles and values, and 
avoids abuse and harmful outcomes. We continue to 
work with many organizations to identify and address 
these challenges, and unlike some other companies, 
Google Cloud has chosen not to offer general-purpose 
facial recognition APIs before working through impor-
tant technology and policy questions." (Kent 2018)

In 2019, Google was alleged to have collected face scans 
from people with darker skin tones in exchange of gift cards, 
mainly homeless people and college students. A Google 
spokesperson responded that they were taking these claims 
seriously and investigating them. He also explained that the 
purpose of data collection was to diversify data to improve 
the face unlock feature for the Pixel 4 phone. Subsequently, 
the company decided to suspend facial recognition research 
for Pixel 4 altogether (Hamilton 2019).

In January 2020, Google expressed welcome for the EU 
proposal to impose a five-year ban on facial recognition. 
In contrast to Microsoft’s reservation, Google CEO Sundar 
Pichai voiced support by stating “I think it is important that 
governments and regulations tackle it sooner rather than 
later and gives a framework for it”. He cited the possibility 
that the technology could be used for malicious purposes, 
and one area of concern is so-called “deepfakes”—video or 
audio clips that have been manipulated using AI. Pichai said 
that Google had released open datasets to help the research 
community build better tools to detect such fakes (cited 
in Chee and Chalmers 2020). Our analysis indicates that 
there was only a short-term decline in the company’s stock 
price before it bounced back, and that its public sentiment 
remained steady after these actions.

Finally, in the wake of the “Black Lives Matter” move-
ment in June 2020, Google announced to stop selling facial 
recognition technology to police and reiterated its pioneer-
ing role in restraining the use of the technology:

“We were the first major company to decide, years ago, 
to not make facial recognition commercially available 
and we have very clear AI Principles that prohibit its 
use or sale for surveillance.” (Google spokesperson, 
quoted in Dickey 2020)

4.5  Cross‑case analysis

Following the abductive approach, we moved back and forth 
between data and theory, and categorized these first-order 
events into more general concepts relevant to our research 
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(Suddaby 2006). Our comparison of four technology com-
panies engaging in facial recognition technology shows a 
spectrum of company responses. Past reputation research has 
categorized response strategies as ranging along a spectrum 
of accommodativeness, “(..) with endpoints of accepting 
responsibility/remediation and denial of a crisis.” (Coombs 
1998: 179–180). The more accommodative response refers 
to the firm proactively accepting responsibility (Elsbach 
2003), such as apologies, expressions of regret, and promises 
of action. In contrast, more defensive strategies try to disas-
sociate a firm with the misconduct, and may include excuses, 
justifications, and denials (Bundy et al. 2021). We identified 
four distinct types of company responses to controversial AI 
technology along this spectrum, as outlined in Fig. 2.

At the most defensive end sits the response by Amazon, 
which vigorously defended the benefits of facial recognition 
and attributed the reported wrongdoing as the consequences 
of misuse. The literature suggests that criticisms of wrong-
doing are inherently ambiguous in that external actors find 
it hard to evaluate the situation (Faulkner 2011), and this 
it is especially the case for the new AI technology where 
there is no consensus on who should be responsible. Such 
ambiguity provides space for companies to strategically 
attribute the misconduct to others in order to reduce reputa-
tion loss (Boeker 1992). Amazon proactively deflected the 
responsibility to users—mainly businesses and law enforce-
ment agencies—to ensure benevolent outcomes, such as the 
company guidelines on facial recognition that required law 
enforcement agencies to ensure transparency and no viola-
tion of civil rights by technology. We classified this response 
strategy as deflection.

Further along the spectrum, IBM’s response moves 
slightly away from the defensive end in that it recognized 
the criticism and made constant efforts to improve the 
technology. According to Mishina et al. (2012), stakehold-
ers make two primary types of reputational assessments of 
an organization. One type is capability reputation, where 
stakeholders are concerned about what the organization is 
capable of doing so that they judge it by its abilities and 

resources. Capability reputation damage entails a focus 
on technical fixes (Holweg et  al. 2022). In our cases, 
IBM highlighted its technological progress in addressing 
the accuracy and bias problem of facial recognition, for 
example, by extensively working with academics, upgrad-
ing algorithms to reduce errors, and diversifying data, 
although the latter attempt backfired on it with the privacy 
issue. We labeled this approach as improvement.

Microsoft’s response in comparison is situated even fur-
ther towards the accommodative end. Microsoft openly 
acknowledged the risks of facial recognition and the 
responsibility of technology companies, but it opposed a 
complete ban. Unlike capability reputation, people would 
also pay attention to whether companies’ intentions and 
goals are benevolent or malevolent, which is referred to 
as character reputation (Mishina et al. 2012). To avoid 
damage to character reputation, firms often seek to associ-
ate with a powerful or influential third-party actor, which 
can validate whether the firm is legitimate and credible 
(Prashantham et al. 2020). As such, Microsoft consistently 
called for interventions from the governments to regulate 
the facial recognition technology and determine what 
applications are valid; it also invited independent audi-
tors to ensure their use of facial recognition is ethical. We 
categorized this response strategy as validation.

Finally, Google’s approach is located at the most accom-
modative end of the spectrum, as it not only accepted the 
criticisms but also turned to support a ban on facial recog-
nition technology. Although most literature considers how 
to repair reputation in the aftermath of substantial damage 
being observed, scholars generally agree that communica-
tion work can start before the actual crisis (Coombs 2010). 
According to the crisis life cycle framework developed 
by Wilcox and Cameron (2009), there are phases when 
all appear calm and when issues that are likely to emerge 
as crisis trigger points are occasionally identified. This 
is the time when firms can adopt pre-emptive measures, 
for example by differentiating themselves from others and 
seeking self-preservation, in order to prevent reputation 

Fig. 2  Spectrum of company 
responses to public controversy 
over facial recognition technol-
ogy
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loss (Pang 2012). Google took pre-emptive moves before 
the peak of the public crisis: It announced to stop selling 
facial recognition well ahead of government bans and its 
competitors, and further pioneered in making ethical prin-
ciples in the application of AI. Therefore, we labeled this 
response strategy as pre-emption. We summarize the four 
response strategies along the spectrum in Fig. 2 below.

5  Discussion

In this study, we have investigated the phenomenon of 
how four leading technologies firms that were developing, 
using or selling facial recognition have responded very dif-
ferently to public criticisms. We have characterized their 
response strategies as: deflection, improvement, validation 
and pre-emption – ranging from the most accommodative 
approach to the most defensive approach. As the AI technol-
ogy exposes organizations to new and potentially damag-
ing controversy and public outrage, our findings can help 
organizations by laying out the strategic options at hand to 
mitigate potential reputation loss.

Although our case study analysis is exploratory and, 
thus, does not permit conclusively identifying the reasons 
for the difference in response, we would like to propose three 
possible antecedents for further research. First, one likely 
antecedent is the financial importance of the technology to 
the company, i.e., how much revenue has the technology 
brought, or is expected to contribute. A company would 
be reluctant to concede to public pressure when it conflicts 
financial interests. Amazon Rekognition, for instance, was 
considered financially important to the company. In 2018, 
less than two years after its launch, the sales of Rekognition 
had already accounted for around $3 million of Amazon’s 
$25.7 billion in cloud revenue and was expected to deliver 
rapid revenue growth with public sector clients (Dastin and 
Bera 2020; AWS 2021). Driven by its financial prospect, we 
posit that Amazon was prone to defending the technology by 
attributing the responsibility to users.

Second, we propose that company responses to contro-
versial technology can also be influenced by the strategic 
importance of the technology—Is it peripheral or core to 
the product and service offering of the firm? Giving up a 
core product or service would challenge the very founda-
tion of a company and therefore the company would be less 
receptive to public criticisms. IBM Watson, for example, has 
dominated the company’s growth strategy since 2014 (Power 
2014), and the facial recognition program herein (with the 
potential to bring government clients on board) was con-
sidered as an important part of Watson (Harries 2015). We 
posit that this position has incentivized IBM to “stay in the 

game” and keep improving the technology, in order to be 
able to retain it.

A third possible determinant for company responses is 
whether the controversial technology violates the com-
pany’s stated public values. Value is a company’s cultural 
cornerstone guiding all of its actions, including how it 
deals with a controversial technology. For instance, aca-
demics and employees cited Google’s motto “Don’t Be 
Evil” in the open letters against the company’s partnership 
with Pentegan (Harnett 2018; ICRAC 2018). In response, 
Google proceeded to switching off the facial recognition 
project, and launched its own ethical principles for AI 
(Google 2018). This denotes a public set of corrective 
actions, aligning commercial activities with set principles.

Furthermore, as our analysis is limited to four big tech 
companies, further research on AI ethical failures should 
consider other types of organizations. For example, our 
model has relatively limited implications for small and 
medium-sized firms, as they attract less public attention 
to their AI programs and lack the resources to conduct 
some of the strategies suggested by the paper. Therefore, 
future research can explore strategies specific to small and 
medium-sized firms to address AI ethical failures. Simi-
larly, the model may not apply to the public or non-profit 
sectors, which are driven by public interests and social 
welfare instead of financial returns. Future research can 
investigate solutions tailored to public and non-profit 
organizations in the face of public criticisms of their AI 
projects. Also, our model is unable to account for those 
that are not subject to public scrutiny and even intention-
ally use AI for bad ends, such as terrorist organizations 
and authoritarian regimes. Future research can look into 
other deterrence strategies for such intentional AI ethical 
failure.

We also suggest that future research can highlight 
the interplay between firm strategies and regulations on 
controversial AI technologies. In contrast to the ethical 
principles of AI that are converging towards a global con-
sensus, regulations of AI vary by region—there now exist 
more than seven hundred policy initiatives across sixty 
countries. For instance, the Europe Union is proposing a 
ban on many high-risk applications of AI, such as facial 
recognition. China on the other hand shows much less cau-
tion in its governance of AI but is devoted to promoting 
the technology (OECD 2021). It seems most unlikely that 
there will be a global AI regulatory framework to rely on 
in the medium or even long term. Hence firms adopting AI 
technologies will need remain attentive to public criticism, 
and if accused of ethical failure, understand the nature of 
the criticism they are facing to develop the appropriate 
strategy on how to respond to safeguard their reputation.
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Appendix 1 Abnormal return analysis of stock price and sentiment change
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Appendix 2 Case timelines

Amazon Rekognition—Deflection

IBM Watson Facial Recognition—Improvement

Microsoft Azure Face API—Validation
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Google Cloud Vision API—Pre-emption
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