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Abstract
As AI technologies are increasingly deployed in work, welfare, healthcare, and other domains, there is a growing realization 
not only of their power but of their problems. AI has the capacity to reinforce historical injustice, to amplify labor precar-
ity, and to cement forms of racial and gendered inequality. An alternate set of values, paradigms, and priorities are urgently 
needed. How might we design and evaluate AI from an indigenous perspective? This article draws upon the five Tests 
developed by Māori scholar Sir Hirini Moko Mead. This framework, informed by Māori knowledge and concepts, provides 
a method for assessing contentious issues and developing a Māori position. This paper takes up these tests, considers how 
each test might be applied to data-driven systems, and provides a number of concrete examples. This intervention challenges 
the priorities that currently underpin contemporary AI technologies but also offers a rubric for designing and evaluating AI 
according to an indigenous knowledge system.
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1 � Introduction: the case against current AI

Artificial intelligence technologies (AI) are being rapidly 
deployed across an array of high-stakes areas, from wel-
fare to law enforcement, healthcare, and recruitment. For 
technology pundits, this transformation is a positive one, 
accelerating innovation and ushering in progress and pros-
perity (Brynjolfsson and McAfee 2011, 2014). But more 
critical research has highlighted the social and environmen-
tal fallout of AI-driven shifts, its ability to extract capital in 
novel ways while increasing precarity and inequality. Digi-
tal platforms allow homework under a piecework model, a 
highly exploitative form of labor (Dubal 2020). AI systems 
can perpetuate gendered stereotypes and contribute to racial 
injustice (Buolamwini and Gebru 2018; Benjamin 2019). AI 
systems meticulously track workers, rewarding and punish-
ing individuals based on their performance (Munn 2017). 
And if workers have suffered, so too has the environment, 
as high-carbon, high-energy technologies consume natural 

resources and enact a heavy toll on a warming planet (Munn 
2022b).

So while AI is novel, it often seems to continue long-
standing paradigms of technology in the service of capi-
tal, reducing agency and autonomy (Marx 1977), increas-
ing the precarity of labor (Berardi 2009), undermining the 
well-being of workers (Huws 2014), and amplifying forms 
of racialized and gendered inequality (Noble 2018; Bel-
ler 2018). This scholarship suggests that the human harms 
documented in recent AI-driven initiatives are not merely 
“teething problems,” but part of a broader paradigm of capi-
talist and colonialist values at the core of our current eco-
nomic and technological systems.

Where do these values come from? AI technologies, like 
any technology, are embedded with certain values, norms, 
and priorities drawn from a particular (colonial) history 
and a particular development environment (white, male, 
patriarchal, heteronormative). Beller (2018) has shown 
how the historical development of computation, broadly 
understood, was intimately connected with capital and its 
drive to instrumentalize racialized and gendered difference. 
This means that the values at the heart of contemporary 
AI systems are not neutral or disinterested, but rather par-
ticular and purposeful. Far from being universal, artificial 
intelligence can be better understood as “artificial Western 
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ethno-intelligence” (Williams and Shipley 2020). For this 
reason, MacQuillan (2019) suggests that whenever AI is 
adopted without constraints, it will amplify the injustice of 
the status quo.

Because current AI technologies and their values com-
pound inequality and injustice, an alternate set of values, 
paradigms, and priorities are urgently needed. AI developers 
cannot carry out the deep transformations needed to support 
inclusivity and sustainability while continuing to draw on 
the same hegemonic epistemological and ethical systems. As 
AI systems grow in power and permeate further into high-
stakes domains of political and social life, the question we 
are faced with becomes more stark. Will AI technologies 
continue to extract personal data, to exacerbate inequali-
ties of wealth and power, and to render life more precari-
ous for some of the most marginal and vulnerable (Mejias 
and Couldry 2019; Ciston 2019; Checketts 2022)? Or can 
we welcome new knowledge paradigms, establish alternate 
priorities, and progress towards technologies that underpin 
care for each other and for the earth in crisis?

2 � Towards indigenous AI

Where can we draw an alternate set of AI priorities and prin-
ciples from? Indigenous cosmologies, epistemologies, and 
ways of being and doing provide one promising approach. 
Williams and Shipley (2020) suggest that AI applications 
might benefit from indigenous wisdom, augmenting the 
often narrow Western focus on utility and efficiency with 
concepts such as harmony with others, deeper ecological 
understanding, and close kinship networks. Similarly, Irwin 
and White (2019, 1) assert that “indigenous philosophy has a 
lot to offer the world, as we face the necessary shift from an 
exploitative, extractive economy, to a more sustainable one.”

The aim here is not to “diversify” (in a superficial sense) 
AI technologies, nor to “solve” or streamline existing AI 
processes, but to instead radically challenge the foundational 
assumptions of these technologies. At the same time, this 
article seeks to do more than critique or debunk. Indeed 
one of the motivations for this research is that the 5 tests are 
actionable or operationable, suggesting concrete ways they 
might be employed in design and evaluation.

This article builds on very recent work exploring indig-
enous AI alternative approaches to AI technologies. Lewis 
et al.  (2020) carried out workshops and interviews with a 
number of indigenous groups across Aotearoa, Australia, 
North America, and the Pacific to develop a rich position 
paper concerning indigenous protocols and artificial intel-
ligence. While promising, the authors acknowledge that 
this research is very much in progress. The paper’s diverse 

mixture of technology descriptions, design guidelines, art-
works, and poetry reflect this nascent quality.

Some of this research has started to consider how AI tech-
nologies might be conceived and constructed. After working 
closely with Aboriginal technologists, Abdilla et al. (2021) 
have shared their insights about how an indigenous-centered 
AI might be developed. The authors argue that indigenous 
AI should be regional in its conception and development, be 
guided by local indigenous laws, and be designed with future 
cultural and technical interrelationships in mind.

Similarly, but in a Māori context, Shedlock and Hudson 
(2022) have offered a kaupapa Māori model for the creation 
of IT artifacts, including AI applications. The duo argue that 
current approaches to AI reproduce colonial paradigms and 
historical inequalities. What is needed is a solution devel-
oped by Māori and for Māori. The model has three core 
components: adequately framing the purpose and aim of the 
artifact according to Māori knowledge systems; meaning-
fully engaging with end-users during the design process; and 
maintaining accountability and rapport with communities 
over the lifetime of the project. These interventions begin 
to move from theory to practice, exploring how indigenous 
values might be designed into products and services.

3 � The five tests

How might we begin to design and evaluate AI from an 
indigenous perspective? This article offers one approach 
by taking up the work of Māori scholar Sir Hirini Moko 
Mead. Mead is a highly regarded anthropologist, historian, 
and prominent Māori leader who has founded an indigenous 
tertiary institution and also represented several iwi in dis-
putes. Mead (2016) unpacked key Māori concepts, practices, 
and paradigms in his groundbreaking Tikanga Māori book, 
which seeks to provide guidance about tikanga Māori or the 
correct way of doing something.

After stepping through each of these concepts, Mead 
closes the book with what he calls the five tests. Mead rec-
ognises that there are new global issues that will constantly 
emerge, from surrogate motherhood to same-sex marriage 
and genetic engineering. These novel issues have not been 
encountered before and are not explicitly dealt with by 
Tikanga Māori or Mātauranga Māori. An existing Māori 
position cannot simply be plucked from history or tradition. 
It must be discovered.

To aid in this discovery, Mead (2016, 336) offers the five 
tests as a framework of assessment, “a method or methods 
for assessing a situation or event that challenges our thinking 
and our values.” Mead (337) stresses that this process results 
in a position, not the definitive position. Different people and 
communities will make the assessment in different ways. 
Despite this disclaimer, a tikanga Māori framework can be 
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immensely helpful in considering a controversial new issue 
from a Māori (vs a Western or non-indigenous) perspective, 
working through the benefits and risks, and arriving at a 
viewpoint. The next sections step through each test, explain 
key concepts, and discuss how they could be applied to AI 
technologies.

3.1 � Test 1: Tapu

Tapu is frequently translated as sacred and refers to peo-
ple or places that are special. Mitira (1990) suggests that 
tapu is better understood and translated as “prohibited” as 
the rules of tapu are rules of negation or prohibition. Other 
words associated with tapu in English would be restricted, 
set apart, or forbidden. Noa is often understood to be a con-
trasting concept to Tapu. Noa designates something which 
is common, ordinary, or everyday. However, Mead (2016, 
33) stresses that noa is not the complete absence of tapu, but 
rather the idea that a safe balance has been reached: tapu has 
dropped to a normal level.

When objects or people become tapu, that sacred state 
must be carefully maintained. This maintenance is accom-
plished by adhering to a set of strict codes and practices. 
For example, Mitira (1990) recounts that a priest under 
heavy tapu could not go near a cooking house or touch food 
with his hands; this person could not even be approached 
by someone who was non-tapu. Historically, tapu thus set 
up a set of binding laws that extended throughout the Māori 
social space. These tapu laws were taken very seriously and 
punishment for breaking them or disregarding them could 
be severe. Tapu thus functioned as a strong form of social 
and behavioral discipline and maintained a sense of order 
within a particular tribe or group.

How might we apply this test to AI technologies? I sus-
pect that Mead places this test first because it is founda-
tional. A technology that flagrantly violates tapu is a non-
starter. For instance, in Māori cultures, the deceased have a 
high tapu status and are set apart from others. Yet as Taiuru 
(2020) notes, in facial recognition databases, images of 
the living and the dead are stored together. Indeed, Taiuru 
(2020) compares the government’s present-day surveillance 
and collection of headshots as akin to the colonial practice 
of collecting Māori heads or mokomokai. By failing this first 
test, such technologies may not be worthy of further debate. 
Of course, there may be exceptional circumstances where a 
breach of tapu can be rationalized based on other benefits, 
and in this case further tests are required.

Fundamentally, this test is about recognising and main-
taining tapu principles instead of breaching them. Such an 
awareness, divorced from the typical Western concerns of 
optimisation and efficiency, poses a set of novel and non-
trivial challenges. The first is the ability to understand the 
persons, places, and things that may be tapu. This state may 

be permanent, as in the case of a rangitira (chief); daily 
interactions with this leader are subject to a set of protocols. 
Alternatively, this state might be temporary: a place where 
someone has drowned is tapu until a ceremony is conducted 
to lift that state.

Operationalizing this knowledge might take the form of 
a database or set of metadata that contains core concepts 
or conditions regarding what is tapu. In other words, the 
information ontology of the model (Guarino 1998), which 
sets out a kind of world-view of objects, relationships, and 
events, would need to “know” about tapu and what trig-
gers this condition. This foundational knowledge exists out-
side or beyond the Western canon, and consists not only 
of scholarly literature but also of insights emerging from 
oral histories, life experience, and other indigenous knowl-
edge practices. Codifying this knowledge, then, would mean 
engaging meaningfully with Māori practitioners and experts 
to develop a socially nuanced yet operationalizable under-
standing of tapu.

Outside the immediate context of Aotearoa, this principle 
suggests that AI technologies must be culturally aware and 
culturally sensitive. Some of the most popular and pervasive 
technologies over the last two decades have emerged from 
Silicon Valley. This is a culture historically dominated by 
wealthy white male engineers, who have embedded their 
worldviews, norms, and values at the heart of our informa-
tion technologies. The result is that this Silicon Valley doc-
trine (Jiménez 2020) becomes a dominant perspective that 
is then universalized as platforms, software, and services 
are taken up across the globe. Tapu provides a concrete anti-
dote to this universalizing tendency. AI technologies must 
be designed with particular people and places in mind. It is 
both arrogant and insufficient to assume that one model is 
sufficient for a global audience. Instead, AI developers must 
be attuned to the needs of a specific community. This means 
engaging with that community, understanding key practices 
and concepts, and co-designing solutions that benefit a par-
ticular set of stakeholders.

3.2 � Test 2: Mauri

Mauri is “the spark of life, the active component that indi-
cates the person is alive” (Mead 2016, 53). Other definitions 
echo this concise shorthand, with Te Aka Māori Dictionary 
defining mauri as the “life principle, life force, vital essence, 
special nature…the essential quality and vitality of a being 
or entity.” This suggests a deep connection or even equiva-
lence between mauri and the self. Once a person or other 
living thing dies, their mauri is lost.

For Mead (2016, 338), the “mauri test is essentially a 
test of the risks to the life of the subjects.” Any interven-
tion, technological or otherwise, must consider whether the 
mauri of an object or thing will be enhanced or damaged. 
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As an illustration, Mead (338) discusses the case of a heart 
transplant from a pig. This is an intervention that typically 
helps a person in sustaining or even save their life, contribut-
ing to their mauri. However, this requires the sacrifice of the 
pig, which must be weighed in the balance. In addition, the 
heart is still living, meaning that some mauri is still retained 
within it. The high stakes of life and death add another layer 
of difficulty. Such issues complicate the discussion: there are 
no clear-cut answers.

How might AI technologies retain the mauri of a person, 
place, or thing? Or put negatively, how might AI models 
refrain from compromising or corrupting the innate life 
force of people and things? Here we are fundamentally talk-
ing about protecting communities and sustaining environ-
ments. So while this goal of upholding mauri may sound 
vague from a “rational” Western perspective, with its focus 
on metrics and quantitative measurements, there are some 
pragmatic ways of evaluating technologies according to this 
criteria.

One relevant tool is the Mauri Model, a framework origi-
nally developed for water quality assessment (Morgan and 
Brian 2006). The Mauri Model consists of four interrelated 
spheres of life which become progressively more expansive. 
The innermost ring is whānau, loosely correlating with fam-
ily. The second ring is a community, gesturing to societal 
impact. The third level is hapū, a subtribe or basic political 
unit within a Māori mode of governance. And the fourth 
and largest sphere is the ecosystem, indicating the broader 
ecologies of air, water, and earth. Each of these spheres is 
weighted according to what the community and participants 
decide. In the case considered by Morgan and Brian (2006), 
the weightings were 40% ecosystem, 30% hapū, 20% com-
munity, and 10% whānau. The intervention in question (e.g. 
a dam, a road, a platform, and so on), is then rated accord-
ing to its projected impact on mauri within each sphere. 
Interventions expected to “destroy” mauri score − 2 points, 
while on the other end of the scale, those that “enhance” it 
score + 2 points.

When considering AI’s impact on mauri from an ecologi-
cal perspective, an end-to-end approach is needed. The car-
bon footprint of AI technology is not just the daily use of the 
final product, but must include the computation needed for 
training and inference (Wu et al. 2022). In recent years, the 
processing needed to carry out many generations of train-
ing has surged significantly. Sevilla et al (2022) describe 
the last few years as the third era of machine learning, with 
large-scale models demanding a 10 to 100-fold increase in 
computing power. Google’s recently released Palm model, 
to take just one example, has 540 billion parameters. Such 
hefty computation requirements threaten to concentrate AI 
power in the hands of a few major tech companies. But the 
major point here is that such computation carries an enor-
mous environmental fallout, consuming water and electricity 

and producing carbon emissions (Hogan 2018). There has 
been increased attention to this ecological impact in recent 
years, leading to calls for sustainable AI (van Wynsberghe 
2021).

The concept of mauri echoes this call, while stressing 
the dense connections between care for the earth, care for 
community, and care for family. Translated into a Western 
context, it brings together aspects of individual well-being, 
social support, good governance, and environmental sustain-
ability. Mauri, and the broader Māori world view, recognise 
in fact that these aspects are often deeply interrelated. Car-
ing for a particular community, for example, means caring 
for the forest or lake that sustains their lives and livelihoods. 
In showing the tight connections between ecological and 
social spheres, this indigenous knowledge system anticipates 
later concepts like environmental racism and environmen-
tal justice (Lazarus 2000; Holifield 2001; Cole and Foster 
2001). Mauri is powerful in highlighting a holistic under-
standing of care for life.

3.3 � Test 3: Take‑utu‑ea

Take-utu-ea refers to an issue that requires resolution. Once 
an issue or conflict has been identified, the utu refers to a 
mutually agreed upon cost or action that must be undertaken 
to resolve the issue. For Mead (2016, 27), an incorrect action 
is considered to be a breach (a take) which then requires 
some kind of responding action (utu) to reach a resolution 
(ea). Take-utu-ea is fundamentally about restoring balance, 
about making things right through an exchange of some 
kind. Lévi-Strauss (1996) describes this as the principle of 
reciprocity.

In the context of the 5 tests, this Take-utu-ea or TUE test 
is activated based on the results of Tests 1 and 2. In other 
words, if a breach of tapu or mauri is suspected, then the 
TUE test is applied. Mead (2016, 342) gives the example of 
an experimental drug test. The drug had known side effects 
that the pharmaceutical company failed to warn patients 
about (take); the company takes responsibility and agrees 
to financially compensate patients (utu); a state of satisfac-
tion is then reached (ea). However, such a clear-cut example 
may increasingly be difficult to find. Given the complexity 
of our technical and political systems, with their chains of 
events and layers of decision-making, fixing responsibility 
on any single actor is challenging and often highly contested 
(Falconer 2002). Deciding what constitutes a transgression 
and who is to blame is often a fraught exercise.

This problem seems particularly pervasive in our contem-
porary informational systems, whether framed as AI, auto-
mated, or algorithmic. The decision-making process of these 
systems is often opaque; which factors are considered and 
how exactly they impact the outcome are obscured within 
a black box (Pasquale 2015). Because of this, a number of 
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scholars (Pasquale 2011; Diakopoulos 2016; O’Neil 2017) 
warned the public early on about the lack of transparency in 
algorithmic decision-making and called for additional over-
sight. In the subsequent years, AI technologies have only 
gained in reach and several prominent examples of bias and 
discrimination have emerged. In response, some research-
ers have developed tools to technically audit AI, testing the 
system and producing reports to reveal risks and threats 
(Raji et al. 2020). Others have developed methods to sup-
port explainability and add social transparency to AI systems 
(Ehsan et al. 2021).

If transparency aids in revealing the problems with AI 
systems, it must be accompanied by accountability. Once 
a breach or act of bias (take) is shown, there must be ways 
to enforce some kind of response (utu) to remedy it. Users 
cannot expect the industry to voluntarily regulate themselves 
and their technologies. Indeed, regulation is often regarded 
in the tech sector as being something that stifles “innovation” 
(Lev-Aretz and Strandburg 2020). Fuzzy claims of human 
principles and best practices, applied when AI companies 
find them desirable, has proven to be wholly inadequate 
(Munn 2022a). There must be a shift from soft regulation to 
hard law (Floridi 2021). To pursue this goal, scholars have 
focused on constructing the underlying frameworks (techni-
cal, legal, institutional frameworks) for establishing account-
ability and liability in AI (Smith 2021). These moves seek to 
produce regulation “with teeth,” to couple transparency with 
accountability. Such laws would force companies to accept 
responsibility when ethical breaches and issues of discrimi-
nation are discovered in their products. Making restitution in 
this instance may mean engaging more deeply with a com-
munity, adding or removing training data, rewriting pieces 
of code, or even paying compensation to the parties that 
have been adversely impacted. These insights suggest that 
applying the Take-utu-ea test to AI tools requires both a 
serious commitment and an appropriate set of technical and 
legislative tools.

3.4 � Test 4: Precedent

The fourth test is precedent. The aim here is to find examples 
from the past that might help establish a correct viewpoint 
and guide actions in the present. “Is there some event in our 
traditions that might help us understand the issue and help 
frame a response to it?” asks Mead (2016, 343). An event 
or issue may seem entirely novel, introducing new technolo-
gies, new capabilities, or new controversies. And yet this 
issue does not emerge from a vacuum, but is instead cumula-
tive, building on historical knowledge, established institu-
tions, and prior techniques. For this reason, Mead suggests 
looking at indigenous stories, older traditions, and historical 
examples as a way to develop an appropriate response.

One avenue for guidance is examining pūrākau, a particu-
lar form of traditional Māori narrative. In a modern or west-
ern context, these are often denigrated as myths, folk tales 
that are both irrelevant and unscientific. However, these sto-
ries distill diverse forms of knowledge (spiritual, empirical, 
moral) into a memorable and understandable package. Lee 
(2009) contends these stories contain philosophical thought, 
epistemological constructs, cultural codes, and world views. 
Ruth Irwin and Te Haumoana White (2019) note that mythi-
cal terms “bridge Māori and contemporary thought.” These  
accounts ground an indigenous cosmology and philosophy 
in powerful narratives—yet also provide flexibility for this 
knowledge to be adapted and re-applied to new challenges 
such as artificial intelligence.

One pūrākau states that there were three baskets of 
knowledge in the heavens that contain all of humanity’s 
knowledge. Tāne was sent to retrieve these baskets (kete), 
battling his older brother Whiro and overcoming obstacles to 
ascend through layers of heaven and retrieve the prized pos-
sessions. The kete-aronui contained knowledge that could 
help humans; the kete-tuauri housed the knowledge of ritual, 
memory and prayer; and the kete-tuatea held knowledge of 
evil which was harmful to humans. Karaitiana Taiuru (2018) 
argues that data is today’s knowledge basket, a container 
housing a rich treasure of information regarding all of life. 
As in the narrative, this information is powerful, grant-
ing those who possess its particular advantages. Data is 
a resource, a treasure for the twenty-first century, but like 
other resources throughout history, it is one that is often 
dominated, controlled, or co-opted by colonizers. So, just 
like the story, this data should not be left to others but should 
be grasped or at least contested.

As AI applications, algorithmic systems, and automated 
decision-making encroach on everyday life, indigenous 
organizations have increasingly recognized the importance 
of such data. Several years ago, Te Hiku Media, a small 
Māori non-profit, began assembling a set of annotated audio 
recordings, a foundational set of data for doing automated 
language recognition. But all too quickly, an American tech-
nology company contacted the organization with an offer to 
purchase the data. Te Hiku rejected the offer and published 
a statement  explaining that it wanted to retain indigenous 
knowledge and help revitalize the Māori language (Lucas-
Jones 2018). Efforts to maintain control and ownership 
over data can also be found in the Māori Data Sovereignty 
Network (Raraunga 2022). This collection of practitioners 
and scholars conducts research about new technologies, 
collaborates with government and university partners, and 
provides guidance on policy initiatives. They recognize that 
maintaining control over these knowledge-baskets—what 
information they contain or neglect, where they can circu-
late, and who has authority over them—is key for autonomy 
in the times ahead. As their slogan suggests: Our Data, Our 
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Sovereignty, Our Future. Such work provides a strong exam-
ple of a famous Māori proverb. Kia whakatōmuri te haere 
whakamua: I walk backwards into the future with my eyes 
fixed on my past.

3.5 � Test 5: Principles

The final test encompasses a range of additional principles 
that may be drawn upon to evaluate an issue when needed. 
Mead (2016, 344) is pragmatic here, admitting that in some 
cases “the first four tests may not be helpful at all and so one 
may have to consider the principles test.” This Principles 
test thus acts as a fallback for those attempting to develop 
an indigenous perspective. In some respects it is a catch-all 
category, containing a number of supplementary creeds and 
values which may provide novel insights or additional guid-
ance. This section briefly steps through each principle and 
shows how it might be usefully applied to design or evaluate 
AI technology.

Test 5.1 is whanaungatanga. If a person is a relative, then 
kin are obliged to assist them or support them as needed. 
This principle can also be extended to non-kin: classmates, 
workmates, or the larger iwi that one has membership in. 
One question this test might ask: does this app or platform 
support indigenous people in connecting with their extended 
family, colleagues, or peers? In doing so, it may facilitate a 
form of whanaungatanga, passing this particular test.

Test 5.2 is manaakitanga. The concept here is to rise 
above personal grievances and politics, acknowledging the 
mana of others and showing care and hospitality to them. 
This test might question the purpose of AI-driven tech-
nology. Is it divisive, fostering polarization and forms of 
antagonism along racial, cultural, or gendered lines? Or is 
it inclusive, respecting and potentially even uniting diverse 
peoples together? The latter case embodies manaakitanga, 
passing that particular test.

Test 5.3 is mana. A new event or technology should not 
damage the mana of the subject or user, nor damage those 
who are involved with it. In contrast, it should aid in main-
taining or even improving this mana. This test might ques-
tion the impact that a particular technology might have on 
its participants or end-users. Is it purely driven by short-term 
interests and business values, undermining their social and 
mental well-being? Or does it seek to empower individuals, 
to build their mana and help them to cultivate and actualize 
their potential?

Test 5.4 is noa. A novel paradigm or condition may need 
to be introduced in an appropriate way to those who use it so 
that it can become commonplace and no longer controver-
sial. This test is fundamentally about reducing the doubt or 
shock concerning a novel intervention and making it more 
everyday, more noa. In the context of AI, this might be an 

education campaign that listens to the concerns that a com-
munity has and sensitively addresses them.

Test 5.5 is tika. When these more targeted principles fail 
to yield sufficient guidance, then an evaluation may need 
to fall back to tika: considering “whether something is 
ethically, culturally, spiritually, and medically right” (Mead 
2016, 347). This test opens the framework up to a variety of 
broader evaluations about the correctness (tika) of a technol-
ogy. This provides a degree of flexibility to the evaluation. 
An AI developer may want to rely predominantly on indig-
enous criteria, for instance, yet also splice in some western 
ethical norms to round off the evaluation.

These additional principles and concepts can be used 
whenever the first four tests, for whatever reason, fail to 
yield the kind of insights or guidance that are desired about 
a particular AI technology.

4 � Conclusion: designing and decolonizing

As the problems with current AI paradigms become 
increasingly clear, the need for alternative visions, values, 
and frameworks grows urgent. Indigenous concepts from 
Aotearoa provide a distinctly different set of principles and 
priorities—a way of knowing and being at once ancient and 
fresh that productively challenges Western technocratic 
norms. Importantly, these are not simply high-minded ide-
als but pragmatic principles that can be applied to novel 
circumstances and new technical conditions. The Five Tests 
provide a means for carrying out this evaluation, allowing us 
to weigh up the potentials and problems of AI according to 
a rubric that centers on human dignity, communal integrity, 
and ecological sustainability.

I see two distinct pathways that the work here opens up. 
The first can be labeled designing, a pragmatic application 
in the present. What would it look like to take these prin-
ciples and apply them to an AI product that is currently in 
development? Every day, new technologies are released in 
the world, rolling out into high-stakes areas such as health-
care, welfare, immigration, human resources, and finance. 
And so, even though this research is nascent, I want to offer 
something practical if modest: a starting point for designing 
or redesigning AI differently.

Designing focuses on the form and function of technol-
ogy, its appearance and its operations. This is not just the 
user interface, but more fundamentally the set of decisions 
that lead to this particular product, this particular technol-
ogy. In the context of AI, this enfolds aspects like the pro-
duction of training data, the definition of “ground truth,” 
the architectures used (i.e. transformer vs convolutional), 
the optimization function, the deployment of the model, 
and the feedback mechanisms it surfaces to users. These 
aspects, from classification to explainability and outputs, 
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can be understood as the design space of a model (Mor-
ris et al. 2022a, b). The Five Tests can be applied to these 
decisions-in-progress, guiding the development of an AI-
based intervention. How might this design respect the sacred 
(tapu)? How might it preserve or enhance the life force of the 
people and environments it impacts (mauri)? If this design 
has negative impacts, how might those be reconciled in an 
acceptable way (take-utu-ea)? These kinds of questions can 
be asked again and again throughout the design process, 
from conception through to development and launch. They 
provide a very different set of criteria from typical busi-
ness maxims. Engaging genuinely with these questions and 
“resolving” them through code, architectures, interfaces, and 
affordances would result in a distinctive technology, some-
thing more considered, more inclusive, and more ecologi-
cally attuned.

Design also implies redesign, the ability to assess how 
something is performing and alter particular aspects to 
improve it. This would apply to AI products and services 
that have already been developed and deployed. How exactly 
might these tests be taken up by companies or organizations 
in this case? This process might begin with a workshop that 
provided a foundational understanding of indigenous values. 
This workshop would also enable different stakeholders to 
come together around the evaluation process. This kind of 
cross-organizational collaboration is crucial considering the 
diverse forms of data and feedback that are required. Holis-
tic evaluation could certainly include an engineering team 
and their quantitative metrics—but might also encompass an 
environmental report and a series of interviews with com-
munity leaders. For some of the tests, evaluative instruments 
would need to be designed; for others, like Mauri, existing 
measures might be used. Each of the Five Tests could be 
weighted according to their importance for the AI developer 
and for the end-users involved. Scores for each test would 
highlight areas that need improvement and further iteration.

Critics might object that these measures are unsatisfac-
tory—somewhat improvised and incomplete—and they 
would be correct. But this is what product development 
and policy development look like in practice, a process of 
attempts and iterations. By muddling through (Lindblom 
2018) and comparing against prior versions, a material 
artifact such as code, infrastructures, platforms, or legisla-
tion directed at them is gradually improved. Version 0.2 is 
slightly more diverse, or equitable, or sustainable than Ver-
sion 0.1. Perfect is the enemy of good.

The more serious criticism in this context would actu-
ally be co-option. Indigenous principles are not a smorgas-
bord where principles can be chosen as desired. In the same 
vein, splicing one or two concepts into a broader framework 
of Western values too often leaves them watered down or 
tokenistic. It would be easy for governments and corpora-
tions to gain social and cultural prestige by superficially 

parroting some of these values without any significant com-
mitment behind them—indeed, we see such a pattern repeat-
edly in the past. For this reason, the pragmatic, present-
focused response discussed above needs to be accompanied 
by a slower reflection on the nature of power and one’s role 
within it.

The second pathway might thus be termed decolonizing, 
a deeper and more sustained confrontation with current AI 
regimes. Band-aid fixes and nods to “diversity” or more 
“humane” AI have proven to be woefully inadequate (Munn 
2022a). The failure of such superficial interventions only 
serve to demonstrate that current technologies are built on a 
far deeper strata of capitalism and coloniality, perpetuating 
systems of inequality and oppression. For all their purported 
rationality and neutrality, technologies often reinforce this 
violence, causing collateral damage to the marginal and the 
vulnerable who are least equipped to deal with it (McQuil-
lan 2022).

The exact nature of the Five Test’s provocation to current 
AI regimes is a matter of interpretation, but a few challenges 
might briefly be sketched. First, it rejects the generic, uni-
versalizing frame often imposed by technology companies 
and even by AI ethicists. Instead, it is grounded in particular 
worldviews, it highlights communal needs, and it tends to 
frame impacts according to local norms. Second, it refuses to 
neatly compartmentalize human well-being and ecological 
well-being. Instead, it stresses their connection and interde-
pendence moving into the future: social and environmental 
justice are inseparable (Rixecker and Tipene-Matua 2003). 
And third, it does not shirk responsibility for its activities, 
bracketing off downstream effects as a problem for the state 
or individuals, as is typical of many technology companies. 
Instead, it carefully considers potential impacts and develops 
ways to mitigate them or redress them to satisfy involved 
parties. Even in this brief sketch, we can recognize a way 
of intervening that is slower, more considered, and more 
considerate of life in its various forms—the antithesis of our 
current AI regimes and their production culture of “moving 
fast and breaking stuff.”

The Five Tests, then, are not just about instrumentaliza-
tion but about confrontation: they pose a more fundamental 
challenge to current AI paradigms and practices. They raise 
a series of key questions: what should this data-driven tech-
nology be doing? How might we design these technologies 
in ways that are more inclusive, communal, and sustainable? 
And what values and norms are we using to judge the suc-
cess of a particular technology? These are epistemological 
questions, concerning the knowledge systems that we use 
to understand the world. They are cultural and historical 
questions, concerning the violent domination of some peo-
ples by others. And they are social questions, concerning a 
particular understanding of a healthy society and the good 
life. These questions resonate with recent calls to decolonize 
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AI (Mohamed et al 2020; Hanna 2022). Understanding and 
undoing systems of inequality that have been formalized 
and fossilized over time is a massive undertaking. Such a 
programme is daunting when one considers the full range 
of institutions, relationships, and practices that would need 
to be rethought (Adams 2021). And yet—as digital tech-
nologies and technical systems become increasingly rolled 
out in high-stakes areas and permeate into our life world—
this seems to be the long-term project that social justice 
demands.

These two pathways are complementary, each augment-
ing the other. Technical design and codesign initiatives from 
developers and end-users must be coupled with a radical 
rethinking of dominant philosophies and paradigms: the bot-
tom-up must be combined with the top-down (Cruz 2021). 
A genuine engagement with this work might see a company 
initiate a rapid redesign and evaluation, something material, 
messy, and ad-hoc that nevertheless generates insights and 
iterative versions of software—but it would also see that 
company put in place long-term measures to reflect on their 
priorities as an organization, to understand the power asym-
metries at work in the world, and to restructure their ways 
of being-and-doing as this journey unfolds. The radical and 
the actionable must be intertwined.
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