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Abstract
AI/ML increasingly impacts the ability of humans to have a good life. Various sets of indicators exist to measure well-being/
the ability to have a good life. Students play an important role in AI/ML discussions. The purpose of our study using an 
online survey was to learn about the perspectives of undergraduate STEM students on the impact of AI/ML on well-being/
the ability to have a good life. Our study revealed that many of the abilities participants perceive to be needed for having a 
good life were part of the well-being/ability to have a good life indicator lists we gave to participants. Participants perceived 
AI/ML to have and continue to have the most positive impact on the ability to have a good life for disabled people, elderly 
people, and individuals with a high income and the least positive impact for people of low income and countries from the 
global south. Regarding indicators of well-being and the ability to have a good life given to participants, we found a significant 
techno-positive sentiment. 30% of respondents selected the purely positive box for 28 of the indicators and none did so for 
the purely negative box. For 52 indicators, the purely negative was below 10% (not counting the 0%) and for 10 indicators, 
none selected purely negative. Our findings suggest that our questions might be valuable tools to develop an inventory of 
STEM and other students’ perspectives on the implications of AI/ML on the ability to have a good life.
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1  Introduction

The ability to have a good life depends on many social 
parameters such as employment (Crow and Payne 1992), 
social status (Gehl and Ross 2013), geographical location 
(suburbs) (Greenbie 1969), food security (Neuwelt-Kearns 
et al. 2021), social norms (Hansen 2015), physical health, 
and socioeconomic status (Xu et al. 2020), caring (Colombo 
2014), sustainable living (Hansen 2015), respecting (Malti 
et  al. 2020), being respected (Steckermeier and Delhey 
2019), and power over own one’s life and experience of 

discrimination (Holmström et al. 2017). The UN Conven-
tion on the Rights of Persons with Disabilities is a checklist 
to indicate actions needed to enable more opportunities for 
a good life for disabled people (Johnson 2013; Kakoullis 
and Johnson 2020) and the same is said for children and 
the UN Convention of the Child (Brusdal and Frønes 2014; 
Kutsar et al. 2019). What is seen as a good life has changed 
over time (Strachan 2010) and many views on what entails a 
good life exist (Beckman 2018). Many measures with vari-
ous sets of social indicators exist that can be seen as meas-
ures of the ability to have a good life such as The Better Life 
Index, The Canadian Index of Wellbeing, The World Health 
Organization initiated Community Based Rehabilitation 
(CBR) Matrix, The Social Determinants of Health (SDH) 
and others (Wolbring 2021). It is recognized that Artificial 
Intelligence (AI) and Machine Learning (ML) are impacting 
many facets of people’s ability to have a good life (Canadian 
Institute for Advanced Research (CIFAR) 2018; European 
Group on Ethics in Science and New Technologies 2018; 
Floridi et al. 2018; The IEEE Global Initiative on Ethics 
of Autonomous and Intelligent Systems 2019). Increasing 
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student’s social impact literacy is one goal of AI/ML educa-
tion (Chiu et al. 2021; Furey and Martin 2019; Garrett et al. 
2020; Touretzky et al. 2019) and STEM education (Josa and 
Aguado 2021; Kelley and Knowles 2016). To connect with 
the world of students, we phrased our social implication of 
AI/ML inquiry in the language of the ability to have a good 
life to gain knowledge on how STEM students perceive the 
societal impact of AI. We asked three questions: (1) What 
abilities do you see as important to have the ability to have 
a good life? What is the impact of AI/ML on the ability to 
have a good life for different social groups? (3) What is the 
impact of AI/ML on all the indicators from the four well-
being/ability to have a good life composite measures: (a) The 
Better Life Index (OECD 2020), (b) The Canadian Index 
of Wellbeing (Canadian Index of Wellbeing Organization 
2019), (c) The World Health Organization initiated Com-
munity Based Rehabilitation (CBR) Matrix (World Health 
Organization 2011) and (d) The Social Determinants of 
Health (SDH) (Raphael et al. 2020; World Health Organi-
zation 2020).

1.1 � AI/ML and the ability to have a good life

It is argued that “AI impacts what we can consider the good 
life” Vesnic-Alujevic et al. (2020, p. 8), how we achieve 
“goals of wellbeing” and “overall common good” Vesnic-
Alujevic et al. (2020, p. 8), and that the ability of a good life 
“must include an explicit conception of how to live well with 
technologies” and the 'good life’ means “a human future 
worth seeking, choosing, building, and enjoying” Vallor 
(2016, p. 12). It is argued that ethics of AI concerning “the 
question of the good life and human and societal flourishing” 
Coeckelbergh (2019, p. 33) is needed and that technologi-
cal advancement should engage with “questions about the 
good life and discussions of values” Buhmann and Fieseler 
(2021, p. 4). The report Ethical and societal implications 
of algorithms, data, and artificial intelligence: a roadmap 
for research (Whittlestone et al. 2019) lists many research 
topics as essential which can be seen to impact the ability 
to have a good life. Justice, solidarity, equity, and equality 
are concepts mentioned in many AI governance documents 
that influence the ability to have a good life (Lillywhite and 
Wolbring 2020). AI/ML impact various forms of well-being 
that reflect facets of the ability to have a good life such as 
emotional well-being (Borjas and Freeman 2019; Fratc-
zak et al. 2019; Khosla and Chu 2013; West 2018), sense 
of well-being and identity (Abeles 2016), economic well-
being (Borjas and Freeman 2019; Fratczak et al. 2019; West 
2018), the general well-being of a nation's economy (Press 
1982; Ullrich et al. 2016), well-being of society (Reddy 
2006), and societal well-being (Aluaş and Bolboacă, 2019; 
National Academies of Sciences 2018). The report, ETHI-
CALLY ALIGNED DESIGN A Vision for Prioritizing Human 

Well-being with Autonomous and Intelligent Systems focuses 
on how well-being including “societal and environmental 
well-being” can be improved (The IEEE Global Initiative 
on Ethics of Autonomous and Intelligent Systems 2019, p. 
1) and suggests various measures.

1.2 � AI education

Most education on AI focuses on how AI works, hands-on 
education, and how to increase AI technical literacy (Chiu 
et al. 2021; Heintz 2021; Steinbauer et al. 2021). How-
ever, AI education including AI ethics education identifies 
goals to educate on the societal impact of AI (Chiu et al. 
2021; Furey and Martin 2019; Garrett et al. 2020; Long 
and Magerko 2020; Touretzky et al. 2019), covering “bias, 
automation and robots, law and policy, consequences of 
algorithms, philosophy/morality, privacy, future of AI, and 
history of AI” Garrett et al. (2020, p. 274), and diversity 
and inclusion (Chiu et al. 2021). It is argued that “in order 
to address the social impact of technical systems, including 
AI, we need to revisit the way we think about the norms of 
AI ethics education, and in particular address the tendency 
towards an ‘exclusionary’ pedagogy, that further siloes” Raji 
et al. (2021, p. 515). Phrasing the impact of AI/ML within 
the language of the ability to have a good life may resonate 
with students and help AI education with its goal to educate 
on the societal impact of AI (Touretzky et al. 2019) includ-
ing AI/ML and the social good (Hager et al. 2019).

2 � Engineering education

Social implications are seen as being part of engineering 
education (Josa and Aguado 2021) and STEM education 
(Kelley and Knowles 2016) which is seen to have a social 
impact (Ramirez Velazquez 2021). The National Science 
Foundation (USA) acknowledges that “scientific merit is 
intertwined with broader impacts” and that “educational 
reforms must now center inclusion and equity” Elgin et al. 
(2021, p. 7). It is argued that the COVID-19 pandemic 
showed that academia has a responsibility to decrease struc-
tural inequities in education whereby one strategy could be 
to engage STEM students in research (Elgin et al. 2021). 
At the same time, it is noted that problems exist in STEM 
education (Garibay 2015; Josa and Aguado 2021). It is rec-
ognized that having a positive social impact entices students 
to enroll in STEM (Bennett et al. 2021) and a social aware-
ness curriculum has an impact on the engineering identity 
formation of high school girls Burks et al. (2019, p. 1). Vari-
ous studies investigated the social responsibility of engineer-
ing students, seeing it as important but reporting problems 
(Børsen et al. 2021; Canney and Bielefeldt 2015; Schiff et al. 
2021; Tomblin and Mogul 2020). Literature exists covering 
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the competencies students are to obtain from engineering 
degrees. The authors covering STEM in secondary education 
argue that OECD’s twenty-first century skills, which include 
ethical and social impact under the header of communica-
tion skills, “has become one of the most important ques-
tions awaiting for an answer all over the world” Korkmaz 
et al. (2021, p. 424). To phrase the impact of AI/ML within 
the language of the ability to have a good life could reso-
nate with engineering students to engage with the social of 
AI/ML. Indeed, Plato’s 12 concepts of the ‘good life’ are 
suggested as a lens to think about the goals of engineers 
(Rodriguez-Nikl 2021).

3 � Methods

3.1 � Design

We performed a mixed-methods approach at the technique 
level (Sandelowski 2000). We used a directed content analy-
sis of the qualitative data and frequency count and percent-
age measures of the descriptive quantitative data to analyze 
the answers of STEM students from one University to three 
questions: (1) What abilities do you see as important to have 
the ability to have a good life? (2) What is the impact of 
AI/ML on the ability to have a good life for different social 
groups? (3) What is the impact of AI/ML on all the indica-
tors from: (a) The Better Life Index (OECD 2020), (b) The 
Canadian Index of Wellbeing (Canadian Index of Wellbe-
ing Organization 2019), (c) The World Health Organization 
initiated Community Based Rehabilitation (CBR) Matrix 
(World Health Organization 2011) and (d) The Social Deter-
minants of Health (SDH) (Raphael et al. 2020; World Health 
Organization 2020).

We chose an online survey to reach as many student par-
ticipants as possible and to give students the flexibility to 
participate in this study at their convenience. The survey 
received ethics approval from the University of Calgary 
REB17-0785. The online survey was set in such a way that 
we could not identify the participants or their IP addresses. 
The consent form alerted participants that the US govern-
ment could access data as survey monkey falls under US 
jurisdiction. Participants could stop the survey at any time 
and were free to choose which questions they want to answer 
or not.

3.2 � Participants

Students were chosen as participants because student edu-
cation is an important aspect of STEM degrees as well as 
AI/ML education. The STEM students we accessed were 
chosen as participants for convenience purposes. The sur-
vey was distributed to four cohorts of individuals from 

four different University of Calgary STEM-related groups 
engaged in STEM and engineering extracurricular activities. 
Our criteria for participant inclusion were that they had to be 
currently attending a Canadian University undergraduate or 
graduate studies program. The survey was designed to take 
students between 30 min and 1 h.

3.3 � Survey question development

The full survey consisted of n = 23 questions including 
demographic, simple yes or no questions with the option 
for comments (questions 9, 13, 15, 16, 20–23), and open-
ended questions (questions 11–12) to obtain more detailed 
views of participants. It was developed by both the authors 
and feedback was given by  a group of students on the draft 
of the survey keeping in mind the focus of the study and the 
literature around AI/ML governance and ethics. We present 
here the results of a subset of questions namely: (a) demo-
graphics (questions 2–6); (b) participants views on the abili-
ties needed for a good life (questions 11/12); (c) participants 
familiarity with AL/ML (question 14); (d) participants views 
on the impact of AI/ML on various social groups (ques-
tions 15/16); (e) participants views on the impact of AI/
ML on indicators of the ability to have a good life from the 
measures: Social Determinants of Health, Better Life Index, 
Canadian Index of Wellbeing, and Community Based Reha-
bilitation Matrix (questions 20–23).

3.4 � Data collection and analysis

We collected data through an online delivered survey using 
the Survey Monkey platform. We sent the link to the online 
survey to the students through personal contacts after eth-
ics approval was received. The survey data were collected 
between March and April 2021. Quantitative data were 
extracted and analyzed using Survey Monkey’s intrinsic 
frequency distribution analysis capability. The qualitative 
data obtained from comment boxes that accompanied certain 
questions and the open-ended question were exported as one 
pdf file into ATLASti-9® software for analysis (Braun and 
Clarke 2013; Hsieh and Shannon 2005) and we performed a 
directed content analysis to understand better ability-related 
views and knowledge of participants. Regarding the analy-
sis of the qualitative data, the two authors first familiarized 
themselves with the qualitative data by reading the whole 
PDF, then re-read the content identifying potentially mean-
ingful data through performing thematic coding on the data 
(Clarke and Braun 2014). We engaged in peer debriefing 
(Guba 1981) and differences in codes and theme sugges-
tions were discussed between the two authors and revised as 
needed. An audit trail was generated using memo and coding 
functions within ATLASti-9®.
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3.5 � Limitation

Given that we used an online delivered survey instrument, 
we could not ask for clarifications of answers. In addition, 
there might be a selection bias in the sense that only students 
that were already interested in the topic might have chosen 
to answer the survey. In addition, our high respondent num-
ber of females does not reflect the gender composition in 
engineering degrees. It might be that females in the clubs 
felt more drawn to fill out the survey. Our study design is an 
exploratory one and the intent was not to generate generaliz-
able data. Indeed, our results suggest many follow-up studies 
to see what the answers are for different sets of participants 
for example such as students linked to other occupation areas 
such as science and technology studies, disability studies, 
ethics, and health sciences.

4 � Results

The following sections will present the findings from par-
ticipant responses. Section 3.1 gives the demographics, 
Sect. 3.2 students’ view on the ability to have a good life 
(questions 11/12); Sect. 3.3 STEM student’s perspectives 
on the impact of AI/ML on the ability to have a good life in 
the moment and the future (questions 15/16) and Sect. 3.4. 
STEM student’s perspectives on the impact of AI/ML on all 
indicators of four measures (Social Determinants of Health, 
the Better Life Index, the Canadian Index of Wellbeing, and 
the Community Based Rehabilitation Matrix) (questions 
20–23).

4.1 � Demographics

The response rate from the students we accessed reflects 
13.14% (51 from 388) of the students in that setup. The par-
ticipant population was composed of 91.67% females and 
8.33% males. 97.92% were 18–30 years of age and 2.08% 
were 30–65 years of age. 97.92% of the participants were 
undergraduate students, while 2.08% were PhD students. 
More specifically, 27.08% were first year undergradu-
ate students, 33.33% second year undergraduate students, 
29.17% third year undergraduate students, and 8.33% fourth 
year undergraduate students. The population consisted of a 
majority STEM students, specifically 60.42% engineering 
students (6.25% biomedical engineering, 6.25% chemical 
engineering, 10.42% civil engineering, 6.25% electrical 
engineering, 18.75% mechanical engineering, 6.25% soft-
ware engineering, and 6.25% common first year engineer-
ing), 2.08% computer science students, 2.08% mathematics 
and statistics students, 18.75% biological sciences, 4.17% 
health sciences, 4.17% neurological sciences, 2.08% physi-
ology, 2.08% kinesiology, 2.08% business, and 2.08% other 

(dual degree in mechanical engineering and business). 
89.66% of students felt somehow familiar with AI/ML.

4.2 � Abilities needed to have a good life

93.10% of the participants believed they have a good life, 
while 6.90% suggested they do not know. No participants 
said they do not have a good life. n = 2 other participants 
indicated the subjectiveness of assessing abilities that are 
important to an individual.

P1: “The ability to have a good life is very subjective 
and kind of insinuates that you have to be happy all the time 
in life…. It represents the mindset of chasing happiness…”

As to concrete abilities needed to have a good life partici-
pants listed the following.

P4: “basic living essentials such as food and water”
N = 6 participants suggested basic needs are needed to 

have a good life.

P1: “Freedom of thought…”
P8: “freedom to move however, wherever and whenever 

you want (physical abilities)”
N = 5 participants suggested that freedom, of various 

forms including speech, physical abilities, goals, religion, 
etc., are needed to have a good life.

P21: “I do view my physical abilities as something that ena-
bles me to have a good life.”

N = 6 participants suggested that physical abilities are 
needed to have a good life.

P2: “living out your purpose”
N = 5 participants suggested that the ability to live out 

your purpose is needed to have a good life.

P20: “The ability to connect and form strong relationship 
with at least one other person.”

N = 7 participants suggested that forming relationships, 
social interactions, or receiving love is needed to have a 
good life.

P5: “Having a good life starts and ends with a mindset to 
achieve satisfaction and/or happiness.”

N = 11 participants suggested that mindset, contentment, 
and being happy is needed to have a good life.

4.2.1 � Factors that impact the ability to have a good life

P20: “One’s socioeconomic status would also impact one’s 
ability to have a good life.”
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N = 7 participants indicated that financial stability or soci-
oeconomic status impacts one’s ability to have a good life.

P8: “Access to necessities such as food and water.”
N = 7 participants indicated that access to basic needs 

impacts one’s ability to have a good life.

P24: “My mental and physical health”
N = 11 participants indicated that mental well-being and 

mindset impacts one’s ability to have a good life. n = 4 par-
ticipants indicated that physical health impacts one’s ability 
to have a good life. n = 3 participants generalized health as a 
factor that impacts one’s ability to have a good life.

P10: “the resources available to you in your hometown… 
the quality of the environment around you…”

N = 4 participants indicated that one’s location/country/
environment impacts one’s ability to have a good life.

P6: “A good support system, and the people that surround 
me could contribute to attaining or not attaining stable men-
tal health.”

P7: “Society, Peers, Family”
N = 9 participants indicated that relationships, support 

systems, and social interactions impact one’s ability to have 
a good life.

4.3 � Impact of AI/ML on the ability to have a good 
life

4.3.1 � Knowledge of AI/ML

When asked whether participants have knowledge of AI/ML, 
62.07% of the participants said yes, 27.59% said somewhat, 
and 10.34% said no.

4.3.2 � Impact of AI/ML on the ability to have a good life 
in the moment

Table 1 summarizes participants’ perspectives on the impact 
of AI/ML in the moment on various populations in society. 
The weighted average of the following groups, disabled peo-
ple (7.07), the elderly (6.75), people of high income (7.63), 
and countries of the North (7.15), all lie above the weighted 
average of the other groups listed (not including responses 
for 0).

Participants in first year of undergraduate studies perceive 
AL/ML to more positively impact all groups listed indicated 
by a high weighted average. Participants in subjects of study 
not related to engineering/technology including (software 
engineering, electrical engineering, mechanical engineering, 
biomedical engineering, and computer science) indicated 

slightly lower weighted averages for most groups listed 
above in comparison to all other fields of study.

Participants that elaborated on their choices indicated 
two main factors to support the increased weighted average 
of the four groups. n = 6 participants indicated that AI/ML 
creates wealth disparity and is more easily accessible to the 
wealthy and developed countries.

P11: “more privileged group will benefit while the non-
privileged will get left behind.”

P6: “potential for negative impacts too… worsen the gap 
between the rich and poor.”

Second, participants referenced the benefits for disabled 
people.

P18: “allow paralyzed people to access better 
wheelchairs”

P5: “Artificial body parts”
P2: “potential to be the eyes and ears for people who 

have disabilities with their senses or neurological disabili-
ties (for the elderly and disabled people).”

4.3.3 � Impact of AI/ML on the ability to have a good life 
in the future

Table 2 summarizes the participants’ perspectives of AI/ML 
on the indicated groups in the future. Overall, the weighted 
averages of all the groups questioned are greater compared 
to participants perspectives of AI/ML in the moment (other 
than animals and nature). Disabled people and people of 
high income and countries of the North are still weighted 
higher than the other groups, but the elderly blended into 
the weighted averages of the other groups.

Participants in subjects of study not related to engineer-
ing/technology including (software engineering, electrical 
engineering, mechanical engineering, biomedical engineer-
ing, and computer science) indicated slightly lower weighted 
averages for most groups listed above in comparison to all 
other fields of study.

Similar perspectives are observed from participants’ com-
ments as found in Table 1. Participants still see disabled peo-
ple benefiting the most from AI/ML in the future. Further, 
participant comments suggested the future of AI/ML will 
accommodate all groups more equally.

P4: “…overall these new technologies should equally 
affect everyone…”

P13: “AI technology is studied further it can be impro-
vised to accommodate everyone equally…”

4.4 � Indicators of measures of well‑being

4.4.1 � Canadian Based Rehabilitation Matrix

Table 3 summarizes the participants’ perspective on the 
impact of AI/ML on the indicators of measure from the 
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Canadian Based Rehabilitation Matrix. Healthcare-related 
indicators and indicators related to assistance and disabili-
ties including health promotion (46.43%), health preven-
tion (46.43%), rehabilitation (46.43%), assistive technol-
ogy (67.86%), personal assistance (51.58%), and disabled 
people’s organizations (50.00%) are seen to have a higher 
portion of only positive impacts than the other indicators. 
Indicators that suggest not impacted in a higher proportion 
relative to other groups include recreation (21.43%), sport 
(25.00%), and self-help (25.00%).

When comparing participants that are studying fields 
related to AI/ML (software engineering, electrical engi-
neering, biomedical engineering, mechanical engineering, 
and computer science) and other areas of study, those in AI/

ML-related fields perceive the indicators mentioned about 
to have a greater positive impact only. Specifically, health 
promotion, assistive technology, personal assistance, and 
disabled organizations.

4.4.2 � Canadian Index of Wellbeing

Table 4 summarizes the participants’ perspective on the 
impact of AI/ML on the indicators of measure from the 
Canadian Index of Wellbeing. Data suggest that knowledge 
and living standards at 48.00% and 40.00%, respectively, are 
impacted more positively relative to the other indicators in 
the matrix. The indicators that are seen as not impacted at a 
higher percentage than other indicators include leadership 

Table 3   Impact of AI/ML on 
indicators of measure from the 
Canadian Based Rehabilitation 
Matrix

Indicator Impacted only 
positive

Impacted only 
negative

Positive and 
negative

Not impacted

Health 35.71% 0% 57.14% 3.57%
Healthcare 35.71% 10.71% 46.43% 3.57%
Assistive technology/assistive tech-

nologies/assistive device
67.86% 3.57% 17.86% 7.14%

Health promotion 46.43% 3.57% 39.29% 10.71%
Health prevention 46.43% 3.57% 32.14% 17.86%
Rehabilitation 46.43% 7.14% 35.71% 7.14%
Education 39.29% 3.57% 53.57% 3.57%
Childhood education 25.00% 7.14% 60.71% 3.57%
Primary education 25.00% 3.57% 60.71% 7.14%
Secondary education 28.57% 0% 60.71% 3.57%
Non-formal education 25.00% 0% 64.29% 10.71%
Life-long learning 25.00% 14.29% 53.57% 7.14%
Livelihood 28.57% 10.71% 57.14% 3.57%
Skills development 25.00% 14.29% 57.14% 0%
Self-employment 35.71% 14.29% 35.71% 14.29%
Financial stability 22.22% 14.81% 51.86% 7.41%
Wage employment 14.29% 14.29% 57.14% 14.29%
Social protection 18.52% 18.52% 51.85% 11.11%
Social situation 21.43% 14.29% 50.00% 17.86%
Social relationships 17.86% 17.86% 50.00% 14.29%
Family 17.86% 14.29% 50.00% 14.29%
Personal assistance 51.58% 7.41% 40.74% 0%
Culture 7.14% 14.29% 64.29% 10.71%
Arts 11.11% 18.52% 51.85% 11.11%
Recreation 21.43% 10.71% 42.86% 21.43%
Leisure 17.86% 10.71% 50.00% 17.86%
Sport 32.14% 7.14% 32.14% 25.00%
Access to justice 22.22% 11.11% 51.85% 14.81%
Empowerment 18.52% 11.11% 55.56% 11.11%
Communication 37.00% 14.81% 44.44% 7.41%
Social mobilization 25.00% 10.71% 50.00% 10.71%
Political participation 14.29% 7.14% 53.57% 17.86%
Self-help 25.00% 7.14% 39.29% 25.00%
Disabled people’s organizations 50.00% 3.57% 42.86% 3.57%
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(25.00%), leisure (24.0%), and time (41.67%). Overall, 
Table 4 suggests participants see most of the indicators as 
impacted both positively and negatively.

4.4.3 � Social determinants of health

Table 5 summarizes the participants’ perspective on the 
impact of AI/ML on the indicators of measure from the 
Social Determinants of Health. As seen in Table 5, 50.00% 
of the participants indicated that health services will be 
impacted only positively, which is higher than all other 
indicators. Participants suggested that many of these indi-
cators are not impacted. The following stand out: food 
security (42.31%), housing (36.00%), gender (42.31%), 
coping (34.62%), discrimination (34.62%), advocacy 
(33.33%), physical environment (37.04%), social engage-
ment (30.77%), and social status (40.74%).

Participants that are studying fields related to AI/ML 
(software engineering, electrical engineering, biomedical 
engineering, mechanical engineering, and computer science) 
perceived health services to be more positively impacted at 
71.43% compared to fields that are not directly related to 
AI/ML (chemical engineering, civil engineering, common 
first year engineering, mathematics and statistics students, 
biological sciences, health sciences, neurological sciences, 
physiology, kinesiology, and business) at 42.11%

4.4.4 � Better Life Index

Table 6 summarizes the participants’ perspective on the 
impact of AI/ML on the indicators of measure from the Bet-
ter Life Index. Participants suggested that health is impacted 
more positively than the other indicators at 44.44% relative 
to the next highest at 29.63% (safety). This table suggests 

Table 4   Impact of AI/ML on 
indicators of measure from the 
Canadian Index of Wellbeing

Indicator Impacted only 
positive

Impacted only 
negative

Positive and 
negative

Not impacted

Social relationships 16.00% 16.00% 48.00% 16.00%
Social engagement 16.00% 16.00% 52.00% 12.00%
Social support 24.00% 4.00% 60.00% 12.00%
Community safety 28.00% 4.00% 56.00% 8.00%
Social norms 20.00% 8.00% 52.00% 16.00%
Attitudes toward others 20.00% 8.00% 56.00% 12.00%
Demographic engagement 24.00% 8.00% 44.00% 20.00%
Participation 32.00% 8.00% 40.00% 20.00%
Communication 36.00% 4.00% 56.00% 4.00%
Leadership 33.33% 8.33% 37.50% 25.00%
Education 28.00% 0% 72.00% 4.00%
Competencies 36.00% 16.00% 40.00% 4.00%
Knowledge 48.00% 4.00% 40.00% 8.00%
Skill 29.17% 8.33% 54.17% 8.33%
Environment 28.00% 12.00% 44.00% 20.00%
Healthy population 32.00% 4.00% 44.00% 20.00%
Personal well-being 24.00% 4.00% 60.00% 8.00%
Physical health 24.00% 8.00% 52.00% 20.00%
Life expectancy 32.00% 4.00% 44.00% 16.00%
Mental health 28.00% 8.00% 52.00% 8.00%
Functional health 29.17% 8.33% 45.83% 16.67%
Public Health 24.00% 8.00% 52.00% 12.00%
Culture 25.00% 4.17% 66.67% 4.17%
Healthcare 32.00% 0% 60.00% 4.00%
Culture 12.50% 8.33% 58.83% 20.83%
Leisure 28.00% 12.00% 40.00% 24.00%
Living standard 40.00% 4.00% 40.00% 16.00%
Income 28.00% 4.00% 44.00% 24.00%
Economic security 24.00% 8.00% 44.00% 24.00%
Time 20.83% 12.50% 29.17% 41.67%
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Table 5   Impact of AI/ML on 
indicators of measure from the 
Social Determinants of Health

Indicator Impacted only 
positive

Impacted only 
negative

Positive and 
negative

Not impacted

Income 15.38% 0% 69.23% 15.38%
Education 23.08% 3.85% 65.38% 7.69%
Unemployment 23.08% 23.08% 42.31% 11.54%
Job Security 11.54% 26.92% 50.00% 11.54%
Employment 11.54% 19.23% 61.54% 7.69%
Early childhood development 11.54% 26.92% 50.00% 11.54%
Food Insecurity 19.23% 11.54% 30.77% 42.31%
Housing 12.00% 4.00% 48.00% 36.00%
Social exclusion 7.69% 19.23% 46.15% 26.92%
Social safety network 16.00% 8.00% 52.00% 24.00%
Health services 50.00% 0% 50.00% 3.85%
“Aboriginal” OR “first nations” OR 

“Metis” OR “indigenous people” OR 
“Inuit”

7.69% 11.54% 57.69% 23.08%

Gender 7.69% 3.85% 46.15% 42.31%
Disabled people 34.62% 3.85% 50.00% 11.54%
Ethnic people 15.38% 3.85% 57.69% 23.08%
Immigration 19.23% 11.54% 53.85% 19.23%
Globalization 30.77% 7.69% 50.00% 11.54%
Coping 11.54% 3.85% 50.00% 34.62%
Discrimination 0% 19.23% 42.31% 34.62%
Genetic 19.23% 7.69% 50.00% 23.08%
Stress 11.54% 15.38% 53.85% 19.23%
Transportation 30.77% 3.85% 46.15% 19.23%
Vocational training 23.08% 3.85% 46.15% 26.92%
Social integration 14.81% 3.70% 62.96% 18.52%
Advocacy 18.52% 3.70% 44.44% 33.33%
Literacy 33.33% 7.41% 44.44% 14.81%
Walkability 33.33% 3.70% 37.04% 25.93%
Physical environment 14.81% 7.41% 40.74% 37.04%
Social engagement 11.54% 7.69% 50.00% 30.77%
Social status 3.70% 3.70% 51.85% 40.74%

Table 6   Impact of AI/ML on 
indicators of measure from the 
Better Life Index

Indicator Impacted only 
positive

Impacted only 
negative

Positive and 
Negative

Not impacted

Housing 11.11% 7.41% 44.44% 37.04%
Income 14.81% 0% 62.96% 22.22%
Jobs 7.41%$ 7.41% 70.37% 14.81%
Community 11.11% 7.41% 66.67% 14.81%
Education 18.52% 3.70% 74.07% 3.70%
Environment 11.11% 3.70% 59.26% 25.93%
Physical environment 7.41% 3.70% 59.26% 20.63%
Civic environment 7.41% 7.41% 66.67% 18.52%
Health 44.44% 0% 51.86% 3.70%
Life satisfaction 14.81% 0% 74.07% 11.11%
Safety 29.63% 0% 62.96% 7.415
Work life balance 11.11% 3.70% 70.37% 14.81%
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that participants see most of these indicators as impacted 
both positively and negatively.

Participants that are studying fields related to AI/ML 
(software engineering, electrical engineering, biomedical 
engineering, mechanical engineering, and computer science) 
perceive health to be a more positively impacted indicator 
at 71.43% compared to fields that are not as directly related 
to AI/ML(chemical engineering, civil engineering, common 
first year engineering, mathematics and statistics students, 
biological sciences, health sciences, neurological sciences, 
physiology, kinesiology, and business) at 35.00%

5 � Discussion

Our study revealed that many of the abilities participants 
perceive to be needed for having a good life were part of at 
least one of the four well-being indicator lists we gave to 
participants. Participants perceived AI/ML to have and con-
tinue to have the most positive impact on the ability to have a 
good life for disabled people, elderly people, and individuals 
with a high income and the least positive impact for people 
of low income and countries from the global south. As to 
indicators of well-being/the ability to have a good life given 
to participants, we found a mostly techno-positive sentiment. 
28 indicators had 30% of respondents selected the purely 
positive box, none did so for the purely negative box. For 52 
indicators, the purely negative was below 10% (not counting 
the 0%) and for 10 indicators, none selected purely negative. 
Our findings suggest that our questions might be valuable 
tools to develop an inventory of STEM and other students’ 
perspectives on the implications of AI/ML on the ability to 
have a good life.

5.1 � Techno‑positive and techno‑optimistic 
sentiment of AI/ML impact on the indicators 
on the ability to have a good life

Our general techno-positive (in the moment) and techno-
optimistic (perceived positive impact in the future) finding 
fits with the recognized techno-determinism and techno-
optimism biased forms of reporting within the STEM edu-
cation literature (Collett and Dillon 2019; Cormier et al. 
2019; Garcia and Scott 2016; Vigdor 2011). It also fits with 
a study that found that the positive coverage was greater 
than the neutral and the negative coverage in the teaching 
of AI in technical studies (Table 5) (Gherheș and Obrad 
2018, p. 8) which is the origin of our participants and that 
there was a techno-optimistic sentiment towards the social 
impact of AI development with technical studies (Gherheș 
and Obrad 2018, Table 10, p. 10). Our results also fit with 
a study that found a positive perception of the impact of AI 
on their well-being and society whereby a higher knowledge 

of AI correlated with the more positive sentiment toward 
the impact on themselves and society (Jeffrey 2020, p. 12).

Our findings might also be a consequence of what stu-
dents can access in academic literature in the first place inde-
pendent of a positive, neutral or negative tone of coverage. 
A recent study (Wolbring 2021) investigated the engage-
ment of the academic literature focusing on AI/ML and other 
technologies with over 21 well-being measures finding that 
of the 353,233 abstracts that contained the terms artificial 
intelligence or machine learning none covered 14 of the 21 
measures, 5 of the measures were mentioned in 5 or fewer 
abstracts, the phrase “social determinants of health” was pre-
sent in 41 abstracts and the phrase “determinants of health” 
in 53 abstracts. Furthermore, the study (Wolbring 2021) 
found a very uneven coverage of the individual indicators 
of the measures (a) The Better Life Index, ( b) The Canadian 
Index of Wellbeing, (c) The World Health Organization initi-
ated Community Based Rehabilitation (CBR) Matrix and (d) 
The Social Determinants of Health (SDH) we gave our par-
ticipants with few sources containing terms such as “social 
norms”, ‘social status”, “personal well-being”, “living stand-
ard”, and many others that could be used to discuss and 
trigger thinking about the impact of AI/ML on a good life.

Our techno-positive and techno-optimistic findings in 
relation to disabled people fits with and might be a conse-
quence of AI being mostly mentioned within the AI and ML 
focused academic literature but also newspapers and Twitter 
tweets in relation to disabled people in a techno-positive and 
techno-optimistic way (Lillywhite and Wolbring 2020) and 
that disabled people are for the most part mentioned in the 
same literature with the imagery of the patient or benefit-
ing user (Lillywhite and Wolbring 2019, 2020). A techno-
positive and techno-optimistic tone does not lend itself to be 
nudged towards thinking about negative social implications 
for disabled people such as their ability of a good life, a 
possibility we know exists (Diep and Wolbring 2013, 2015; 
Lillywhite and Wolbring 2020; Nierling et al. 2018; Wol-
bring and Diep 2016; Yumakulov et al. 2012). However, this 
techno-positive and techno-optimism in our study was not 
limited to disabled people and as such our findings could be 
a consequence of a generally techno-positive and techno-
optimistic exposure to AI/ML in the education of the par-
ticipants or other sources through which they are informed 
on AI/ML. Interestingly, 42.31% indicated that there is no 
impact of AI/ML on gender (Table 5), which is surprising 
given that Amazon, for example, had to stop their Human 
resource AI due to a bias against women (Reuters 2018) and 
that over 90% of our participants were women.

5.2 � Adding indicators for future studies

Many of the items our participants flagged as essential for 
living a good life are covered by the composite measures, we 
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gave to the participants such as basic needs including food 
and water, forming relationships, social interactions, support 
system, financial stability, socioeconomic status, and various 
forms of health. Other social and ethical issues mentioned 
in the AI/ML literature could be added as indicators of the 
ability to have a good life, such as freedom of thought, to 
live out one’s purpose, mindset, contentment, being happy, 
privacy, data protection, technological deskilling (Vesnic-
Alujevic et al. 2020), solidarity (European Group on Ethics 
in Science and New Technologies 2018; The IEEE Global 
Initiative on Ethics of Autonomous and Intelligent Systems 
2019), equity and equality (European Group on Ethics in 
Science and New Technologies 2018; The IEEE Global Ini-
tiative on Ethics of Autonomous and Intelligent Systems 
2019; Yuste et al. 2017), respecting (Malti et al. 2020), being 
respected (Steckermeier and Delhey 2019), dignity, health 
equity (Wolbring 2021), ethnic, gender, and social bias 
(Allen and Dreyer 2019; Pham et al. 2021; Straw 2020; Tat 
et al. 2020; Walsh 2019; Weissglass 2021), and various types 
of well-being that are noted to be impacted by AI/ML such 
as emotional well-being (Borjas and Freeman 2019; Fratc-
zak et al. 2019; Khosla and Chu 2013; West 2018), sense 
of well-being and identity (Abeles 2016), economic well-
being (Borjas and Freeman 2019; Fratczak et al. 2019; Press 
1982; Ullrich et al. 2016; West 2018) and societal well-being 
(Reddy 2006). Making one big list of the indicators allows 
for obtaining insight into the views of participants on the 
impact of AI/ML on the ability to have a good life and for 
that matter many other technologies.

6 � Conclusion and future research 
opportunities

In the report Ethically aligned design A Vision for Prioritiz-
ing Human Well-being with Autonomous and Intelligent Sys-
tems (The IEEE Global Initiative on Ethics of Autonomous 
and Intelligent Systems 2019), it is stated

“To be able to contribute in a positive, non-dogmatic 
way, we, the techno-scientific communities, need to 
enhance our self-reflection. We need to have an open 
and honest debate around our explicit or implicit val-
ues, including our imagination around so-called “Arti-
ficial Intelligence” and the institutions, symbols, and 
representations it generates” (The IEEE Global Initia-
tive on Ethics of Autonomous and Intelligent Systems 
2019, p. 1).

The report furthermore argues that “ethical design of 
Autonomous and Intelligent Systems (A/IS) has to have 
provable improvements to societal well-being and that dis-
cussions on and mitigation of risks of potential negative long 
term effects on societal well-being are needed” (The IEEE 

Global Initiative on Ethics of Autonomous and Intelligent 
Systems 2019, p. 70). Our questions might be useful for the 
sentiment voiced in the report.

Our survey might be useful to achieve various goals from 
Table 1 of Tomblin and Mogul (2020) such as, “to go beyond 
technical narrowness of STEM education and embrace 
reflexive, critical systems thinking”, “cultivate social jus-
tice mindsets among STEM students who are yearning for 
this and may leave STEM in search of it”, “encourage stu-
dents to become reflexive, empathetic data collectors who 
ask relevant STS questions of their work” and “create agents 
of change that explore alternative pathways for science and 
technology” (Tomblin and Mogul 2020, p. S120).

Our study suggests techno-positive and techno-optimistic 
sentiment of the students in relation to certain groups and 
the indicators of the ability to have a good life, but more 
studies are needed to compare our data with other sets of 
participants. Indeed, as a study showed that the teaching 
of AI in technical studies is more positive than in human-
istic studies (Gherheș and Obrad 2018, Table 5, p. 8) and 
there was a more techno-optimistic sentiment towards social 
impact of AI in technical versus humanistic studies (Gherheș 
and Obrad 2018, Table 10, p. 10) it might be worthwhile to 
see whether students from humanistic studies are answering 
the questions differently.

It might also be beneficial to perform interviews instead 
of the online survey. One could ask participants to answer 
the same questions we did but with the opportunity for ask-
ing follow-up questions. For example, given participants 
answers in the “no impact” option in Tables 1, 2, 3, 4, 5 
and 6 in our study, it would be useful to give the tables to 
participants to answer at the beginning of the interview and 
then ask participants for more clarifications related to the 
“no impact”. One could also focus on the answers to specific 
indicators of Tables 3, 4, 5 and 6 and ask participants for 
clarifications.

As to questions related to Tables 1 and 2, one could add 
more social groups to choose from and one could generate 
intersectional social groups. One could also be more dif-
ferentiated with some of the social groups we used such as 
depicting different ethnic groups including Indigenous Peo-
ple instead of ethnic groups as one category. As for disabled 
people, one could differentiate based on why they are labeled 
as a disabled person as one can expect AI/ML visions to 
impact disabled people with different characteristics in dif-
ferent ways. It would be interesting how participants judge 
the impact on various groups of disabled people. It is rec-
ognized that data needs to disaggregate for different groups 
of disabled people (Bureau of Labor Statistics United States 
Department of Labor (USA) 2020; International Disability 
Alliance (IDA) 2017; Washington Group on Disability Sta-
tistics 2020; Wolbring and Lillywhite 2021). Given that vari-
ous academic degrees and programs focus on different social 
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groups, one could give the questions linked to Table 1 and 
2 and the answer options to students of various degrees and 
programs to see whether the answers are different; for exam-
ple, would students in women studies and disability studies 
answer the questions differently in general and especially 
in relation to women and disabled people respectively. One 
could design a study which would ensure a more even gender 
distribution so one could compare for example whether male 
and females fill out the Tables 1 and 2 differently.

As to the questions related to Tables 3, 4, 5 and 6, one 
could use all the indicators but also use different groups 
of participants or the same so STEM students but another 
group of STEM students and see whether the key trajectories 
are the same. One could design a study which would ensure 
a more even gender distribution so one could compare for 
example whether male and females fill out the Tables 3, 4, 5 
and 6 differently. One could also ask participants to answer 
Tables 3, 4, 5 and 6 for different social groups to see whether 
indicator-specific differences appear based on social groups 
one uses as a lens.

Given that there are communities of academics, policy-
makers, practitioners, and others actively linked to The Bet-
ter Life Index (OECD 2020), The Canadian Index of Well-
being (Canadian Index of Wellbeing Organization 2019), 
The World Health Organization initiated Community Based 
Rehabilitation (CBR) Matrix (World Health Organization 
2011), and The Social Determinants of Health (SDH) (Raph-
ael et al. 2020; World Health Organization 2020), studies 
could be done with our questions within these communities 
to engage with the impact of AI/ML on the ability to have a 
good life. Our survey questions could be given to students 
in course segments that cover these measures and indicators, 
and the surveys could be used in AI/ML and STEM educa-
tion to ascertain the student’s perceptions of the impact now 
and in the future of AI/ML.

One could also add indicators to the question list based 
on existing AI/ML and other relevant literature. Instead of 
giving four different sets based on existing composite meas-
ures, one could simply do one table with a list of primary 
and secondary indicators and with that add indicators do 
not present in the list we used. One could also use other 
composite measures that exist such as “The Disability and 
Wellbeing Monitoring Framework” (Fortune et al. 2020).

Our study was the first to our knowledge to engage 
STEM students by asking students about  abilities they see 
as essential for having  a good life and linking it to the social 
impact of AI/ML using well-being indicators. We used the 
indicators of well-being to make the ability to experience a 
good life more real for participants. There are many ability-
related concepts in ability studies, such as ability security, 
ability identity security, ability expectation oppression, 
ability privilege, ability discrimination, ability inequity, 
ability inequality, and ability expectation creep (Wolbring 

2020; Wolbring and Ghai 2015), that could be used to make 
the linkage between the well-being indicators and AI/ML 
impacts on a good life clearer.
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