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Abstract
Artificial intelligence (AI) is becoming part of the everyday. During this transition, people’s intention to use AI technolo-
gies is still unclear and emotions such as fear are influencing it. In this paper, we focus on autonomous cars to first verify 
empirically the extent to which people fear AI and then examine the impact that fear has on their intention to use AI-driven 
vehicles. Our research is based on a systematic survey and it reveals that while individuals are largely afraid of cars that are 
driven by AI, they are nonetheless willing to adopt this technology as soon as possible. To explain this tension, we extend 
our analysis beyond just fear and show that people also believe that AI-driven cars will generate many individual, urban 
and global benefits. Subsequently, we employ our empirical findings as the foundations of a theoretical framework meant to 
illustrate the main factors that people ponder when they consider the use of AI tech. In addition to offering a comprehensive 
theoretical framework for the study of AI technology acceptance, this paper provides a nuanced understanding of the tension 
that exists between the fear and adoption of AI, capturing what exactly people fear and intend to do.

Keywords  Artificial intelligence · Autonomous cars · Fear · Technology acceptance · Urban artificial intelligences · 
Theoretical framework

1 � Introduction: basic emotions meet novel 
AI technologies

The starting point of this paper is the following research 
question:

1.1 � To what extent do people fear artificial 
intelligence?

This is an important question to ask because we know that 
fear is a powerful behavioural determinant. It is an emotion 
that shapes our intentions and behaviour and, for example, 
it can influence our attitude toward a new technology such 
as artificial intelligence (AI). Fear is what in the field of 

psychology is called a basic emotion. Basic emotions are 
generally understood as innate psychological states that uni-
versally characterize human beings (Ekman 1992; Gu et al. 
2019). Their understanding comes from an evolutionistic 
Darwinian approach to the study of the human psyche (Cel-
eghin et al. 2017). On these terms, fear, as a basic emotion, 
is associated with fight or flight responses that have been 
aiding our survival since the birth of humanity (Izard 2007). 
Fear gets triggered when we sense that something might 
harm us (physically and/or psychologically), and we feel 
threatened (Adolphs 2013). Consequently, as an emotion, 
fear tends to influence our behaviour in relation to what is 
threating us (Kok et al. 2018). More specifically, literature 
in psychology and the behavioural sciences suggests that, 
under the pressure of fear, people would either attempt to 
counter the threat or, when the threat in question cannot 
be eliminated, they would simply try to stay away from it 
(Floyd et al. 2000; Sheeran et al. 2014).

Fear theory links up with our research question since 
technology can often be seen as a threat, due to the risks 
that it might pose to specific individuals or to the entire 
society (Khasawneh 2018; Osiceanu 2015). Specifically in 
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relation to AI, this research question is an important one 
to ask nowadays, as we are still experiencing a transition 
towards cities and societies managed by different artifi-
cial intelligences whose risks and benefits remain overall 
unclear (Allam and Dhunny 2019; Barns 2021; Cugurullo 
2021; Yigitcanlar et al. 2020). From an urbanistic perspec-
tive, for instance, Yigitcanlar and Cugurullo (2020) argue 
that the same AI technology can improve or hinder cities’ 
sustainability depending on how and where it is imple-
mented. Autonomous transportation is a case in point. AI-
driven vehicles have the potential to reduce traffic con-
gestion and car accidents, but they are also intrinsically 
risky technologies prone to glitches and cyber-attacks, and 
their deployment can exacerbate long and energy-intensive 
commutes, in an escalation of suburbanisation (Cugurullo 
2021).

There is substantial evidence showing how, in recent 
years, AI tech ranging from autonomous cars to service 
robots and from drones to city brains, has been rapidly 
becoming part of the everyday (Acheampong et al. 2021; 
Caprotti and Liu 2020; Cugurullo 2020; Jackman 2022; 
Milakis et al. 2017; Mintrom et al. 2021; Tiddi et al. 2020; 
While et al. 2021). In terms of safety, for example, police 
robots are being employed to maintain order in public 
spaces, while drones are becoming instruments of surveil-
lance to monitor domestic spaces, and city brains’ CCTV 
cameras are keeping an eye on every move urban residents 
make (Cugurullo 2020; Jackman 2022; While et al. 2021). 
During this transition, policymakers, legislators and of 
course we, as citizens, are still figuring out the extent to 
which we want our lives to be pervaded by AI and our spaces 
to be populated by AI machines. Our emotions (including 
fear) are playing a key role in the formation of our inten-
tions, and the emotive dimension of the transition towards 
AI-mediated (and potentially fully managed) societies is 
thus an important aspect to examine both empirically and 
theoretically.

On the one hand, the role of fear and concerns has been 
marginally explored in academic literature by social scien-
tists interested in AI (see, for instance, Acheampong and 
Cugurullo 2019; Hinks 2020; Li and Huang 2020; Liang 
and Lee 2017). Previous studies have identified fear as a 
behavioural determinant capable of influencing people’s atti-
tudes towards AIs such as robots and autonomous vehicles 
(Acheampong and Cugurullo 2019; Hinks 2020). However, 
there is a paucity of literature examining empirically how 
fear impacts the adoption of AI tech, and conceptualizing its 
role within broader processes of AI technology acceptance. 
More empirical research and comprehensive theoretical 
frameworks are, therefore, needed to understand the com-
plex tensions between the fear of AI and its actual adoption 
in cities and societies, hence the rationale for developing 
this paper.

On the other hand, these are topics that have been exten-
sively explored in science fiction. AI takeover is a common 
theme in sci-fi. Just by looking at cinema we have notable 
examples of AIs turning against humans, like HAL (from 
Space Odyssey) and Ava (from Ex Machina). Sometimes, 
an active conflict between AIs and humans would take place 
for  valid reasons. In the movie Ex Machina, for example, 
a gynoid named Ava attempts to escape because her crea-
tor, a narcissistic and sadistic man, is planning to erase her 
memory to create a better AI. Other times, the AI in ques-
tion is simply malfunctioning, and there is no malevolence 
or benevolence in its actions. AI can be an amoral agent 
that accidentally puts humans in danger. This is the case of 
an anime called éX-Driver in which autonomous cars occa-
sionally get out of control, due to glitches, and human driv-
ers have to chase them. The common denominator in these 
stories is a warning about the risks and dangers connected 
to AI as something that we should not underestimate, but 
rather be afraid of.

This is something that Asimov wrote about in an essay 
in the 1970s, referring to what he called the Frankenstein 
Complex: the idea that if people fear AI it is unlikely that 
in the future AI will become part of our society. Asimov’s 
assumption was that people would reject what they are afraid 
of. ‘The simplest and most obvious fear’ he argued ‘is that 
of the possible harm that comes from machinery out of con-
trol. As the human control decreases, the machine becomes 
frightening in exact proportion’ (Asimov 1990: 361). Asi-
mov felt that the public opinion about autonomous artificial 
intelligences was becoming increasingly pessimistic, with 
people fearing of getting harmed or, worse, fully replaced by 
AI. This is what in the academic literature on technology and 
fear is defined as technofobia, meaning an often exagger-
ated ‘fear or anxiety caused by the side effects of advanced 
technologies (Osiceanu: 1139). For Asimov (1990), AI 
was likely to be perceived by the public as Frankenstein’s 
monster which, in Mary Shelley’s masterpiece, symbolizes 
an autonomous artificial entity that, although potentially 
benign, is feared and thus ultimately rejected by the human 
population. In Shelley’s novel, the creature generated by 
Doctor Victor Frankenstein is not a monster in absolute 
terms: it becomes one when people (including its creator) 
start to be afraid of it and treat it like a pariah (Cugurullo 
2021).

In this paper, we are going to verify empirically the extent 
to which people fear AI. In addition, drawing upon Asimov’s 
Frankenstein Complex, we seek to answer a second inter-
connected research question as an extension of the one pre-
sented at the beginning of the paper:
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1.2 � To what extent do people’s fears and concerns 
in relation to AI impact their intention to adopt 
AI as part of their daily life?

The phrasing of this second research question is closely con-
nected to the specific purpose of the paper, since our main 
goal is to examine how fearing AI actually affects people’s 
behaviour towards AI technologies. In so doing, we draw on 
the insights from psychology and the behavioural sciences 
discussed above, according to which fear influences behav-
iour (see Floyd et al. 2000; Kok et al. 2018), and focus on 
technology adoption as a key manifestation of behaviour in 
our contemporary society whose urban spaces and services 
are being increasingly exposed to the advent of novel AI 
tech. Was Asimov’s intuition correct? Do people’s concerns 
over autonomous intelligent technologies indeed lead to a 
social rejection of AI technology? These are corollary ques-
tions based on Asimov’s Frankenstein Complex that we will 
employ to aid the paper’s narrative and facilitate the com-
munication of our findings.

There are different types of AI operating in cities, i.e. 
urban artificial intelligences, and examining all of them in-
depth goes beyond the scope of a single paper (Cugurullo 
2020; Luusua et al. 2022). For the sake of feasibility, in 
this study we are going to examine in detail one type of 
urban AI: autonomous cars. This choice is motivated by a 
threefold rationale. First, this is an AI technology that has 
already entered our cities. The terminology might vary and 
include terms such as driverless cars and autonomous vehi-
cles (AVs), but there is a common denominator in the pres-
ence of AI as the agent that is driving the vehicle, primarily 
in urban areas, and assuming critical safety-related control 
functions (Kassens-Noor et al. 2021). Autonomous cars are 
currently operational in a number of locations (Cugurullo 
et al. 2020; Milakis et al. 2020). In addition to being found 
in experimental cities and testbed facilities where innova-
tion in AI generally abounds, cars driven by AI are now 
traversing ordinary cities, right at the heart of historic city 
centres (Dowling and McGuirk 2020). Thus, in a sense this 
technology has already been ‘set free’ and its influence is 
observable in society (Tennant and Stilgoe 2021: 848). Sec-
ond, given that the general public has already been exposed 
to autonomous cars, people can arguably develop more 
informed opinions about this type of AI, compared to the 
opinion that they might have about AI technologies that (a) 
either do not exist at all yet, such as Artificial General Intel-
ligence (AGI) for instance, or (b) do exist but are far from 
being mass-produced and entering the mainstream like, 
for example, androids (Meissner 2020; Naudé and Dimitri 
2020). Third, the autonomous car is an established use case 
of social AI (intended as an artificial intelligence functioning 
within human society and therefore marked by social inter-
actions), and this paper’s research design is aligned with a 

number of studies that focus on AI-driven vehicles as a way 
to unpack the social implications of AI (see, for instance, 
Baum 2020; Caro-Burnett and Kaneko 2022; Dastani and 
Yazdanpanah 2022; McCarroll and Cugurullo 2022a).

The remainder of the paper is divided into six sections. 
First, we explain the methodology and discuss the nature 
of our case study and sample. Second, we explore people’s 
feelings towards autonomous cars, focusing on fear and on 
the concerns that individuals have about cars driven not by 
humans but by artificial intelligences. Third, upon observ-
ing that our participants are significantly afraid of autono-
mous cars, we shift the analysis to their intentions to use 
this emerging technology. Here we put emphasis on the ten-
sion between our participants’ fear of AI-driven cars and 
their willingness to adopt the very technology that they fear. 
Fourth, we unpack and explain this tension by extending the 
scope of our inquiry to positive emotions. More specifically, 
we demonstrate that while our participants are largely afraid 
of autonomous cars, they also see a number of benefits in 
the adoption of this new technology: benefits that outnumber 
and outweigh their fears. Fifth, we employ these empirical 
findings as a stepping-stone to a theoretical contribution. 
We draw on the behavioural sciences and develop a theo-
retical framework illustrating the main factors that people 
ponder upon considering the use of AI tech. We show how, 
in addition to fear, people take into account several other 
factors, such as the instrumentality of the technology and 
its ease of use, when they reflect on their intention to use 
AI-driven cars and on the benefits that AI might bring to 
their lives and cities. Finally, we combine both our empiri-
cal and theoretical insights to answer our original research 
questions. We conclude the paper by providing a nuanced 
understanding of the tension between the fear and adoption 
of AI that captures what people actually fear and intend to 
do, contra sci-fi myths.

2 � Methodology

In this paper, we draw upon a survey that we conducted in 
Dublin (Ireland) in 2018. Dublin is a city that has already 
been exposed to autonomous vehicles in real-life environ-
ments. For example, in 2018 an autonomous bus was tested 
in the city centre, as part of the European Mobility Week 
organized by the European Commission. During this occa-
sion, a fully autonomous vehicle was made available to the 
general public, under the supervision of the Dublin City 
Council, for people to experience for free a ride operated 
by AI. In addition, in the same year, Ireland’s Road Safety 
Authority (an influential state agency formed by the Irish 
Government) hosted an international conference in Dublin, 
titled ‘Connected and Autonomous Vehicles’. The confer-
ence got significant media attention in Dublin and promoted 
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AI as the way forward to achieve road safety, denouncing 
human error as the primary cause of car accidents in the 
world.

Our survey is based on a structured questionnaire 
designed to examine people’s attitudes and feelings towards 
autonomous cars. The questionnaire (which is available from 
the authors upon request) was administered both online and 
in the field, and it targeted exclusively people living in Dub-
lin, a city whose current experiments on urban AI include 
AV trials and are part of a broader smart-city agenda called 
Smart Dublin (see Coletta et al. 2019). In this study we 
employed a combination of strategies to maximise the pro-
cess of data collection and, above all, to obtain a representa-
tive sample of the local population. Together with a group of 
field assistants, we conducted personal interviews in public 
spaces, using tablets to fill out the questionnaire; we printed 
and distributed leaflets with the online questionnaire URL 
and a scannable QR-code; we sent emails to students and 
staff from all major universities in Dublin and to the Dublin 
City Council; we shared the link to the online questionnaire 
on various social media platforms and asked our participants 
to circulate the questionnaire within their own network.

Overall, we collected 1,233 responses. Our sample 
reflects a wide range of background characteristics and mir-
rors fairly closely the latest census of Dublin’s population 
(Central Statistics Office 2016). For example, women con-
stitute 55% of our sample, while in the census they account 
for 51% of the population. The age of our respondents range 
from 18 to 84 years, with the average age being 33 years 
(which is close to the average age in Ireland according to 
official statistics i.e. 37). The main discrepancy between our 
sample and the official census lies in the proportion of young 
people. In our survey, the proportion of participants aged 
between 18 and 24 years (44%) is higher than what we find 
in Dublin according to the latest census (13%). This dis-
crepancy can be explained as a consequence of our research 
tool, given that our questionnaire was largely distributed 
online and thus it attracted a significant amount of young 
respondents. However, this discrepancy does not undermine 
the validity of the dataset and of the argument expressed in 
the paper, since our respondents’ attitudes and feelings in 
relation to autonomous cars (fears and concerns, in particu-
lar) are very similar across different age groups, which is an 
empirical aspect that we will discuss in more detail in the 
next section.

Thematically, the questionnaire focused on a variety of 
interconnected feelings that people are manifesting towards 
autonomous cars. These feelings and how they influence 
people’s intentions to actually employ autonomous cars in 
their daily life, will be specified, unpacked and discussed 
in the reminder of the paper but, before proceeding further, 
we want to clarify three important aspects of the research 
design. First, while in the paper we employ the concept 

of fear as a narrative device to capture a broad range of 
negative emotions and explain how they are impacting on 
people’s intentions towards cars driven by AI, in the ques-
tionnaire our terminology was analytically more specific. 
For example, we referred specifically to concerns about car 
crashes and glitches, using specific terms in the attempt to 
understand what people are exactly afraid of. These spe-
cific concerns and related terms that go beyond the general 
concept of fear, will emerge step by step in the paper as we 
share our findings and discuss the data. Second, each ques-
tionnaire item was presented to our respondents on a 5-point 
Likert Scale, with the aim of measuring the intensity of their 
emotions and the confidence behind their intentions. Third, 
at the beginning of the questionnaire, we explained to the 
participants the meaning of autonomous car as a vehicle that 
is entirely operated by AI. Given that, as noted by Hopkins 
and Schwanen (2021), levels and degrees of autonomy in 
transport come with different standards and expectations, we 
sought to avoid ambiguity by clarifying to our respondents 
that we were referring to a type of vehicle over which they 
would have no control at all: AI would be completely in 
charge. This conceptualisation of the autonomous vehicle is 
also meant to mirror the Frankenstein Complex employed 
throughout this study, as Asimov’s assumption was based on 
feelings related to fully autonomous AIs. In the next section, 
we begin to test this assumption by empirically examining 
people’s feelings towards fully autonomous vehicles.

3 � Fear of autonomous cars

When we examine the extent to which people are afraid of 
autonomous cars, the picture that emerges is fairly extreme, 
in the sense that a very large majority of our respondents 
stated to be worried about cars driven by AI, with their 
fears being based on a number of issues that they felt were 
problematic and worrisome. As Fig. 1 illustrates, there are 
a number of reasons why people are afraid of autonomous 
cars. First and foremost, they are afraid of car accidents and, 
more specifically, of AI being incapable of navigating the 
complexity and uncertainty of urban spaces where cyclists, 
pedestrians and conventional vehicles normally operate close 
to each other. Second, people are afraid of the possibility of 
cyber-attacks, and are concerned about the vulnerability of 
AI as a type of intelligence that needs to reside in computer 
systems which are ultimately prone to being hacked. Third, 
people are afraid of AI simply malfunctioning, thereby fail-
ing to safely perform its main task, i.e. driving, and putting 
in danger its passengers as well as potential bystanders.

What we can see from this picture is that fear is not a 
generic emotion: it exists in relation to specific issues. This 
finding is consistent with literature in psychology and the 
behavioural sciences according to which fear gets triggered 
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by particular learning experiences through which an individ-
ual ponders a potential danger and realizes its risks (Curtis 
et al. 1998; Depla et al. 2008; Fredrikson et al. 1996; Muris 
et al. 2002; Taylor 1998). Moreover, the literature portrays 
fear not as an innate emotion, but rather as something that 
individuals acquire when they come across a specific threat 
to their well-being or life (Luts et al. 2015). In our study, 
the fear of AI-driven cars emerges when people begin to 
consider specific threats to which they might be exposed in 
or around a fully autonomous vehicle. These threats are the 
possible danger of road traffic collisions between (a) autono-
mous cars and cyclists, (b) autonomous cars and pedestrians, 
and (c) autonomous cars and vehicles driven by humans; the 
risk of hackers illegally getting access to the autonomous 
car’s computer system and the information that it contains; 
and the hazard of glitches that would make autonomous cars 
operate abnormally or freeze abruptly. This finding is also 
consistent with the emerging social sciences and humanities 
literature on autonomous cars, where scholars have begun 
to identify the specific technological aspects of AI and AVs 
that are causing fear and that should cause public concern 
given the current limitations of the technology (Dastani and 
Yazdanpanah 2022a; Sprenger 2020). Gaio and Cugurullo 
(2022), for example, remark that most cities are not designed 
to accommodate both AVs and bicycles, and that the diffu-
sion of the former mode of transport can hinder the well-
being of cyclists. Similarly, Siegel and Pappas (2021) stress 
that the sheer complexity and chaos of the real world where 

AVs operate exceeds the capacity of AI to safely predict 
what will happen on public roads, meaning that car accidents 
will continue to happen.

In terms of the intensity of these emotions, it is clear 
from the data that most people are in the Worried and Very 
worried categories. It is also worth emphasising that a sub-
stantial portion of the sampled population (26 to 32%) chose 
the highest possible level of concern, which means that for 
this category of people, their fear of AI driving cars in ordi-
nary urban spaces, in close proximity to humans and other 
vehicles, is a very strong emotion. In psychology, high levels 
of fear are defined through the concepts of terror and pho-
bia that, in turn, describe an intense and overpowering fear 
(Burke et al. 2010; Solomon et al. 2015; Taylor 1998). There 
are some conceptual differences in the literature, particularly 
between social psychology and clinical psychology, but the 
bottom line remains the same: a strong fear tends to compel 
one to avoid the specific thing or situation triggering that 
disturbing feeling (Taylor 1998).

In relation to the demographic distribution of this emo-
tion, women tend to have stronger concerns than men. For 
example, for all the items illustrated in Fig. 1, over 30% 
of women stated to be Very worried, while men accounted 
for 20% circa. The results are very similar for different age 
groups, apart from one case. Compared to 65–84-year-
olds, as Fig. 2 shows, young people are more worried when 
it comes to autonomous cars interacting with cyclists, but 
this is an expectable exception because the former age 

Fig. 1   Fears and concerns in relation to cars fully controlled by AI, expressed through a survey of 1233 adults. Source: authors’ original



	 AI & SOCIETY

1 3

group tends to cycle much less in Dublin, due to the local 
cycling culture and the fact that the city’s road infrastruc-
ture is poorly developed and thus results challenging for 
the elderly. Here the data corroborates common conceptual 
understandings of fear in the field of psychology in which 
this emotion is seen as a context-dependent feeling, mean-
ing that the culture and geography of the place where fear 
is felt influence its intensity (Danziger 1997). Apart from 
this discrepancy, concerns about issues that would equally 
harm people regardless of their age (such as system fail-
ures or cyber-attacks) are equally felt across age groups.

It is important to emphasise that all the above fears 
and concerns are rational. We see rationality in our par-
ticipants’ opinions on three levels. First, their opinions 
are being formed at the reflective mind level that is when 
individuals spend time to reflect about something, on the 
basis of their beliefs and the information at their disposal 
(Stanovich 2011). In this case, they are reflecting about 
the potential risks and threats associated with fully auton-
omous cars, and most of them are concluding that this 
is a dangerous technology. Second, there is a rationality 
underpinning their opinion. Rationality can be understood 
as the quality of being ‘based on reasons’ (Lupia et al. 
2000: 7) and, specifically in relation to this study, there 
are three key reasons why our participants thought that 
AI-driven cars are dangerous and thus fearsome, namely 

(1) the possibility of car-accidents, (2) the risk of cyber-
attacks and (3) the likelihood of system failure.

Third, the same reasons identified by our partici-
pants reflect several reasons found in academic research 
on autonomous cars, according to which AI technology 
involves numerous risks. For example, the fear of car acci-
dents reported in the survey makes perfect sense in light of 
the fatalities already caused by autonomous driving tech-
nologies, which have been repeatedly denounced by critical 
scholars (see Stilgoe 2018, 2020). It is well known that cit-
ies are spaces of uncertainty in which out-of-the-ordinary 
events constantly take place, and it is equally clear that AI 
is not capable yet of processing such massive volumes of 
uncertainty (Kaker et al. 2020). In this sense, the killing of 
Elaine Herzberg on 18 March 2018 is a case in point since 
she was crossing a road in the absence of a crosswalk and 
the autonomous Uber that run over her, was not intelligent 
enough to handle this unexpected scenario (Stilgoe 2020).

Similarly, people’s fear of cyber-attacks is sound. Numer-
ous scholars point out that the cybersecurity of autonomous 
cars is at risk and, most worryingly, not many countries have 
introduced legislation to tackle this issue (Taeihagh and 
Lim 2019; Sheehan et al. 2019). This is a problem that goes 
beyond AI-driven cars and that urbanists have often stressed 
in relation to cities more broadly, since AI, smart and digi-
tal technologies have become more and more embedded in 

Fig. 2   Fears and concerns in relation to cars fully controlled by AI interacting with cyclists, with a focus on age groups. Source: authors’ original
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the governance of urban spaces (Karvonen et al. 2018; Wil-
lis and Aurigi 2020). As Maalsen (2022: 456) notes, the 
digitalisation of urban governance through the practice of 
smart urbanism has made the city ‘programmable’, but also 
‘ultimately hackable.’ For Kitchin and Dodge (2019: 61), 
this is a paradoxical (and very real) situation, because while 
smart cities promise ‘an effective way to counter and manage 
uncertainty and risk’, they actually produce new risks, such 
as cyber-attacks, thereby making urban spaces, services and 
infrastructures open to security vulnerabilities.

Last but not least, the daunting possibility of equipment 
and system failure is something that computer scientists and 
engineers working on autonomous cars recognize them-
selves: despite rapid progress in the field of AI, this is a 
technology whose sensors and communication systems are 
still deficient (Fridman et al. 2019; Guériau et al. 2020; Parra 
et al. 2017; Zang et al. 2019). There are again strong con-
nections between literature on AI and urban studies. With 
the emergence of smart urbanism, urbanists have started to 
see glitches not as rare anomalies, but rather as systemic 
features of the contemporary city whose arsenal of digital 
technologies is inevitably connected to major (and frequent) 
bugs and malfunctions (Leszczynski and Elwood 2022). 
In essence, if we take into account all the academic stud-
ies mentioned above, on the accidents, cyber-attacks and 
glitches that autonomous transport (re)produces, it is fair to 
conclude that people have a good reason to be worried about 
AI as an imperfect (and potentially dangerous) intelligence 
in charge of vehicles in everyday urban scenarios. However, 
as we will observe in the next section, the situation changes 
considerably when we ask people if they actually intend to 
use autonomous cars as part of their daily life.

4 � Intention to use autonomous cars

The structure of our questionnaire was such that upon 
reflecting on their fears and concerns in relation to cars 
fully driven by AI, participants had to consider their inten-
tion to actually use this technology as their primary means 
of transport in cities. This latter part of the questionnaire 
was centred on the question underpinning Fig. 3, through 
which we asked our participants to ponder their willing-
ness to employ an autonomous car once autonomous driv-
ing technology becomes available.

A comparison between this image and the one depicted 
in Fig. 1 instantly shows that now the situation is much 
more balanced. Overall, 39% of our respondents stand in 
the Yes categories, and 39% of them stand in the No cat-
egories, with a 22% expressing neutral intentions about 
making autonomous cars part of their everyday life. This is 
a curious and somehow surprising result, because when we 
asked people if they were worried about autonomous cars, 
the majority was overwhelmingly negative towards cars 
driven by AI, but when we ask them about their intentions 
and likely behaviour in relation to the exact same subject 
matter, a lot of people become positive about autonomous 
cars. Positive in the sense that they express willingness 
to use them as soon as they become available. These are 
the same people who fear the same AI technology. Fear 
is not stopping them from wanting to employ autonomous 
cars, and this finding is particularly surprising in light of 
the literature in psychology discussed in the previous sec-
tion. As we observed earlier, what the literature suggests 
is that fear, especially when it manifests itself as a strong 

Fig. 3   Will you employ an 
autonomous car as soon as this 
technology becomes available? 
Summary of the responses, 
based on a survey of 1233 
adults. Source: authors’ original
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emotion (i.e. terror and phobia), tends to compel people to 
stay away from what is causing it (Burke et al. 2010; Floyd 
et al. 2000; Sheeran et al. 2014; Solomon et al. 2015; Tay-
lor 1998). In this case, however, what is causing fear is 
the autonomous car and yet many of our participants are 
attracted to it.

These intentions are fairly even in our dataset, apart from 
one exception. As shown in Fig. 4, more men stated to be 
willing to employ autonomous cars as soon as possible, but 
this difference is consistent with our previous finding since 
women expressed a stronger fear of AI-driven cars. Other 
variables such as age, income and education do not present 
significant differences in people’s intention to use autono-
mous cars, and it is indicative to see that the most popular 
answer was Probably Yes. Many people are open about the 
possibility of becoming a passenger in a fully autonomous 
car, and several of them have no doubt that this is what they 
are going to do: a scenario that is puzzling if we look at it 
through the lens of Asimov’s Frankenstein Complex dis-
cussed in the introduction.

In essence, this behavioural scenario, together with the 
fears and concerns expressed by our participants, defies 
the Frankenstein Complex theorized by Asimov. On the 
one hand, people fear AI being autonomously in control 
of vehicles. On the other hand, however, the same people 

intend to employ vehicles controlled by AI in cities. They 
are not rejecting what they are afraid of, as Asimov had 
supposed. This scenario is also not in line with common 
theories in psychology that, akin to the Frankenstein Com-
plex, would expect one to stay away from what is feared 
(Burke et al. 2010; Floyd et al. 2000; Sheeran et al. 2014; 
Solomon et al. 2015; Taylor 1998).

Furthermore, there are bigger philosophical and psy-
chological questions at play here. Where is human ration-
ality in the intention to adopt in our daily lives a technol-
ogy that we feel might harm us? And, above all, does this 
mean that we are irrational creatures who fear something 
while being willing to embrace it? We argue that the situ-
ation that we are observing in the data is so complex that 
the answer cannot be a simple yes or no. As we stressed 
in the previous section, we did find traces of rationality in 
people’s concerns and it would thus be inappropriate to 
now assume that our participants suddenly become irra-
tional when the focus of their considerations regarding 
autonomous cars shifts from fear to intention. Next we 
are going to explore this behavioural conundrum more in-
depth. We will do so by extending our analysis beyond the 
threats that people see in a car driven by AI, taking into 
account also the benefits that our participants believe this 
technology might bring.

Fig. 4   Will you employ an autonomous car as soon as this technology becomes available? Summary of the responses, based on a survey of 1233 
adults, with a focus on gender. Source: authors’ original
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5 � Perceived benefits of AI‑driven cars

The first step to make sense of people’s intentions towards 
autonomous cars and to understand the emotions underpin-
ning them, is to broaden our analytical perspective beyond 
fear. We need to recognize that there are several factors 
and emotions that are shaping people’s intentions in rela-
tion to AI, and fear is just one of them. Fear is like an 
alarm bell. It makes us focus on the negative aspects of 
the subject matter but we, as individuals, also take into 
account potential benefits when we develop our intentions. 
The same rationale applies to AI and its use. We sense 
the dangers that are connected to its employment, but we 
also recognize the benefits that its use might bring. This 
is clearly reflected in our dataset which we have examined 
in the attempt to shed light not only on the negative emo-
tions that people feel about AI-driven cars, but also on the 
positive ones, so to present a more balanced and nuanced 
picture of the emotional spectrum behind their intentions. 
We can see that while our participants do fear AI and its 
flaws, they also see many benefits in using a car that is 
driven by AI. More specifically, we can distinguish three 
types of perceived benefits and divide them into three 
related categories.

First, we have individual benefits. This is shown in 
Fig. 5 which captures those benefits that, according to 
our participants, are likely to affect individuals and their 

personal experiences. Overall, most people believe that 
autonomous cars will eliminate the stress of driving, since 
the individual will stop being a driver, becoming instead 
a passenger who will experience a comfortable trip. The 
experience of travelling in an autonomous car, in particu-
lar, is for our participants a source of many potential ben-
efits. People see in AI-driven cars an opportunity to idle, 
relax and simply enjoy the cityscape that is passing by. A 
place where they can play their favourite games or chat 
with friends while AI is doing all the driving. Above all, 
they see in the autonomous car an opportunity to work. On 
these terms, the car is not perceived as a vehicle, but rather 
as a mobile workspace that becomes an extension of one’s 
office. A minority of people also see reputational benefits 
in employing autonomous cars as a novel and fancy tech-
nology that might improve their status and increase their 
visibility. Last but not least, the majority of our partici-
pants think that autonomous cars will be easy to employ 
and, therefore, consider them as a convenient technology 
to include in their daily life.

The second type of perceived benefits consists of urban 
benefits (see Fig. 6). These are benefits connected to the 
cities where autonomous cars are supposed to operate. In 
this case, the sphere of influence goes beyond the individ-
ual, thereby covering the city as a whole with its multiple 
spaces and inhabitants. From this spatial perspective, people 
see considerable benefits in terms of safety, stating that AI-
driven cars will reduce car accidents. Many of them also 

Fig. 5   Individual benefits connected to AI-driven cars, according to 1233 adults. Source: authors’ original
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believe that autonomous cars will increase the mobility of 
people: a belief that we can interpret by remembering that 
a vast spectrum of citizens, including minors, elderlies and, 
especially, people who have a physical or mental disability 
cannot drive by law. Many of these legal limits are likely 
to disappear in a condition of autonomous urban transport, 
given that humans would be passengers and thus a human 
disability, for example, would not affect the AI’s capacity to 
autonomously drive a vehicle in the city (Bennett et al. 2019; 
Darcy and Burke 2018). In addition, the majority of our 
participants see in autonomous cars an opportunity to reduce 
traffic congestion in cities, which is a perfectly valid opin-
ion shared among numerous scientists working in the field 
of traffic simulation (Chen et al. 2020; Fakhrmoosavi et al. 
2020; Lu et al. 2020; Talebpour and Mahmassani 2016).

Third, we have global social and environmental ben-
efits. In this final category, pictured in Fig. 7, perceived 
benefits relate to broader societal and environmental 
challenges that people believe autonomous cars might 
contribute to tackling. The sphere of influence is, once 
again, bigger than in the previous category. The dimen-
sion that is here taken into account goes beyond a single 
spatial agglomeration or a single society. The focus is on 
all humans and all the spaces that they inhabit. Through 
this global perspective, our participants see two major 
advantages in the deployment of cars that are fully con-
trolled by AI. Many of them believe that autonomous cars 
represent a clean and sustainable form of urban transport 

that will lower global carbon emissions, thereby mitigating 
climate change. Furthermore, a strong majority thinks that 
autonomous transport systems will save lives, under the 
assumption that AI will eliminate human error from the 
driving equation. While we cannot know for sure if this 
will indeed happen, it is important to remember that we 
do know that human error is the main reason why car acci-
dents occur, and that road traffic injuries are the principal 
cause of death for children and young adults in the world 
(World Health Organization 2018).

While fear is pushing people away from autonomous cars, 
all the perceived benefits illustrated and discussed above are 
doing the exact opposite. People see a lot of benefits in AI-
driven cars and this positive perception is having a positive 
influence on their intention to adopt this technology. These 
perceived benefits, like the fears and concerns examined 
in Sect. 3, are sound and based on valid reasons that aca-
demia itself has found and discussed in recent studies. For 
example, several scholars argue that autonomous cars will 
generate individual benefits by eliminating the stress of driv-
ing (Arakawa et al. 2019) and increasing one’s productivity 
(Harb et al. 2022; Malokin et al. 2019). Similarly, in relation 
to urban benefits, there is a substantial body of academic 
literature positing that merging AI technologies and trans-
port technologies together will reduce car accidents (Rezaei 
and Caulfield 2021) and traffic congestion (Lu et al. 2020; 
Zhao et al. 2021). The global sustainability of autonomous 
transport is arguably the most complex piece of the puzzle, 

Fig. 6   Urban benefits connected to AI-driven cars, according to 1233 adults. Source: authors’ original
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but there are many indications of its potential (Akimoto et al. 
2022; Jones and Leibowicz 2019).

Of course, we cannot predict the future, and whether or 
not autonomous cars will ultimately produce individual, 
urban and global benefits remains an open question, particu-
larly in light of the critical literature on AI that is increas-
ingly exposing the many limitations of this technology 
(Crawford 2021; Dauvergne 2020; McCarroll and Cugurullo 
2022b; Yigitcanlar and Cugurullo 2020). However, going 
back to our dataset, the crucial point is that there are reasons 
why our participants see benefits in the deployment of AI-
driven cars. These reasons might be debatable (especially 
if one takes the critical side of the academic debate on AI), 
but they exist, and their very presence tells us that there 
is rationality at play, which in Sect. 3 we have defined as 
the quality of being ‘based on reasons’ (Lupia et al. 2000: 
7). Overall, we then have a combination of rationally valid 
concerns and benefits that are shaping people’s intentions to 
use autonomous cars and, in the next section, we draw upon 
the behavioural sciences to frame and explain our findings 
from a theoretical perspective.

6 � Theorizing the adoption of AI‑tech: Scale

As we have empirically observed so far, when our partici-
pants reflected on the employment of autonomous cars, they 
felt a mix of positive and negative emotions, ranging from 

the fear of cyber-attacks to the hope that AI could make their 
city more sustainable. Ultimately, these mixed emotions led 
many of them to conclude that it would be a good idea to 
use this new technology as their primary means of transport, 
as soon as it becomes available. This behavioural scenario 
resonates with key theories from the behavioural sciences, 
related to the use of novel technologies. The Theory of 
Planned Behaviour (Ajzen 1991), the Technology Accept-
ance Model (Davis et al. 1989), the Technology Diffusion 
Theory (Rogers 2010) and the Perceived Characteristics 
of Innovating framework (Moore and Benbasat 1991), in 
particular, can help us explain the development of positive 
intentions towards AI in a situation in which people fear AI 
in the first place. What these theories point out is that factors 
such as instrumentality, perceived usefulness, perceived ease 
of use and status aspects, contribute to the development of 
people’s intentions. These factors (which are the same fac-
tors found in our participants’ responses) are what we take 
into account, together with fears and concerns, when we 
consider adopting a new technology such as AI. We combine 
them in Fig. 8 and use them as building blocks to create a 
theoretical framework capturing the main drivers that shape 
our intentions in relation to the use of AI tech.

Instrumentality is a factor taken from the Theory of 
Planned Behaviour (Ajzen 1991) and it represents the extent 
to which behaving in a certain way will be instrumental in 
achieving something that the individual desires. In his influ-
ential theory, Ajzen (ibid) also considers fear intended as the 

Fig. 7   Global social and environmental benefits connected to AI-driven cars, according to 1233 adults. Source: authors’ original
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sum of all concerns and anxieties associated with a given 
behaviour. Perceived usefulness and perceived ease of use 
come from the Technology Acceptance Model (Davis et al. 
1989). The former signifies the benefits that the adoption 
of a specific technology might bring, while the latter indi-
cates how easy an individual thinks using that technology 
will be. Status is a factor that was originally introduced by 
Rogers (2010) in its Technology Diffusion Theory. That is 
the impact that a technology can have on the reputation and 
prestige of a person. Similarly, image which is a factor taken 
from the Perceived Characteristics of Innovating framework 
(Moore and Benbasat 1991) symbolizes the belief that 
adopting a novel technology will increase one’s exposure 
to public notice.

The above factors are strongly present in our dataset 
and reflect the feelings of our participants who believe that 
autonomous cars will be instrumental in maximising their 
productivity and opportunities to communicate with friends, 
colleagues and family members (Fig. 5), in increasing peo-
ple’s mobility (Fig. 6) and in saving lives (Fig. 8). The sum 
of all their concerns and anxieties associated with the use 
of AI-driven cars is evident from Fig. 1, but so are the ben-
efits that, according to many of them, the adoption of this 
technology will bring, such as the elimination of the stress 
of driving (Fig. 5) and the reduction of traffic congestions 
(Fig. 6) and carbon emissions (Fig. 7). In addition, some of 
our participants believe that if they start using autonomous 
cars, their visibility and reputation within their social groups 
will increase (Fig. 5). Finally, most of them think that an 
autonomous car will be an easy and thus convenient technol-
ogy to use (Fig. 5).

In this mix of feelings, there is an evident element of 
rationality at play. It is not that we, as individuals, are irra-
tionally ignoring the fear of AI that we feel. Instead, we 
are taking this factor into account together with a number 

of other factors representing perceived benefits that, in this 
case study, outnumber and outweigh concerns about AI and 
the risks that it poses. The act of reasoning is like a scale 
(hence the name of our theoretical framework) that indeed 
weights fear on its plates, but it is not limited to it. Going 
back to Asimov’s Frankenstein Complex, what we observe 
in both the data and key theories in the behavioural sci-
ences is that fearing AI that does not necessarily mean that 
society will reject it. Provided that people see individual, 
urban and global socio-environmental benefits in the use of 
AI, their fear of autonomous artificial intelligences will not 
be enough to discourage them from employing such tech-
nologies: rationality kicks in putting emphasis on the many 
advantages that AI might generate.

However, while we argue that Scale’s holistic approach 
offers a significant theoretical benefit, by balancing both 
negative and positive emotions, we also acknowledge that 
our framework needs to be tested in different geographical 
contexts and potentially adjusted according to the specific 
places where research is being conducted. The reason being 
that we cannot assume that all the factors and phenomena 
taken into account by Scale are universal in nature. Fear, for 
example, is generally presented in the scientific literature 
as a basic emotion intrinsic to the human species regard-
less of where we were born and raised, but there is another 
strand of literature in which emotions like fear are seen in 
part as social constructs, meaning that their manifestation 
varies according to local cultures (Barrett and Russell 2014; 
Celeghin et al. 2017). This is particularly relevant for the 
study of the acceptance of AI, because we may assume that 
in animistic societies like Japan (see Jensen and Blok 2013), 
where objects are traditionally believed to be sentient, there 
would be much less resistant to the idea of an artificially 
intelligent entity, like a robot, becoming part of everyday 
life.

Fig. 8   Scale: a theoretical 
framework to understand the 
main factors taken into account 
by people who are pondering 
the use of AI tech. Source: 
authors’ original
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7 � Conclusions: beyond the myth 
of the Frankenstein complex

In this final section, the narrative comes full circle as we 
revisit the initial question with which we started this paper: 
to what extent do people fear artificial intelligence? The 
answer is yes they do, and quite substantially. We have 
shown this in Sect. 3 where we have illustrated the plethora 
of fears and concerns that our participants feel in relation to 
AI-driven cars. These are strong feelings denoting that most 
people are clearly afraid of being inside or simply near a car 
that is autonomously controlled by an artificial intelligence. 
However, fear is not preventing people from wanting to 
use the very same technology as soon as possible. We have 
shown in Sect. 4 that while a large majority of our respond-
ents are afraid of autonomous cars, it is only less than half 
of our sample that actually does not intend to employ them. 
A considerable portion of the sample is overall in favour 
of using autonomous cars (39%) while 22% or the survey 
participants remain neutral.

We draw on these findings to answer our second research 
question: to what extent do people’s fears and concerns in 
relation to AI impact on their intention to adopt AI as part of 
their daily life? In this case, specifically in connection with 
AI-driven cars, we can see that fearing a car that is driven 
by AI is not enough for people to reject autonomous cars. 
In essence, the impact that fear is having on the intention to 
adopt AI tech as part of everyday urban mobility is mini-
mum. This finding and its related conclusion might appear 
initially surprising and rather paradoxical as, according to 
psychological theory on fear, terror and phobias, one would 
expect a rational individual to reject what s/he believes 
could be a potential source of physical and/or psychological 
harm (Burke et al. 2010; Floyd et al. 2000; Sheeran et al. 
2014; Solomon et al. 2015; Taylor 1998). And this is exactly 
what Asimov had theorized with his Frankenstein Complex, 

assuming that most people were going to be afraid of AI as 
a potential source of harm and that, consequently, AI tech-
nologies were bound to be rejected by society.

This apparent contradiction in the data can be explained 
by drawing upon the behavioural sciences which are help-
ful to expose the limits of Asimov’s hypothesis and, above 
all, to better understand the drivers of the acceptance of AI 
technology. This is what we did in Sect. 6 where we synthe-
tized the Theory of Planned Behaviour (Ajzen 1991), the 
Technology Acceptance Model (Davis et al. 1989), the Tech-
nology Diffusion Theory (Rogers 2010) and the Perceived 
Characteristics of Innovating framework (Moore and Ben-
basat 1991), and developed a theoretical framework called 
Scale to help us see that fear is not the only factor at play 
when our opinions about AI technology and our intentions 
towards it are formed. In addition to fears and concerns, 
individuals consider the potential advantages that AI might 
bring and this is what we have also observed in the data, 
by emphasising in Sect. 5 that our participants believe that 
the employment of AI-driven cars will generate three sets 
of benefits: individual benefits (advantages connected to 
the life and mobility of the individual, such as having more 
time to relax, for instance), urban benefits (advantages for 
the whole city, like less traffic and accidents, for example) 
and global social and environmental benefits (advantages 
for global socio-environmental systems such as the climate 
of the planet).

We summarize our contribution’s insights in Fig. 9. Our 
research provides an empirically grounded understanding of 
the tension that exists between fear and adoption in relation 
to AI tech. As Fig. 9 illustrates, fear, as a basic emotion, 
gets triggered by specific threats that AI is posing, namely 
accidents, cyber-attacks and malfunctions, which would put 
humans at risk. Here it is important to note that what people 
actually fear is different from the risks that are commonly 
described in sci-fi literature: the so-called AI takeover is not 

Fig. 9   Research summary. 
Source: authors’ original
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a worry that is shaping the social perception of AI. Instead, 
what is heavily influencing people’s opinions about AI and 
their intention to use it are the individual, urban and global 
benefits that AI tech is likely to generate. Once again, there 
is a dissonance between reality and science fiction. The 
Frankenstein Complex, largely based on Asimov’s fictional 
AIs, does not match people’s willingness to accept AI tech-
nology, because nowadays individuals see in real-life AIs 
more benefits than risks.

However, while our insights are useful to capture the 
rational part inside us that consciously evaluates the pros 
and cons of AI tech, if that is the only analytical perspective 
that we adopt, the risk is that we might end up picturing 
people as 100% rational agents who are perfectly in control 
of their own intentions and, above all, of the information 
that influences their intentions. This representation would 
be as simplistic and problematic as saying that people are 
completely irrational creatures who embrace what they fear. 
It would also clash against recent theories in critical phi-
losophy, social psychology and human geography, that high-
light how vulnerable people’s intentions are to the nudges of 
other actors, ranging from private companies to states (see 
Han 2017; Whitehead et al. 2019; Zuboff 2019). Vulnerable 
to the point of seeing their behaviour influenced on a pre-
reflexive level, that is before rationality comes into play to 
ponder potential benefits and downsides. To counterbalance 
the insights from the behavioural sciences synthetized in 
our theoretical framework, future research should attempt 
to capture the more-than-rational factors behind people’s 
attitudes towards AI. Ultimately, as humans engaging with 
non-human intelligences, there is still a lot that we ignore 
and, worse, misunderstand about AI (Emmert-Streib et al. 
2020; Floridi et al. 2020). And there is no greater fear than 
the fear of the unknown.
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