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Abstract
Strategies for improving the explainability of artificial agents are a key approach to support the understandability of artificial 
agents’ decision-making processes and their trustworthiness. However, since explanations are not inclined to standardization, 
finding solutions that fit the algorithmic-based decision-making processes of artificial agents poses a compelling challenge. 
This paper addresses the concept of trust in relation to complementary aspects that play a role in interpersonal and human–
agent relationships, such as users’ confidence and their perception of artificial agents’ reliability. Particularly, this paper 
focuses on non-expert users’ perspectives, since users with little technical knowledge are likely to benefit the most from 
“post-hoc”, everyday explanations. Drawing upon the explainable AI and social sciences literature, this paper investigates 
how artificial agent’s explainability and trust are interrelated at different stages of an interaction. Specifically, the possibility 
of implementing explainability as a trust building, trust maintenance and restoration strategy is investigated. To this extent, 
the paper identifies and discusses the intrinsic limits and fundamental features of explanations, such as structural qualities 
and communication strategies. Accordingly, this paper contributes to the debate by providing recommendations on how to 
maximize the effectiveness of explanations for supporting non-expert users’ understanding and trust.
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1  Introduction

Trust is studied in a wide variety of disciplines, including 
social psychology, human factors, science and technol-
ogy studies, and industrial organization, as understanding 
trust is relevant in many contexts. Each perspective implies 
a different interpretation of trust, ranging from interper-
sonal trust (Rotter 1971; Simpson 2007) and trust within 
organizations (Schoorman et al. 2007; Zaheer et al. 1998; 

Zucker 1987) to trust across different levels of society such 
as between individuals and institutions and companies (Ful-
mer and Gelfand 2012). In particular, increasing efforts have 
been made recently to investigate trust in the relationships 
between humans and machines. Despite multiple studies 
on trust in automation, conceptualizing trust over time and 
reliably modelling and measuring it remains a challenging 
issue Andras et al. (2018); Jacovi et al. (2021); Lockey et al. 
(2021). Likewise, there is a lack of a systematic perspec-
tive on how trust changes across different moments of an 
interaction and how it is influenced by different behaviors 
by artificial agents.

The main purpose of this paper is to provide a conceptual 
analysis of the connections between trust and explainability 
in the context of repeated human-agent interaction. Specifi-
cally, this paper aims to identify when explanations are most 
useful as a trust support strategy and how they should be tai-
lored accordingly. To meet our goal, we support our claims 
with use cases and examples from the literature on different 
types of artificial agents.

Importantly, this paper refers to the rather broad 
and inclusive term of ‘artificial agents’ to extend our 
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considerations to different forms of artificial intelligence 
(AI) embodiment. Throughout the paper, we address spe-
cific types of agents such as virtual ones and physical robots 
by means of use cases to support our claims. Furthermore, 
the paper primarily focuses on interactions between non-
expert users and artificial agents. We prioritize non-expert 
users, because they represent the vast majority of the pub-
lic. To this extent, someone who is a domain-expert in one 
field (e.g., a clinician or military personnel) will likely be 
a non-expert user in other situations. Perhaps more impor-
tantly, non-expert users’ lack of knowledge about artificial 
agents’ inner workings makes them a more vulnerable cat-
egory (compared to domain experts and expert practition-
ers) (Lockey et al. 2021). Here, ‘interaction’ is generally 
intended as any social encounter between users and artificial 
agent, with particular attention being paid to ‘long term’ 
interactions.

Section  1 presents a discussion on the multifaceted 
concept of trust and those related to it such as reliability, 
confidence and familiarity in the context of day-to-day 
human–agent social relationships.

Importantly, as trust depends on users’ capacity to predict 
an artificial agent’s behavior (Jacovi et al. 2021), we identify 
the beginning of an interaction and when artificial agents 
behave unpredictably as the moments in which trust is more 
at stake (Andras et al. 2018). In the first case, users cannot 
resort on previous experience with a specific artificial agent 
to generate accurate predictions about the agent’s future 
behavior In the second case, trust may be jeopardized by 
unexpected behaviors which could force users to adapt their 
mental models and, hence, their expectations and predictions 
about an agent’s future behavior.

Particularly in relation to initial trust and acceptance of 
new technologies, the role played by ‘third parties’ respon-
sible for the adoption and distribution of new technologies 
is further discussed (Coeckelbergh 2018; Elia 2009).

Explanations are often pointed at as an implementable 
strategy that may support trust. However, precisely why this 
is the case is often overlooked. Therefore, on top of the ini-
tial considerations on trust, Section 2 critically examines 
when and how explanations are most useful as a trust sup-
port strategy. We discuss what explanations are and pre-
sent the idea of explanations’ plausibility as a key quality 
that allows to match interactions’ contextual affordances, 
artificial agents’ availability and explanations’ flexibility. 
We also identify ‘approximation’ and the possibility of 
being untruthful while being plausible as the main limits 
of explainability.

Building upon this, Sect. 3 focuses on explanations’ 
communication strategies that support users’ understand-
ing while at the same time mitigating explainability’ intrin-
sic limits. We identify in the combination of explanations’ 
openness, questionability and multi-modality as a promising 

solution. At the end of Sect. 3, the main propositions devel-
oped throughout the paper are graphically rendered in the 
form of a model that describes the connections between 
explanations and trust. Section 4 concludes the study and 
discusses directions for future research.

2 � Trusting artificial agents

Previous research on trust over time in human–agent interac-
tion has primarily focused on identifying initial trust levels 
and potential determinants (Hancock et al. 2011; Salem et al. 
2015). Short-term studies such as these are not necessarily 
capable of revealing (subtle) changes over time. Given the 
dynamic nature of trust (Holliday et al. 2016; Lyon et al. 
2015), there is little understanding of how trust relationships 
with artificial agents can form and evolve over long periods 
of time. Few empirical studies investigate the fluidity of trust 
(Ho et al. 2017; van Maris et al. 2017). Recent long-term 
studies (van Maris et al. 2017; Rossi et al. 2020) have found 
time to be an important factor influencing trust in repeated 
interactions between humans and robots. De Visser et al. 
(2020) presented a model for long-term trust calibration by 
providing techniques to mitigate over-trust and under-trust 
effects in robots. Taken together, these studies highlight 
the need to identify what aspects of a system’s design and 
behavior determine the development of trust over longer 
periods of time. Upon the consideration of the dynamic and 
context-dependent nature of trust-based interactions (Hol-
liday et al. 2016; Jacovi et al. 2021; Lee and See 2004; Lyon 
et al. 2015), to meet our goal, we first analyze what the lit-
erature recurrently highlights as the fundamental elements 
of trust in human–agent interaction that ought to be consid-
ered throughout the design and implementation phases of 
explainability strategies.

2.1 � Fundamental features of trust

2.1.1 � Risk, uncertainty, vulnerability

Andras et al. (2018) refer to the work of Luhmann (2018) 
and define trust towards artificial agents as the willing-
ness to take risks amid uncertain conditions. Accordingly, 
Lockey et al. (2021) highlight how such conditions of risk 
and uncertainty requires people to take a ‘leap of faith’ and 
expose themselves to vulnerability. In line with these posi-
tions, Lee and See (2004, p. 51) define trust as “the attitude 
that an agent will help achieve an individual’s goals in a 
situation characterized by uncertainty and vulnerability”.

However, Lockey et al. (2021) clarify that one’s willing-
ness to face vulnerability must be motivated by positive 
expectations. In other words, trust’s ‘leap of faith’ requires 
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’good reasons’. Otherwise, it would be a matter of ‘blind 
fate’ rather than trust.

2.1.2 � Contextual nature of trust

Lee and See formulate of trust within a three-dimensional 
model so that trust is influenced by a person’s knowledge 
(i.e., expectations and predictions) of what artificial agents 
are supposed to do (purpose), how they function (process), 
and their actual performance (Lee and See 2004). In other 
words, people will grant trust to an artificial agent if they 
think or expect that the agent will perform according its 
‘purpose’.

Accordingly, Jacovi et al. (2021) argue that an AI model 
(i.e., the ‘locus’ of the decision-making processes) is trust-
worthy if it acts consistently according to specific ‘contracts’ 
the model or artificial agent entertains with a user. With 
artificial agents, these contracts may concern a wide variety 
of applications. For instance, if an AI model is employed as 
a recommender for an online streaming platform and does so 
successfully over time, then it can be considered trustwor-
thy to the extent of providing users with suggestions about 
music, movies and so on.

The contractual or purpose-dependent essence of trust 
implies that users’ expectations, predictions and willing-
ness to grant trust should be confined within such specific 
boundaries. Holliday et al. (2016) similarly argue that peo-
ple may contextually and contractually trust other agents in 
some regards, but such trust is not necessarily ‘transferable’ 
to other contexts.

2.1.3 � Trust, reliability, and confidence

The contractual nature of trust-based interactions has an 
important timing related component. To this extent, one ele-
ment of the formulation of ‘trustworthiness’ by Jacovi et al. 
(2021) needs further discussion. The authors mention that a 
model is trustworthy if it acts ‘consistently’, which implies 
stable performance over time (the third element in Lee and 
See (2004)’s model). This recalls definitions of reliability, 
a term often associated with trust and trustworthiness. In 
fact, reliability can be defined as an artificial agent’s capac-
ity to achieve a specific goal in accordance with its purpose 
(Fossa 2019; Lee and See 2004). Reliability, intended as the 
‘capacity to act consistently’, emerges as a quality that can 
be inferred only on the basis of past performance (O’neill 
2002).

Confidence, intended as the belief that a certain event will 
occur as expected, represents the counterpart (on the users’ 
side) of reliability. As such, it is based on high familiarity 
and requires no explicit decision-making (Pieters 2011). If 
an artificial agent proves to be reliable as it acts consistently 
in accordance with its purpose, people become confident 

about how the agent will behave in the future and will not 
necessarily have to explicitly assess its trustworthiness 
at each interaction. Once the agent’s reliability has been 
established based on positive experiences, the perception of 
risks decreases. In other words, one becomes confident in 
the system’s competence to fulfill its purposes (Gefen 2000; 
Luhmann 2000).

However, if there is no record of past performance, one 
cannot directly infer an artificial agent’s reliability. One can 
only ‘choose’ to believe, that their expectations and predic-
tions about the system’s future performance are accurate. 
In fact, unlike confidence, trust implies a decision-making 
process and the commitment to the accuracy of future per-
formance (O’neill 2002; Pieters 2011; Taddeo and Floridi 
2011).

When people engage in an interaction with an artificial 
agent for the first time, they lack what Mollering (2006) 
defines as the ‘routinary’ aspect of trustworthy relationships. 
In the absence of the routinary and predictability aspects, 
trust implies the awareness that one’s commitment might be 
wrongly placed (Pieters 2011). However, if users’ willing-
ness to grant trust to an artificial agent is not supposed to be 
based on ‘blind fate’, their beliefs and expectations about 
how the agent will perform in the future need to be grounded 
on something else than the past performance record.

To this extent, several authors suggest that initial trust 
is primarily established upon individual dispositions and/
or ‘institutional cues’ (Andras et al. 2018; Siau and Wang 
2018) and that, as interactions proceed, this initial attitude 
may be discredited or consolidated (Holliday et al. 2016; 
Lyon et al. 2015).

2.2 � (Initial) trust establishment

A potential issue emerges here that concerns initial trust. In 
fact, on one hand, individual dispositions towards technolo-
gies (especially new ones) are not always positive. On the 
other hand, institutions may operate as initial ‘trustworthi-
ness proxies’, but the process is not always linear.

Concerning individual dispositions, various factors may 
contribute shaping users’ initial attitude towards technol-
ogy. Such dispositions may tend towards either a negative 
or an overconfident view on technology. These result in a 
wide variety of reactions that range from skepticism in the 
form of general suspicion, pessimism or even ‘technopho-
bia’ and ‘neo-luddism’ (Kerschner and Ehlers 2016), to high 
expectations about new technologies (De Visser et al. 2020; 
Dzindolet et al. 2003), opinions based on subjective norms 
(Li et al. 2008), age and gender differences (Morris and Ven-
katesh 2000; Venkatesh et al. 2000), and cultural and social 
background (Im et al. 2011).

Each of these factors alone or combined with others 
has the potential to undermine the acceptance of new 
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technologies before they have the chance to prove their 
trustworthiness.

Then, regarding institutions’ role in promoting the 
adoption of new technologies like artificial agents, the 
reliability of the entity—or set of entities—that introduce 
such technologies may work as a ‘proxy’ that guarantee 
the agents’ trustworthiness.

Trust towards these ‘third parties’ might by influenced 
by their reputation and users may consequently extend 
trust to the newly introduced technologies as the result 
of a conscious or subconscious choice. The reliability of 
these entities may guarantee that the new technology will 
perform according to ‘agreed-upon quality standards’ that 
such third parties respected up to that point.

The idea of transferring the burden of initial trust to a 
third party is embedded in the concept of a shared sense 
of moral trust, i.e., the idea that the entity will behave 
with integrity and benevolence rather than in a harmful 
or duplicitous way towards those who trust it (Elia 2009; 
Lankton et al. 2015; Pu and Chen 2007; Sood 2018). How-
ever, such influence might not suffice to convince people 
(e.g., technology-averse) of the ‘benevolence’ and reli-
ability of a specific new technology.

To the contrary, a scandal or particular ethical concerns 
around a certain product by a company may result in a loss 
of trust towards the company itself. This has recently been 
the case with Google Duplex, an autonomous voice assis-
tant, capable of (among other things) booking appoint-
ments. One peculiarity of Duplex is the close resemblance 
to a human voice, made possible by the implementation 
of features such as ‘speech disfluencies’, brief interrup-
tions that people typically fill with noises like ‘um’ or ‘ah’ 
(O’Leary 2019). The implementation of similar design 
features that allow Google Duplex to pose as a human, 
without users necessarily knowing it triggered ethical cri-
tiques and trust-related issues concerning both the specific 
product and, more generally, Google’s intentions.

Generally, these concerns about third parties’ attitudes 
towards the public motivate the claim that companies and 
corporations should take action to implement or further 
improve their policies towards transparency and account-
ability with respect to new technologies. Corporations 
and commercial entities “need not express their concern 
for transparency in terms of stakeholders’ rights, but they 
must care about those rights” (Elia 2009, p. 152). Such a 
form of distributed responsibility (or lack thereof) for arti-
ficial agents’ transparency is what we identify as a trust-
enabling or trust-disabling factor, which has repercussions 
for interaction between users and artificial agents. In other 
words, a fair distribution of responsibility should represent 
a conditio sine qua non for end-users to build trust-based 
interactions with artificial agents.

2.2.1 � Artificial agents’ opaque processes

If trust is the result of a decision about predictability and 
expectations, then it is fundamental for users to under-
stand why artificial agents behave the way they do. Several 
authors agree that understanding artificial agents’ deci-
sion-making is fundamental for people to develop trust 
towards them (De Graaf and Malle 2017; de Graaf et al. 
2018; Lomas et al. 2012; Riedl 2019). This aspect calls for 
the consideration of another element particular to artificial 
agents, that has the potential to jeopardize users’ trust. In 
Lee and See’s model, this is the ‘process’ dimension, or 
how an artificial agent actually functions internally (Lee 
and See 2004).

To understand the issue intrinsic of the ‘process’ dimen-
sion, a distinction between artificial agents and other forms 
of automation is needed. In the latter case, a system’s 
behavior is pre-programmed and its performance is limited 
to specific sub-sets of actions that the system is designed 
to perform. Instead, the former can be defined as having 
‘agentic’ capabilities, which enable them to respond to 
situations that are not pre-programmed or anticipated in 
their design (Zafari and Koeszegi 2018). More and more, 
a large share of what can be termed agentic capability is 
made possible by the algorithmic information processing 
underlying decision-making processes. Generally speak-
ing, the efficiency and adaptability of such processes 
improve as systems grow more complex. Particularly for 
artificial agents that are powered by deep learning algo-
rithms which generate the so-called ‘black-box models’, 
their decision-making processes are becoming progres-
sively more inscrutable (Adadi and Berrada 2018). While 
this is primarily the case for laypeople and domain experts, 
i.e., professionals and practitioners who work in the fields 
where AI is applied (Ferreira and Monteiro 2020; Preece 
et al. 2018), expert practitioners such as programmers and 
developers are also affected (Kaur et al. 2020).

It is precisely this complexity that poses a major obsta-
cle to non-expert users’ understanding and sense-making 
processes and, hence, to trust (Papagni and Koeszegi 
2020). Recalling Lee and See’s model, while the quality 
of the performance generally improves thanks to the use 
of opaque models, people’s knowledge and understand-
ing of how artificial agents function internally decreases. 
However, if artificial agents prove to be reliable according 
to their purpose, users will likely grow confident and may 
not question how the decision-making processes actually 
work. This is not to say that understanding is not important 
when artificial agents perform well and consistently, and 
users’ confidence levels are high. It simply means that as 
long as artificial agents behave according to users’ expec-
tations and predictions, users will less likely question the 
artificial agents’ reliability.
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2.2.2 � Unexpected events and trust violations

Even after artificial agents prove contractually reliable, 
users’ confidence may still be affected and compromised 
forcing them to re-calibrate their expectations when artifi-
cial agents behave unpredictably (Andras et al. 2018; Miller 
2019). The mismatch between users’ expectations and arti-
ficial agents’ actual behavior will likely result in a lack of 
understanding which, in turn, may negatively affect trust 
(Miller 2019). In such cases, an artificial agent’s past per-
formance may not be a sufficient guarantee for levels of trust 
to remain high. If users do not understand artificial agents’ 
behavior, this might be simply because the reasons behind 
such behavior are not immediately obvious.

However, if said behavior turns out to be a mistake, trust 
will be particularly at stake (Elangovan et al. 2007). Robi-
nette et al. (2017) conducted a study in which participants 
were given the possibility to follow a robot’s guidance to exit 
a risky situation. Their results show a significant decrease in 
self-reported trust when the robot failed the task, compared 
to when it performed successfully. Additionally, participants 
who experienced the failure were less prone to follow the 
robot’s guidance in later interactions. Since autonomous 
systems are not perfect, a trust restoration strategy seems 
to represent a more viable solution compared to relying on 
perfectly accurate performance.

To summarize, our initial analysis showed how trust 
implies the expectation that an agent will perform with con-
sistence in regard to its purpose. At the same time, it always 
implies accepting risks and uncertainties and the resulting 
vulnerability. It also emerged how trust is mostly at stake at 
the beginning of an interaction and when an artificial agent 
behaves unexpectedly. This is because initial trust (or lack 
thereof) depends on individuals’ attitude and institutional 
players (such as commercial companies, legislators etc.), 
rather than on the expectations deriving from an artificial 
agent’s actual capabilities. Then, if an agent behaves unex-
pectedly, this may cause users to fail understanding and, 
consequently, re-calibrate their expectations, possibly jeop-
ardizing their trust.

The next section argues that the implementation of 
explainability may not only support users’ understanding of 
artificial agents’ actions and inner workings, but also sup-
port initial trust establishment as well as prevent, or at least 
mitigate trust losses in the context of repeated interactions.

3 � Explainable artificial agents

Calls for increased transparency have been a central con-
cern for several regulatory organs (Goodman and Flaxman 
2017; Gunning 2017; Gunning and Aha 2019; Hleg 2019). 
Making artificial agents explainable is one possibility to 

achieve ‘transparency’ and ‘interpretability’. Interpretability 
itself represents a controversial ‘umbrella term’ (Lipton and 
Steinhardt 2018). Researchers tend to group the available 
approaches into two main categories: direct interpretability 
and post-hoc interpretability, also known as ‘explainability’ 
(Hagras 2018; Lipton 2016; Molnar 2020).

As direct interpretability is a quality that few models fea-
ture (e.g., linear models such as decision trees), here we 
will focus only on post-hoc generated explanation. This 
represents the primary approach to make ‘black-box’ mod-
els, such as deep neural networks, interpretable (Lipton 
2016; Molnar 2020). However, few important considera-
tions emerge from the debate over different approaches to 
interpretability that must be taken into account. Post-hoc 
explanations are only approximations of the actual decision-
making processes and require a second, simpler model to 
clarify how inputs are processed into outputs (Wang 2019). 
In turn, this makes explanations potentially unreliable and 
open to manipulations which may hide biases to the advan-
tage, for instance, of the proprietary companies that own the 
rights of use of specific algorithms (Rudin 2018).

‘Hybrid interpretability’ represents a promising solution 
that combines the strengths of the other two approaches. 
Unlike post hoc interpretability, where a linear model is 
used as the explainer (Wang 2019), hybrid interpretability 
features linear models in a ‘ante-hoc’ fashion. Specifically, 
this entails replacing the black-box model with a more trans-
parent linear one and test whether it can produce compara-
tively accurate predictions with a subset of input data. If this 
is not the case, the black-box model is employed together 
with its explainer (Wang and Lin 2021). This implies that in 
those cases which require the use of black-box models, the 
chances of untruthful or biased explanations persist. Sec-
tion 3 describes how making explanations ‘questionable’ and 
‘interactive’ may help coping with this issue and maximize 
the chances of successful explanations.

3.1 � Explanations as trust support strategy

It is often reported how explanations may be useful to sup-
port trust towards artificial agents, particularly due to the 
opaqueness of their decision-making processes. Without 
explanations, people may struggle to build accurate men-
tal models of artificial agents (Holliday et al. 2016) and to 
understand how decisions and predictions are generated (De 
Graaf and Malle 2017; de Graaf et al. 2018; Lomas et al. 
2012). However, exactly how explanations support trust is 
often not discussed in detail. To better understand this point, 
we shall first discuss what explanations are.

What constitutes a ‘proper’ explanation is an open ques-
tion. In fact, “Literature in both the philosophy of science 
and psychology suggests that no single definition of explana-
tion can account for the range of information that can satisfy 
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a request for an explanation” (Berland and Reiser 2009, p. 
27). Miller reports Lewis’ definition that “to explain an event 
is to provide some information about its causal history. In 
an act of explaining, someone who is in possession of some 
information about the causal history of some event—explan-
atory information, I shall call it—tries to convey it to some-
one else” (Lewis 1986, p. 99) in Miller (2019) (italic in the 
original version).

Furthermore, the informative content of explanations 
(i.e., the ‘explanandum’) can be of either ‘scientific’ or ‘eve-
ryday’ type. Both concern events’ ‘causal histories’, and sub-
sets of causes are selected to generate explanations (Hesslow 
1988; Hilton et al. 2010), but the former type refers to scien-
tific connections of various points in an event’s causal chain, 
while the latter aims to clarify “why particular facts (events, 
properties, decisions, etc.) occurred” (Miller 2019, p. 5). As 
this paper focuses primarily on non-expert users’ interac-
tions with artificial agents, everyday explanations are more 
relevant for our purposes. Everyday explanations are forms 
of social communication which, through different means 
(e.g., textual, visual etc.) aim at transferring knowledge (Hil-
ton 1990) and fill in information asymmetries between one 
or more ‘explainers’ and one or more ‘explainees’ (Malle 
et al. 2007). By means of explanations, people persuade 
each other and influence each other’s impressions and opin-
ions (Malle 2011). Explanatory information is often ‘con-
trastive’, meaning that people mostly ask why events and 
actions occur in certain ways rather than in others (Miller 
2019). While explanations that answer ‘why-questions’ are 
fundamental to justify artificial agents’ decisions, explana-
tions to ‘how-questions’ are central for transparency as they 
help understand the processes that bring artificial agents to 
specific decisions (Pieters 2011).

For knowledge transfers to be successful, it is important 
that explanations are understood which, in turn, implies 
their coherence both internally and with the explainee’s 
beliefs (Lombrozo 2007; Thagard 1989). Here, it emerges 
how explanations may be helpful for supporting users’ trust 
towards artificial agents as they allow a transfer of knowl-
edge about the otherwise opaque artificial agents’ decision-
making processes. We reported how standardization is not 
one of the strengths of explainability (Berland and Reiser 
2009). However, this entails that explanations are open to 
potential customization. As autonomous agents increase 
their presence in numerous aspects of daily life, they will 
likely interact with very diverse types of users (Hois et al. 
2019; Mohseni et al. 2018). Accordingly, each context of 
interaction will tend to privilege certain specific qualities 
over others.

For instance, in some contexts, simplicity, accompanied 
by a low level of technicality may be desirable explanations 
(Cawsey 1993; Lombrozo 2007; Zemla et al. 2017). This 
could be the case with online recommending systems such 

as those featured by streaming platforms or news websites. A 
rather unusual suggestion on what to watch, read, or listen to 
may trigger users’ curiosity. A similar event would likely be 
considered as a low-stake case, as one could simply decide 
to skip the recommendation. However, studies show that 
even in such rather low-stake situations users benefit from 
explanations in terms of perception of the system’s perfor-
mance and trustworthiness (Shin 2021). Therefore, an expla-
nation in a similar case should be rather simple and quick 
and, for instance, refer to feature of the suggested movie or 
song that closely match previous users’ choices.

Then, other situations in which the consequences at stake 
are significant may require explanations to be complete and 
spare no details, even if their internal complexity increases 
(Kulesza et al. 2013; Zemla et al. 2017). For instance, if 
algorithms are employed to compute loan requests or job 
applications, explanations for rejected requests should be 
rather extensive and exhaustive. They may, for instance, 
show how the process was not internally biased by forms 
of discrimination that have nothing to do with applicants’ 
merits (Bellamy et al. 2018). Such discrimination types can 
follow nuanced paths and be difficult to detect but, when 
exposed, they can undermine the trustworthiness of whole 
processes. Consequently, if specific groups or communities 
(e.g., in terms of ethnicity or gender (Zou and Schiebinger 
2018) become the target of discriminatory AI-based deci-
sion-making processes due to underlying biases, members 
of these groups may develop systematic distrust towards AI-
based technologies. In turn, the resulting lack of data includ-
ing these discriminated groups in training data sets could 
further increase inequalities in automated decision-making 
processes, creating a vicious circle. In light of the context-
dependence of what qualities explanations should have, we 
propose tailoring explanations according to the plausibility 
principle to maximize the benefits of explanations’ flexibil-
ity and personalization options.

3.1.1 � Explanation plausibility

In the field of explanation science, the relevance of expla-
nations’ plausibility can be found in the pioneering work 
on abductive reasoning by Peirce (1997). According to the 
author, explaining something is better described in terms 
of abductive reasoning as opposed to other cognitive pro-
cess such as induction and deduction. Abductive reasoning 
involves proceeding from effects to causes (like inductive 
reasoning). However, in deriving hypotheses to explain 
events, abductive reasoning assumes that something ‘might 
be’, rather than simply ‘actually is’ (Peirce 1997).

Abductive reasoning has been interpreted as a process 
of ‘inference to the best explanation’ (Harman 1965), 
which implies that explanations (ideally the best possi-
ble) are considered as the product of inferring processes. 



953AI & SOCIETY (2023) 38:947–960	

1 3

Perhaps more importantly for our purposes, Wilkenfeld 
and Lombrozo (2015) reformulate the concept empha-
sizing the processual nature of providing explanations. 
Intended as the process rather than a product, explaining 
something aims to trigger ‘the best inference’ possible. 
Importantly, this translates into the idea that people do 
not necessarily seek ‘the true story’. They rather seek out 
plausible stories that can help them grasp the likely causes 
of an event (Weick et al. 2005).

Therefore, interpreted, abductive reasoning offers a 
reading in which plausibility emerges as a key criterion 
for selecting a subset of causes that could explain an event, 
where the explanatory power of an explanation is not a 
default quality but rather co-constructed by the parties. 
In this sense, plausibility implies that the soundness of 
the causes suggested to explain an event is determined 
by both the explainer, who offers the explanation, and the 
explainee, who evaluates it as sound. Furthermore, plausi-
bility as a joint achievement represents the contextual sum 
of several explanation qualities that researchers identify 
as desirable.

A study from Wiegand et al. (2019) provides an example 
of how to tailor artificial agents’ explanations according to 
the plausibility principle in the context of autonomous vehi-
cles in a simulated environment. Specifically, they discuss 
how a self-driving car’s explanations may be designed by 
combining inputs, in terms of mental model of the vehi-
cle, from both experts and non-expert users (i.e., the typical 
‘passenger’ of autonomous vehicles). The result is a ‘target’ 
mental model made out of those shared features that are 
identified as fundamental. This target mental model serves 
as a baseline upon which the cars explanations ought to be 
built. Interestingly, the authors also specify that, since par-
ticipants in the study never had to take over the steering 
wheel, there was no timing limitation for interpreting the 
car’s explanations.

Two problematic considerations need to be addressed in 
relation to plausibility. Some authors note that, in principle, 
an explanation might appear plausible but nevertheless be 
based on incorrect premises (Dunne et al. 2005; Lakkaraju 
and Bastani 2020; Walton 2011). When explanations are 
generated based on false beliefs, they can reinforce inaccu-
racies (Lombrozo 2006) and thus incorrect mental models. 
This is the case when the plausibility of an explanation does 
not match its truthfulness. Furthermore, interpreting plau-
sibility as ‘explaining for the best inference’ means look-
ing at plausibility as a dynamic concept that is contextually 
negotiated between the interested parties at each explanatory 
interaction, rather than a fixed property. This may represent 
an issue, considering artificial agents’ ‘coordinate-based’ 
reasoning (Lomas et al. 2012). Section 3 discusses explana-
tions’ ‘interactivity’ and ‘questionability’ as implementable 
strategies to cope with both issues.

3.2 � Explanations’ timing

We previously noted how, in the context of long-term inter-
actions, trust in artificial agents is more likely to require 
direct support in two specific moments: in the case of a first 
interaction and when something unexpected happens.

3.2.1 � Explanations to support initial trust

Andras et al. stress that explanations can support both the 
creation of appropriate mental models and initial trust when 
there is no previous experience as they may reduce the per-
ception of risks and uncertainties (Andras et  al. 2018). 
Accordingly, Cawsey (1993) suggests that, at the beginning 
of an explanatory interaction, explainees should be treated 
as ‘novices’. This implies that artificial agents involved in 
the interaction should not infer what kind of mental model 
(of the agents) users already possess. Users should rather 
be supported, by means of explanations, to create an initial 
mental model of the artificial agents. Only as the interaction 
progresses, the artificial agents may infer what users know 
(Cawsey 1993). Therefore, ‘initial’ explanations should pri-
marily comprise information about the purpose of an artifi-
cial agent in a given interaction context.

This aspect is even more significant considering that a 
growing number of interactions with artificial agents will 
occur ‘in the wild’. This includes interactions with artificial 
agents in ‘uncontrolled’ environments, as opposed to con-
trolled ones where users are introduced and briefed about the 
agents’ purpose and functionality. For instance, social robots 
are being tested as shopping mall assistants, with purposes 
that include entertaining customers, providing them with 
recommendations and guidance, and supporting retailers 
(Chen et al. 2015; Niemelä et al. 2017). If one such robot 
was to approach new potential customers, these would likely 
not know the robot’s purpose. Initial explanations tailored to 
answer questions such as “what is the purpose of the robot/
of interacting with it, why and to which extent should I trust 
it?” would help users establish a more accurate initial mental 
model, better understand how the robot can be helpful and, 
consequently, deciding whether to follow its suggestions and 
guidance.

3.2.2 � Trust maintenance, calibration and restoration

Existing models of explanatory interactions with artificial 
agents identify an ‘anomaly detection’ or ‘knowledge dis-
crepancy’ (on the part of the explainee) in the explainer’s 
account as the trigger for explanation requests (Madumal 
et  al. 2018, 2019; Walton, 2011). Unpredictable events 
represent a perfect example of such anomalies, as they 
‘abnormally’ diverge from the expected course of events 
(Hilton and Slugoski 1986; Kahneman and Tversky 1981). 
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Particularly, if these unexpected events turn out to be mis-
takes or errors, as these become part of the artificial agent’s 
performance record, its reliability and trustworthiness may 
be shaken as users may be forced to re-calibrate their ini-
tially established mental model of the agent (Elangovan et al. 
2007; Robinette et al. 2017). In other words, after an unex-
pected event users may be wondering why the agent behaved 
in such a way and whether it makes sense to further grant 
trust to it. However, unexpected actions and behavior are not 
necessarily errors. It could as well be that the actual reasons 
behind the agent’s behavior are not immediately obvious to 
the users, while still being plausible (Papagni and Koeszegi, 
2021). Without explanations, it may nevertheless be diffi-
cult for users to determine whether unexpected behavior is 
the result of an actual mistake or just of a ‘mental model 
mismatch’.

In similar circumstances, explanations help not only 
restore, but also maintain trust. Conversely, it is likely that 
in ‘in-between situations’, i.e., when an artificial agent’s 
performance is accurate, users will not need to update their 
mental models and the agent’s trustworthiness and reliability 
will consolidate. Here, and more generally when users feel 
confident with the interaction tasks, explanations might be 
superfluous (Doshi-Velez and Kim 2017). To this extent, 
Woodcock et al. (2021) conducted a study with non-expert 
users who had to evaluate explanations for diagnosis pro-
vided by an artificial intelligence-driven symptom checker. 
Their results suggest that high familiarity with specific dis-
eases (e.g., migraine) may reduce explanations’ positive 
effect on trust. However, explanations are ultimately not 
only useful to justify decisions, but may also satisfy users’ 
curiosity and even help them learn and discovery something 
new (Adadi and Berrada 2018). Therefore, in principle, arti-
ficial agents should always make them available to users and 
display them upon request.

Additionally, explanations may prevent users from over-
trusting artificial agents (Lockey et al. 2021). In fact, some 
people tend to either have high expectation of technology 
(automation bias) (De Visser et al. 2020; Dzindolet et al. 
2003) or to misjudge the risks implied by artificial agents’ 
actions (Robinette et al. 2016; Wagner et al. 2018). How-
ever, at the same time, skepticism towards technology is also 
a relatively common phenomenon (Kerschner and Ehlers 
2016). By providing users with a calibrated framework 
within which to interpret their behavior, artificial agents’ 
explanations support users in both developing more accurate 
mental models and expectations as well as mitigating indi-
viduals’ more extreme and, at times unmotivated, disposi-
tions. Conversely, if an artificial agent does not perform very 
effectively over time, it is quite understandable for people to 
lose their trust until proven otherwise.

Other strategies exist to restore trust that, like explain-
ability, can be implemented in human–agent relationships 

as well (Quinn et al. 2017). These capture both short-term 
and long-term perspectives and include denial, apologies, 
compensation and restructuring relationships (Lewicki and 
Brinsfield 2017). However, we consider explainability a 
more appropriate strategy for at least two reasons. As dis-
cussed above, explanations have the twofold function of 
supporting both initial trust as well as trust maintenance 
and restoration and should therefore be preferred over the 
application of multiple strategies. Furthermore, while alter-
native strategies such as apologizing or offering compensa-
tion might, in principle, help to regain trust, they do not 
offer much room for understanding the reasons behind spe-
cific events and actions. To this extent, fixing issues (e.g., 
bugs) that cause artificial agents’ errors and the consequent 
improvement are two of the main desiderata of explainability 
(Adadi and Berrada 2018).

Before discussing how artificial agents may communicate 
explanations according to their specific affordances, we shall 
summarize the main points about explanations as trust sup-
port strategies. As it is graphically rendered in 1, explana-
tions at the beginning of an interaction may support trust 
establishment by informing users about an artificial agent’s 
role and introducing them to the interaction. Then, during 
the normal course of interactions, artificial agents should be 
able to prove reliable, as long as they perform consistently 
in accordance with their purpose. However, users may be 
curious throughout an interaction about certain behaviors. 
Hence, even when an artificial agent performs consistently, 
it should be able to provide explanations upon clarification 
request and as a strategy to maintain trust. Finally, it may 
be that certain actions occur unexpectedly. To prevent (or 
mitigate, in case of a mistake) trust losses, artificial agents 
should be able to explain the reasons why things happened 
a certain way (see Fig. 1).

4 � Communicating explanations

We previously noted how explanations come with at least 
two major limitations. On one hand, they only represent 
approximations of the actual decision-making processes. 
As such, they might appear plausible but nevertheless be 
based on incorrect premises, hide biases and be manipu-
lated (Dunne et al. 2005; Lakkaraju and Bastani 2020; Rudin 
2018; Walton 2011). On the other hand, explanations offer 
customization possibilities, but at the cost of standardiza-
tion (Berland and Reiser 2009). For these reasons, we claim 
that, rather than ‘oneshot’ messages that users can only ‘take 
or leave’, similar to human-human interaction explanations 
should be offered in the form of open and interactive dia-
logues, where users can question an explainer’s account to 
expose possible inconsistency (Dunne et al. 2005) and mis-
takes (Lamche et al. 2014).
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Additionally, we emphasized the connections between 
users’ trust and their understanding of the causes of artificial 
agents’ behavior. The possibility to question explanations 
and, in principle, the explainee’s understanding allows users 
to gather deeper insights on artificial agents’ actions maxi-
mize users’ understanding, particularly if first explanatory 
attempts are not successful.

4.1 � Interactive explanations and questionability

Some strategies exist to make explanations interactive and 
questionable. In principle, these can be applied both during, 
or at the end of an explanation. For instance, Pieters pro-
poses to organize artificial agents’ explanations according 
to ‘goals’ and ‘subgoals’ (Pieters 2011). If, for instance, the 
main goal of an explanation is to justify a specific decision, 
then a subgoal may be what Pieters calls ‘transparency’, that 
is gathering further information on how the explanation was 
constructed to make sure the agent did not make errors (Piet-
ers 2011). Similarly, Madumal et al. developed an explana-
tory model that includes ‘nested argumentation’ modules 
(Madumal et al. 2018, 2019). These are dialogues ‘nested’ 
within an explanation that users can entertain with artificial 
agents. Importantly, such dialogues need not be related to the 
original question (Madumal et al. 2018, 2019).

‘Examination phases’ at the end of an explanation are 
yet another possibility (Dunne et al. 2005; Walton 2011). 

Compared to other strategies, the main difference is that, in 
principle, an examination phase gives both parties involved 
the chance to question and be questioned. The explainer’s 
account can be questioned to evaluate if an explanation 
that sounds plausible is also truthful. Conversely, consider-
ing that people tend to overestimate their own ‘knowledge 
retention’ capacity (Keil 2003; Pronin 2009), the explainee’s 
understanding may be tested as well. However, how exactly 
this should be done is an open question. In fact, finding the 
right balance between certainty of successful understand-
ing and an overwhelming, inquisitorial number of questions 
is a challenging task (Papagni and Koeszegi 2020; Walton 
2011). For this reason, some researchers propose to rely on 
the explainee’s self-reporting (Madumal et al. 2019).

A reasonable compromise may be to ask the explainee to 
either present their own understanding of the explanation or 
pick the correct explanation from multiple choices. How-
ever, ultimately, whichever approach is the most suitable 
will depend on contextual affordances, such as how much 
time can be invested, or what are the consequences at stake.

While further empirical research is needed to validate this 
claim, early studies emphasize how interactivity and open-
ness may improve explanations’ quality and users’ under-
standing. For instance, Alipour et al. (2020) conducted a 
study in the context of Visual Question Answering (VQA) 
to compare different explanation types in terms of users’ 
predictions of the system’s correctness.

Fig. 1   Graphic visualization of explanations as trust support strategy, throughout repeated interactions
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Importantly, their results show that ‘active attention 
explanations’ (i.e., when the users can modify the system’s 
original attention to generate different answers in the form 
of new attention maps) better supports users’ confidence and 
trust towards the system, compared to other, more ‘static’ 
explanations.

4.2 � Multi‑modal explanations

In human–human interactions, explanations’ content is 
mostly conveyed through natural language-based dialogues, 
typically in accordance with rules of cooperative conversa-
tion, such as the four ‘Gricean maxims’ (quality, quantity, 
relation and manner) (Grice 1975; Hellström and Bensch 
2018; Hilton 1990). Importantly, however, interactions with 
artificial agents offer complementary solutions.

Multi-modal explanations that use ‘combined signals’ 
(Engle 1998) represent a promising direction and yet 
remain fairly uncharted terrain. Anjomshoae et al. identify 
six main modalities for artificial agents to convey explana-
tions (Anjomshoae et al. 2019). In their analysis, text-based 
natural language explanations cover a significant part of the 
spectrum because, despite the availability of other means of 
communication, text encapsulates the richest (and perhaps 
clearest) semantic content. The other explanation modalities 
are, in order of importance: visualization, logs, expressive 
motions, expressive lights, and speech (Anjomshoae et al. 
2019). While speech, which occupies the last position, is 
still based on natural language, what makes it less commonly 
used than other means is the difficulty of endowing an agent 
with it.

The availability of multiple channels does not necessarily 
imply that, to increase the chances of users understanding 
explanations, artificial agents should display all available 
information in the available formats at once. In fact, this 
‘infobesity’ (Theodorou et al. 2016) might ‘cognitively 
overload’ users, who would then fail to understand (Lip-
ton 2016). Rather, the combination of different types of 
signals should be used to suit specific interaction contexts. 
For instance, Huk Park et al. (2018) conducted a study in 
the context of image classification graphic explanations of 
image recognition were accompanied by text-based captions 
describing fundamental parameters influencing the recogni-
tion process. The study’s results indicate that the combi-
nation of visual and textual elements in the explanations 
enhanced the likelihood of users grasping the reasons behind 
specific predictions.

However, combined signals might not always be the most 
appropriate strategy. In certain cases, single-channel expla-
nations may still be a better choice overall. For example, 
(Theodorou et al. 2016) consider the specific case of reactive 
planning and claim that, since artificial agents can take a 
great number of decisions per second, providing information 

verbally might be difficult for users to handle. Accordingly, 
they suggest that a graphical representation is a more effi-
cient and direct way of making the information available 
even for less technical users, while preventing them from 
becoming overwhelmed (Theodorou et al. 2016). This again 
suggests that the choice of specific strategy to improve the 
quality of artificial agents’ explanations strongly depends on 
the contextual conditions within which interactions occur.

Multi-modality and interactivity represent two of the 
most promising strategies for ensuring a broad range of cus-
tomization of explanations. Our final take on these strategies 
is that they do not need to be considered mutually exclusive 
alternatives. Instead, we claim that, depending on the con-
textual affordances, combining multi-modality and interac-
tivity can offer even more reliable and personalized solutions 
to support users’ understanding and trust development. To 
this extent, we close this section by showing how the combi-
nation of multi-modality and interactivity may work in two 
scenarios with significantly different interaction affordances.

4.3 � Two cases for interactive, multi‑modal 
explanations

The first example we present to demonstrate how interactiv-
ity and multi-modality can improve explanations discusses 
recommender systems in the context of online shopping. 
Recommender systems that suggest customers new prod-
ucts have become a very popular feature of shopping web-
sites. Using techniques such as ‘collaborative filtering’, 
recommender systems provide customers with personal-
ized suggestions about items to purchase. Filtering meth-
ods are usually based on implicit and explicit information 
about products’ or users’ similarities Leimstoll and Stormer 
(2007). This means that the more a customer interacts with 
the website by giving products rating (explicit information), 
clicking on specific objects or buying them (implicit infor-
mation), the more accurate the recommendations become.

Implementing a combinamtion of interactive and multi-
modal explanations may contribute to users’ perception of 
a personalized service. For instance, if a customer would 
want to know the reason for a book recommendation, an 
explainable recommender system may initially clarify that 
same book is similar to others that the customer has rated 
positively and that other readers with similar taste expressed 
positive opinions about it. However, the customer may ask 
further information before committing to spending money 
to buy the book. At this point, the system could provide 
additional details, for instance showing on a coarse level 
how the recommendation was generated or displaying with 
graphic support how similar books ‘scored’ in terms of simi-
larity with the customer’s previous interactions. If a deeper 
level of insight would be requested by the customer, further 
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information may be provided that show how each feature 
weighed in the process of generating the recommendation.

To extend our considerations on interactive, multi-modal 
explanations, the second case we discuss refers to using 
robots in search and rescue contexts. Replacing humans in 
‘dirty, dangerous and dull’ jobs has historically been one of 
the main goals of robotics. To this extent, robots are meant 
to provide support with rescue missions in case of natural 
disasters like earthquakes Matsuno and Tadokoro (2004), 
or fires Wagoner et al. (2015) with tasks that include locat-
ing people trapped in buildings and guide them out safely, 
detect, avoid or extinguish fire.

The concerned people would likely be in a similar sit-
uation for the first time, not knowing exactly what to do. 
Hence, it would be fundamental that the robot initially clari-
fies why it is there and how it may help (i.e., initial role 
explanation). As the robot guides people out, it may guide 
people towards the service staircase, rather than the main 
one. People could find this counterintuitive, for instance 
because the way to the main stairs is faster and ask the robot 
why it is taking an alternative route. As timing would be 
an issue in such critical contexts, the robot would have to 
explain its decisions very quickly and effectively. Telling 
how its sensors detected high temperatures on the main 
staircase, or that rubble obstruct the stairs would likely be 
considered plausible explanations. If one would need fur-
ther reassurance (reasonably so, given the high stakes), the 
robot might display a virtual map of the building showing 
the visualization of its sensor scans, or pictures of the rubble 
blocking the way. As chances of users correctly understand-
ing the robot’s explanations increase, the likeliness of users 
placing appropriate trust in the robot may also benefit, as 
well as human–robot collaboration in general.

While these scenarios only cover a minimal part of the 
possible applications of our approach explainability, the 
diversity of conditions that they represent outline the range 
of customization options enabled by contextual combina-
tions of multi-modality and interactivity.

5 � Conclusions

This paper discussed how explainability can support trust 
in human–agent interaction and from a time- and context-
based perspective. To this extent, this paper focused on how 
to maximize the effect of explainability as a trust support 
strategy from the point of view of end-users, particularly 
non-expert ones, rather than from a technical stance. We first 
analyzed possible readings of trust relevant for this specific 
case. Specifically, the connections between trust, reliabil-
ity and confidence were addressed. This perspective sought 
to emphasize the perception of risks and uncertainties 
implied in trust-based relationships, particularly before first 

interactions and after the occurrence of unexpected events. 
Furthermore, the study considered how the perceived role 
of ‘third parties’, such as the companies responsible for the 
development and distribution of artificial agents, can influ-
ence the trustworthiness of such agents.

Furthermore, we discussed how explanations may be gen-
erated and communicated to support (primarily) non-expert 
users’ understanding of artificial agents’ decision-making 
processes and trust towards them, with particular attention 
to those moments of an interaction in which trust is more 
at stake. Then, we graphically rendered our main findings 
into a model that displays the connections between trust, 
mental model construction and calibration and explanations 
throughout different phases of an interaction.

Thus, the main conclusions this paper draws are that arti-
ficial agents’ trustworthiness is not a stable quality. As such, 
it can change as an interaction unfolds and can be influ-
enced by several factors ranging from individual’s disposi-
tion and artificial agents’ capacity to perform according to 
their purpose, to external factors such as other entities that 
may influence artificial agents’ trustworthiness. Given that 
low levels of trust may hinder future interactions, making 
artificial agents explain their actions and decisions can effec-
tively support trust over time, if explanations are properly 
tailored according to the users’ needs and specific contextual 
affordances.

For future work, it is important to validate the main argu-
ments of this paper in experimental studies. For instance, the 
effect of an artificial agent’s explanations (or lack thereof) 
at the beginning of an interaction and after a mistake may 
be tested in terms of effect on the agent’s trustworthiness 
and understandability. Likewise, different types of explana-
tions may be tested in relation to different users’ character-
istics and contexts of interaction. Finally, how the proposed 
approach to explainability fit different techniques to generate 
explanation may be addressed by future work.
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